Sensitivity analysis model when pairs are matched for observed covariates

The sensitivity analysis model (3.13) is quite general in its applicability [85, Chapter 4], but here its implications for matched pairs are developed [74]. Suppose that two subjects, \(k\) and \(\ell\), with the same observed covariates, \(x_k = x_\ell\), are paired, with precisely the additional fact that one of them is treated and the other control, \(Z_k + Z_\ell = 1\). Then in the representation (3.1), the chance that \(k\) is treated and \(\ell\) is control is

\[
\Pr(Z_k = 1, Z_\ell = 0 \mid r_k, r_\ell, x_k, u_k, r_T, r_C, x_\ell, u_\ell, Z_k + Z_\ell = 1) = \frac{\pi_k(1 - \pi_\ell)}{\pi_k(1 - \pi_\ell) + \pi_\ell(1 - \pi_k)}.
\]  

(3.14)

If in addition the sensitivity model (3.13) were true in (3.1), then simple algebra yields

\[
\frac{1}{1 + \Gamma} \leq \frac{\pi_k(1 - \pi_\ell)}{\pi_k(1 - \pi_\ell) + \pi_\ell(1 - \pi_k)} \leq \frac{\Gamma}{1 + \Gamma}.
\]  

(3.15)

In words, the condition (3.13) becomes a new condition (3.15) on paired individuals where one is treated and the other control, \(Z_k + Z_\ell = 1\). If \(\Gamma = 1\), then all three terms in (3.15) equal \(\frac{1}{2}\), as in the randomized experiment in Chapter 2. As \(\Gamma \to \infty\), the lower bound in (3.13) tends to zero and the upper bound tends to one.

Instead of pairing just two individuals, \(k\) and \(\ell\), suppose we pair \(2I\) distinct individuals of the \(L\) individuals in the population in just this way, insisting that within each pair the two subjects have the same observed covariates and different treatments. Renumber these paired subjects into \(I\) pairs of two subjects, \(i = 1, 2, \ldots, I\), \(j = 1, 2\), so \(x_{i1} = x_{i2}, Z_{i1} = 1 - Z_{i2}\) in each of the \(I\) pairs. If (3.1) and (3.13) are true, then the distribution of treatment assignments in the \(I\) pairs satisfies

\[
Z_{i1}, i = 1, \ldots, I \text{ are mutually independent},
\]

(3.16)

\[
Z_{i2} = 1 - Z_{i1}, i = 1, \ldots, I,
\]

(3.17)

\[
\frac{1}{1 + \Gamma} \leq \frac{\pi_k(1 - \pi_\ell)}{\pi_k(1 - \pi_\ell) + \pi_\ell(1 - \pi_k)} \leq \frac{\Gamma}{1 + \Gamma}, i = 1, \ldots, I.
\]

(3.18)

insist that \(\pi_i = \Pr(Z_i = 1 \mid x_i, u_i)\). Conversely, if (3.1) and (3.13) were true as they stand, then there is an unobserved covariate \(\tilde{u}_i\) such that (3.1) and (3.13) are true with \(\pi_i = \Pr(Z_i = 1 \mid x_i, \tilde{u}_i)\); simply take \(\tilde{u}_i = x_i = \Pr(Z_i = 1 \mid r_T, r_C, x_i, u_i)\).

14 In a fussy technical sense, the numbering of pairs and people within pairs is supposed to convey nothing about these people, except that they were eligible to be paired, that is, they have the same observed covariates, different treatments, with \(2I\) distinct people. Information about people is supposed to be recorded in variables that describe them, such as \(Z, x, u, r_T, r_C\), not in their position in the data set. You can’t put your brother-in-law in the last pair just because of that remark he made last Thanksgiving; you have to code him in an explicit brother-in-law variable. Obviously, it is easy to make up subscripts that meet this fussy requirement: number the pairs at random, then number the people in a pair at random. The fussy technical point is that, in going from the \(L\) people in (3.1) to the \(2I\) paired people, no information has been added and tucked away into the subject numbers — the criteria for pairs are precisely \(x_{i1} = x_{i2}, Z_{i1} + Z_{i2} = 1\) with \(2I\) distinct individuals.
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