Chapter 2
Computational Intelligence Techniques

The true sign of intelligence is not knowledge but imagination

Albert Einstein

Abstract The chapter explains the computational intelligence techniques utilized in the algorithms presented in the book. The fuzzy and rough sets, fuzzy-rough sets, genetic algorithm and, feature selection and classification using the fuzzy-rough sets are detailed. The biologically inspired feature extraction system utilized in the presented algorithms is explained.
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2.1 Fuzzy and Rough Sets

In classical set theory, an element of the universe either belongs or not belongs to a set. The belongingness of the element is crisp: either yes (in the set) or no (not in the set). In fuzzy sets, belongingness can lie between yes and no; for example, a set of tall persons. We cannot classify a person as tall into yes / no category, as there exists no well-defined boundary for the set tall. Attributes used for short and tall classifications namely height is a fuzzy attribute and the sets short and tall are fuzzy sets. Each fuzzy set is characterized by a membership function \( m(x) \) defining the degree of membership of the element \( x \), usually in the range \([0, 1]\) [1].

Fuzzy inference systems have been successfully applied in control, pattern classification, decision analysis, expert systems, manufacturing and computer vision [2]. The concept of fuzzy sets is important in pattern classification, due to its similarity with human reasoning. Traditionally, the rules in a fuzzy inference system are generated from expert knowledge. If no expert knowledge is available, the usual approach is to identify and train fuzzy membership functions in accordance with the data clusters in a training set.
The rough set theory was introduced in the early eighties as a tool to handle inconsistencies among data [3, 4]. A rough set is a formal approximation of a vague concept by a pair of precise concepts, called lower and upper approximations [5]. Rough sets handle uncertainty by computing the lower and upper approximations. Objects belonging to the same category characterized by the same attributes are indistinguishable and indiscernible.

Let $I = (U, A)$ be an information system, where $U$ is the universe of discourse and $A$ is a non-empty finite set of features such that $a : U \rightarrow V_a$, $\forall a \in A$, $V_a$ being the set of values for feature $a$. In most applications, the outcome of classification is known and represented by a special decision attribute set. Consider a decision support system, $A = C \cup D$ where $C$ is a set of conditional attributes and $D$ is a set of decision attributes. With any $P \subseteq A$ there associated is an equivalence relation $\text{IND}(P)$:

$$\text{IND}(P) = (x, y) \in U^2 | \forall a \in P, a(x) = a(y). \quad (2.1)$$

If $(x, y) \in \text{IND}(P)$, then $x$ and $y$ are indiscernible with the features from $P$. The equivalence classes of $P$-indiscernibility relation are denoted by $[x]_P$. For any $X \subseteq U$, $X$ can be approximated using the information contained only in $P$ by constructing $P$-lower and $P$-upper approximations of $X$, denoted by $P_X$ and $\overline{P}_X$ respectively,

$$P_X = x | [x]_P \subseteq X \quad (2.2)$$
$$\overline{P}_X = x | [x]_P \cap X \neq \phi \quad (2.3)$$

If $P$ and $Q$ are equivalence relations over $U$, then the positive region $\text{POS}_P(Q)$ is defined as,

$$\text{POS}_P(Q) = \bigcup_{x \in U/Q} P_X. \quad (2.4)$$

For pattern classification purposes, the positive region contains all objects of $U$ that can be classified into classes of $U/Q$ using the knowledge in attribute set $P$.

Several measures of uncertainty exist in rough set theory [6]. The most widely used is the quality of the lower and upper approximations. For a given set of data samples $X$, not necessarily definable by a set $A$ of attributes, the quality of lower approximation is the ratio of the number of all elements in the lower approximation of $X$ to the total number of samples. It is interpreted as the ratio of the number of all certainly classified samples by attributes from $A$ as being in $X$ to the number of all samples. Similarly, the quality of upper approximation is the ratio of the number of all elements in the upper approximation of $X$ to the total number of samples. It is taken as the ratio of the number of all possibly classified samples by attributes from $A$ as being in $X$ to the total number of samples.
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2.1.1 Fuzzy-Rough Sets

The concept of crisp equivalence class is the basis for rough set theory. A crisp equivalence class contains samples from different output classes. In addition, the various elements in an equivalent class may have different degrees of belongingness to different output classes. A combination of fuzzy and rough sets, namely fuzzy-rough sets [7, 8], is useful for decision making in such situations where both vagueness and indiscernibility are present. Fuzzy-rough set is a deviation of rough set theory in which the concept of crisp equivalence class is extended with the fuzzy set theory to form fuzzy equivalence class [8]. A fuzzy similarity relation replaces an equivalence relation in rough sets to form the fuzzy-rough sets. In fuzzy-rough sets the equivalence class is fuzzy in addition to the fuzziness of the output classes [9].

Let the equivalence classes be in the form of fuzzy clusters \( F_1, F_2, \ldots, F_H \), which are generated by the fuzzy partitioning of the input set \( X \) into \( H \) number of clusters. Each fuzzy cluster represents an equivalence class containing patterns from different output classes. The definite and possible members of the output class are identified using the lower and upper approximations [3] of the fuzzy equivalence classes. The description of a fuzzy set \( C_c \) (output class) by means of the fuzzy partitions in the form of lower and upper approximations \( \mu_{C_c} \) and \( \mu_{\overline{C_c}} \) is as follows [9]:

\[
\begin{align*}
\mu_{C_c}(F_j) &= \inf_{x} \{ \max(1 - \mu_{F_j}(x), \mu_{C_c}(x)) \} \quad \forall x \in X \\
\mu_{\overline{C_c}}(F_j) &= \sup_{x} \{ \min(\mu_{F_j}(x), \mu_{C_c}(x)) \} \quad \forall x \in X
\end{align*}
\]

(2.5)

The tuple \( \langle C_c, \overline{C_c} \rangle \) is a fuzzy-rough set. \( \mu_{F_j}(x) \) and \( \mu_{C_c}(x) \) are fuzzy memberships of sample \( x \) in the fuzzy equivalence class \( F_j \) and output class \( C_c \) respectively.

2.1.2 Feature Selection and Classification Using Fuzzy-Rough Sets

The concept of fuzzy discretization of feature space for a rough set theoretic classifier is provided in [10]. The merit of fuzzy discretization over crisp discretization in terms of classification accuracy is demonstrated when overlapping datasets are used. A novel fuzzification technique namely Modified Minimization Entropy Principle Algorithm (MMEPA) and an entropy-based fuzzy-rough approach for extracting classification rules are reported in [11].

The fuzzy-rough uncertainty is exploited to improve the classification efficiency of a conventional K-nearest neighbor (K-NN) classifier in [9]. The algorithm generalizes the conventional and fuzzy K-NN classifier algorithms. Another modification of the K-NN algorithm using fuzzy-rough sets is proposed in [12] for hand gesture recognition. Fuzzy-rough concept removes the training samples in the class boundary and overlapping regions, improving classification accuracy. The algorithm is applied to only one type of problem, the hand gesture recognition, whereas [9] applied the algorithm to different problems; speech classification, image based letter
classification, and medical diagnosis (head injury classification). [13] presented a fuzzy-rough nearest neighbour (FRNN) classification algorithm, as an alternative to the fuzzy-rough ownership function (FRNN-O) approach reported in [9]. In contrast to [9], the algorithm proposed in [13] utilizes nearest neighbors to construct lower and upper approximations of decision classes. The algorithm classifies test instances based on memberships in the lower and upper approximations. FRNN outperformed both FRNN-O and traditional fuzzy nearest neighbour (FNN) algorithms.

A novel concept namely consistence degree is proposed in [14] to use as a critical value to reduce redundant attributes in database. A rule based classifier using a generalized fuzzy-rough set model is reported. The classifier is effective on noisy data. A comparison between fuzzy-rough classifier and neural network classifier is provided in [15]. The fuzzy-rough classifier is reported as a better choice with lesser training time, lesser dependence on training data, and for being transparent.

A feature selection method with fuzzy-rough approach and ant colony optimization is provided in [16]. Shen et al. [17] proposed a classifier that integrates a fuzzy rule induction algorithm with a rough set assisted feature reduction method. The classifier is tested on two problems, the urban water treatment plant problem and algae population estimation. Fuzzy-rough approach is utilized in [18] for decision table reduction. Unlike other feature selection methods, this method reduces the decision table in both vertical and horizontal directions (both the number of features and feature dimensionality are reduced).

A robust feature evaluation and selection algorithm, using a different model of fuzzy-rough sets namely soft fuzzy-rough sets, is provided in [19]. This method is more effective in dealing with noisy data. [20] proposed a fuzzy-rough feature selection algorithm, with application to microarray based cancer classification. These works utilized standard classifiers (KNN, C 5.0) for classification.

### 2.1.3 Genetic Algorithm

Genetic Algorithms (GAs) are random search algorithms inspired by natural genetics to find optimum solutions to problems [21, 22]. The basic concept is to maintain a population of chromosomes representing candidate solutions. The population evolves over time through a process of competition and controlled variation. Each chromosome in the population has an associated fitness. Based on the fitness values, new chromosomes are generated using genetic operators such as crossover and mutation. The outline of a basic GA is given below:

1. Create an initial population;
2. Evaluate fitness of each chromosome in the population;
3. Based on fitness, select chromosomes for reproduction;
4. Apply genetic operations, crossover and mutation on selected chromosomes, to create new chromosomes;
5. Replace a part of the current population with newly generated chromosomes; and,
6. Terminate GA, if stopping criterion is satisfied, else return to step 2.
GAs have long been utilized in fuzzy inference systems for generating fuzzy rules and training membership functions [23–25]. There are three different approaches to utilize GA in learning, the Michigan, Pittsburgh and the Iterative Rule Learning (IRL) approaches. In Michigan approach, each chromosome corresponds to a classifier rule whereas in the Pittsburgh approach each chromosome encodes a complete set of classifier rules. In the IRL approach, each chromosome represents only one rule, but contrary to Michigan, only the best individual is taken as the solution while discarding the rest of the chromosomes (rules). Since a single rule provides only partial solution, GA is placed in an iterative scheme for generating a set of rules. In the iterative scheme, either the selected rules or the classified samples are penalized, by way of reduced weights, ensuring the search for new rules is focused on unclassified samples. A major issue in Michigan approach is the possible conflict between the objectives of collective rule set (the classifier) and individual rules. In Pittsburgh approach competition occurs among complete rule sets rather than among individual rules, avoiding the conflict. Pittsburgh approach is computationally more intensive due to maintenance and evaluation of complete rule sets. IRL approach is advantageous for being computationally less intensive (seeking only a single rule in each iteration), generating a cohesive classifier through a penalizing mechanism and avoiding conflict between the classifier rule set and individual rules [26].

2.2 Computational Model of Visual Cortex

Extracting features for visual pattern recognition is an ongoing research topic in computer vision. Over the past decades, there are several successful attempts in vision based pattern analysis. The mainstream computer vision has always been challenged by human vision, and the mechanism of human visual system is yet to understand, which is a challenge in both neuroscience and computer vision. The human visual system rapidly and effortlessly recognizes large number of diverse objects in cluttered natural scenes and identifies specific patterns which has inspired the development of computational models of biological vision systems. Recent developments in the use of neurobiological models in computer vision tries to bridge the gaps among neuroscience, computer vision and pattern recognition.

Hubel and Wiesel discovered the organization of receptive fields, and the properties of simple and complex cells in cat’s primary visual cortex [27]. The cortical simple cell receptive fields are modeled [28] using a Gabor function (also known as Gabor wavelet or Gabor filter) described by 2.6.

\[
F(x, y) = \exp \left( -\frac{\left( x_0^2 + y_0^2 \right)}{2\sigma^2} \right) \times \cos \left( \frac{2\pi}{\lambda} x_0 \right),
\]

\[
x_0 = x \cos \theta + y \sin \theta \quad \text{and} \quad y_0 = -x \sin \theta + y \cos \theta.
\]
where,
\( \gamma \) is the spatial aspect ratio of Gaussian function,
\( \sigma \) is the standard deviation of Gaussian function,
\( \lambda \) is the wavelength of the sinusoidal term,
\( \theta \) is the orientation of Gaussian from x-axis.

Gabor wavelet based features have good discriminative power among different textures and shapes in images. Gabor filters resemble the receptive fields of neurons in the primary visual cortex of mammals [28]. Use of 2D Gabor wavelet representation in computer vision was pioneered by Daugman [29]. Riesenhuber and Poggio extended the approach and proposed a hierarchical model of ventral visual object-processing stream in the visual cortex [30]. Serre et al. implemented a computational model of the system and used it for robust object recognition [31, 32]. The features extracted by the model are known as the \( C_1 \) and \( C_2 \) standard model features (SMFs). The \( C_2 \) SMFs are used for handwriting recognition [33] and face recognition [34]. These features are scale and position invariant, and the feature extraction algorithm does not require image segmentation. The number of extracted features is independent of the input image size. Serre et al. used \( C_2 \) features for robust object recognition [31, 32]. The algorithms reported in this book utilize the \( C_2 \) features for multi-class recognition of hand postures and human faces [35–40].

### 2.2.1 Biologically Inspired Feature Extraction System

The computational model proposed by Serre et al. consists of four layers (Table 2.1). Layer 1 (\( S_1 \)) consists of a battery of Gabor filters with different orientations (4) and sizes (16 sizes divided into 8 bands). This imitates the simple cells in the primary visual cortex (V1) which filters the image for the detection of edges and bars. Layer 2 (\( C_1 \)) models the complex cells in V1, by applying a MAX operator locally (over different scales and positions) to the first layer results. This operation provides tolerance to different object projection sizes, and, to position and rotation variations in a 2-D plane of visual field. In layer 3 (\( S_2 \)), radial basis functions (RBFs) are used to imitate the quaternary visual area (V4) and posterior inferotemporal (PIT) cortex. This aids shape recognition by comparing the complex features at the output of \( C_1 \) stage (corresponding to retinal image) with patches of previously seen visual images and shape features.\(^1\) Finally, the fourth layer (\( C_2 \)) applies a MAX operator (globally, over all scales and positions) to the output of layer \( S_2 \), resulting in a representation expressing the best comparison with previously seen images. The output of layer 4 are the \( C_2 \) SMFs, which are used for image classification.

Simple cells in the third layer implement an RBF combining bars and edges in image to more complex shapes. RBFs are a major class of neural network model, comparing the distance between input and a prototype [41]. Each \( S_2 \) unit response

\(^1\) In humans these patterns are stored in synaptic weights of neural cells.
Table 2.1 Different layers in a $C_2$ feature extraction system

<table>
<thead>
<tr>
<th>Layer</th>
<th>Process</th>
<th>Represents</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td>Gabor filtering</td>
<td>Simple cells in V1</td>
</tr>
<tr>
<td>$C_1$</td>
<td>Local pooling</td>
<td>Complex cells in V1</td>
</tr>
<tr>
<td>$S_2$</td>
<td>Radial basis functions</td>
<td>V4 &amp; posterior inferotemporal cortex</td>
</tr>
<tr>
<td>$C_2$</td>
<td>Global pooling</td>
<td>Inferotemporal cortex</td>
</tr>
</tbody>
</table>

depends on the Euclidean distance between a new input and a stored prototype in a Gaussian-like manner. The prototype patches of different sizes (centers of the RBF units) are drawn randomly (random image and position) from the training images at the second layer ($C_1$). Each patch contains four orientations. The third layer compares these patches by calculating the summed Euclidean distance between the patch and every possible crops (combining all orientations) from the image of similar size. This comparison is done separately with each scale-band representation in second layer.

The final set of shift and scale invariant $C_2$ response is computed by taking a global maximum over all scales and positions for each $S_2$ type, i.e., the value of the best match between a stored prototype and input image is kept and the rest is discarded. Each $C_2$ feature corresponds to a specific prototype patch with a specific patch size in layer 3. The more the number of extracted features the better is the classification accuracy. When more number of features are extracted, the computational burden (both for feature extraction and classification) will increase.

The feature selection and classification algorithms presented in Chaps. 4 and 5 extract the image features using the above feature extraction system. The focus of the chapters is on feature selection and classification aspects. The algorithms presented in Chaps. 7 and 8 modify the feature extraction system for hand posture recognition application.
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