Chapter 2
Review of Classical Information Theory

Abstract This chapter presents a review of the classical information theory which plays a crucial role in this thesis. We introduce the various types of informational measures such as Shannon entropy, the relative entropy, the mutual information and the transfer entropy. We also briefly discuss the noisy-channel coding theorem which represents the meaning of informational measures in the artificial information transmission over a communication channel.

Keywords Information theory · Noisy-channel coding theorem

We review the classical information theory in this chapter. The classical information theory had been well established by Shannon in his historical paper entitled “A mathematical theory of communication” [1]. Shannon discussed the relationship between the entropy and the accuracy of the information transmission through a noisy communication channel with an artificial coding device, which is well known as the noisy channel coding theory. In this chapter, we introduce various types of the entropy (i.e., the Shannon entropy, the relative entropy, the mutual information and the transfer entropy [2]) as measures of information, and the noisy channel coding theorem [1, 3, 4].

2.1 Entropy

First of all, we briefly introduce various types of the entropy, which quantify measures of information [1, 3].

2.1.1 Shannon Entropy

We first introduce the Shannon entropy, which characterizes the uncertainty of random variables. Let \( p(x) \) be the probability distribution of a discrete random variable
The probability distribution \( p(x) \) satisfies the normalization of the probability and the nonnegativity (i.e., \( \sum_x p(x) = 1, \ 0 \leq p(x) \leq 1 \)). The Shannon entropy \( S(x) \) is defined as

\[
S(x) := -\sum_x p(x) \ln p(x).
\] (2.1)

In the case of a continuous random variable \( x \) with probability density function \( p(x) \) which satisfies the normalization and the nonnegativity (i.e., \( \int dx p(x) = 1, \ 0 \leq p(x) \leq 1 \)), the Shannon entropy (or differential entropy) is defined as

\[
S(x) := -\int dx p(x) \ln p(x).
\] (2.2)

In this thesis, the logarithm (\( \ln \)) denotes the natural logarithm. To discuss the discrete and continuous cases in parallel, we introduce the ensemble average \( \langle f(x) \rangle \) for any function \( f(x) \) as

\[
\langle f(x) \rangle = \langle f(x) \rangle_p := \sum_x p(x) f(x)
\] (2.3)

for a discrete random variable \( x \) and

\[
\langle f(x) \rangle = \langle f(x) \rangle_p := \int dx p(x) f(x)
\] (2.4)

for a continuous random variable \( x \). From the definition of ensemble average Eqs. (2.3) and (2.4), the two definitions of the Shannon entropy Eqs. (2.1) and (2.2) are rewritten as

\[
S(x) = \langle -\ln p(x) \rangle = \langle s(x) \rangle,
\] (2.5)

where we here say \( s(x) := -\ln p(x) \) is a stochastic Shannon entropy. The Shannon entropy \( S(X) \) of a set of random variables \( X = \{x_1, \ldots, x_N\} \) with a joint probability distribution \( p(X) \) is also defined as

\[
S(X) := \langle -\ln p(X) \rangle = \langle s(X) \rangle.
\] (2.6)

Let the conditional probability distribution of \( X \) under the condition \( Y \) be \( p(X|Y) := p(X, Y)/p(Y) \). The conditional Shannon entropy \( S(X|Y) \) with a joint probability
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$p(X)$ is defined as

$$S(X|Y) := -\ln p(X|Y) = \langle s(X|Y) \rangle,$$

(2.7)

where $s(X|Y) := -\ln p(X|Y)$ is a stochastic conditional Shannon entropy. We note that its ensemble takes an integral over a joint distribution $p(X)$. From $0 \leq p \leq 1$, the Shannon entropy $S$ satisfies the nonnegativity $S \geq 0$.

By the definition of the conditional probability distribution $p(X|Y) := p(X, Y)/p(Y)$, we have the chain rule in probability theory. The chain rule in probability theory produces the product of conditional probabilities:

$$p(X) = p(x_1) \prod_{k=2}^{N} p(x_k|x_{k-1}, \ldots, x_1).$$

(2.8)

From this chain rule Eq. (2.8) and the definitions of the Shannon entropy Eqs. (2.6) and (2.7), we obtain the chain rule for (stochastic) Shannon entropy:

$$s(X) = s(x_1) + \sum_{k=2}^{N} s(x_k|x_{k-1}, \ldots, x_1).$$

(2.9)

$$S(X) = S(x_1) + \sum_{k=2}^{N} S(x_k|x_{k-1}, \ldots, x_1).$$

(2.10)

The chain rule indicates that the (stochastic) joint Shannon entropy is always rewritten by a sum of the (stochastic) conditional Shannon entropy.

2.1.2 Relative Entropy

We next introduce the relative entropy (or the Kullback–Leibler divergence), which is an asymmetric measure of the difference between two probability distributions. The thermodynamic relationships (e.g., the second law of thermodynamics) and several theorems in information theory can be derived from the nonnegativity of the relative entropy. The relative entropy or the Kullback–Leibler divergence between two probability distributions $p(x)$ and $q(x)$ is defined as

$$D_{\text{KL}}(p(x)||q(x)) = \langle \ln p(x) - \ln q(x) \rangle_p.$$

(2.11)

We will show that the relative entropy is always nonnegative and is 0 if and only if $p = q$. 
To show this fact, we introduce Jensen’s inequality [3]. Let \( \phi(f(x)) \) be a convex function, which satisfies \( \phi(\lambda a + (1 - \lambda)b) \leq \lambda \phi(a) + (1 - \lambda)\phi(b) \) with \( \forall a, b \in f(x) \) and \( \forall \lambda \in [0, 1] \). Jensen’s inequality states

\[
\phi(\langle f(x) \rangle) \leq \langle \phi(f(x)) \rangle. \tag{2.12}
\]

The equality holds if and only if \( f(x) \) is constant or \( \phi \) is linear.

We notice that \(-\ln(f(x))\) is a convex nonlinear function. By applying Jensen’s inequality (2.12), we can derive the nonnegativity of the relative entropy,

\[
D_{KL}(p(x)||q(x)) = \langle -\ln(q(x)/p(x)) \rangle_p
\geq -\ln\langle q(x)/p(x) \rangle_p
= -\ln 1
= 0, \tag{2.13}
\]

where we used the normalization of the distribution \( q \), \( \langle q(x)/p(x) \rangle_p = \int dxq(x) = 1 \). The equality holds if and only if \( q(x)/p(x) = c \), where \( c \) is a constant. Because \( p \) and \( q \) satisfy the normalizations \( \int dxp(x) = 1 \) and \( \int dxq(x) = 1 \), a constant \( c \) should be \( c = 1 \), and we can show that the relative entropy \( D_{KL}(p(x)||q(x)) \) is 0 if and only if \( p = q \).

From the nonnegativity of the relative entropy, we can easily show that \( S(x) \leq \ln |x| \) where \( |x| \) denotes the number of elements of a discrete random variable \( x \) with the equality satisfied if and only if \( x \) is uniformly distributed. Let \( p_u(x) = 1/|x| \) be a uniform function over \( x \). The relative entropy \( D_{KL}(p(x)||p_u(x)) \) is calculated as \( D_{KL}(p(x)||p_u(x)) = \ln |x| - S(x) \), and its negativity gives \( S(x) \leq \ln |x| \).

The joint relative entropy \( D_{KL}(p(X)||q(X)) \) is defined as

\[
D_{KL}(p(X)||q(X)) = \langle \ln p(X) - \ln q(X) \rangle_p \tag{2.14}
\]

and the conditional relative entropy \( D_{KL}(p(X|Y)||q(X|Y)) \) is defined as

\[
D_{KL}(p(X|Y)||q(X|Y)) = \langle \ln p(X|Y) - \ln q(X|Y) \rangle_p. \tag{2.15}
\]

The joint and conditional relative entropy satisfy \( D_{KL} \geq 0 \) with the equality satisfied if and only if \( p = q \). The chain rule in probability theory Eq. (2.8) and the definition of the relative entropy Eqs. (2.15) and (2.14) give the chain rule for relative entropy as

\[
D_{KL}(p(X)||q(X)) = D_{KL}(p(x_1)||q(x_1)) + \sum_{k=2}^N D_{KL}(p(x_k|x_{k-1}, \ldots, x_1)||q(x_k|x_{k-1}, \ldots, x_1)). \tag{2.16}
\]
2.1.3 Mutual Information

We introduce the mutual information $I$, which characterizes the correlation between random variables. The mutual information between $X$ and $Y$ is given by the relative entropy between the joint distribution $p(X, Y)$ and the product distribution $p(X)p(Y)$:

$$I(X : Y) := D_{KL}(p(X, Y) || p(X)p(Y))$$
$$= \langle \ln p(X, Y) - \ln p(X) - \ln p(Y) \rangle$$
$$= \langle s(X) + s(Y) - s(X, Y) \rangle$$
$$= S(X) + S(Y) - S(X, Y)$$
$$= S(X) - S(X|Y)$$
$$= S(Y) - S(Y|X). \quad (2.17)$$

The mutual information quantifies the amount of information in $X$ about $Y$ (or information in $Y$ about $X$). From the nonnegativity of the relative entropy $D_{KL} \geq 0$, the mutual information is nonnegative $I(X : Y) \geq 0$ with the equality satisfied if and only if $X$ and $Y$ are independent $p(X, Y) = p(X)p(Y)$. This nonnegativity implies the fact that conditioning reduces the Shannon entropy (i.e., $S(X|Y) \leq S(X)$). From the nonnegativity of the Shannon entropy $S \geq 0$, the mutual information is bounded by the Shannon entropy of each variable $X$ or $Y$ ($I(X : Y) \leq S(X)$ and $I(X : Y) \leq S(Y)$). To summarize the nature of the mutual information, the following Venn’s diagram is useful (see Fig. 2.1).

![Venn's diagram](image-url)
The conditional mutual information between $X$ and $Y$ under the condition $Z$ is also defined as

$$I(X : Y | Z) := D_{KL}(p(X, Y | Z)||p(X | Z)p(Y | Z))$$

$$= (\ln p(X, Y | Z) - \ln p(X | Z) - \ln p(Y | Z))$$

$$= (s(X | Z) + s(Y | Z) - s(X, Y | Z))$$

$$= S(X | Z) + S(Y | Z) - S(X, Y | Z)$$

$$= S(Y | Z) - S(Y | X, Z).$$  \hspace{1cm} (2.18)

For $Z$ independent of $X$ and $Y$ (i.e., $p(X, Y | Z) = p(X, Y)$), we have $I(X : Y | Z) = I(X : Y)$. The conditional mutual information is also nonnegative $I(X : Y | Z) \geq 0$ with the equality satisfied if and only if $X$ and $Y$ are independent under the condition of $Z$: $p(X, Y | Z) = p(X | Z)p(Y | Z)$ (or $p(X | Y, Z) = p(X | Z)$). We also define the stochastic mutual information $i(X : Y)$ and the stochastic conditional mutual information $i(X : Y | Z)$ as

$$i(X : Y) := s(X | Z) + s(Y | Z) - s(X, Y | Z)$$ \hspace{1cm} (2.19)

$$i(X : Y | Z) := s(X | Z) + s(Y | Z) - s(X, Y | Z)$$ \hspace{1cm} (2.20)

From the chain rule for (stochastic) Shannon entropy Eq. (2.10) and the definition of the mutual information Eqs. (2.17) and (2.18), we have the chain rule for (stochastic) mutual information

$$i(X : Y) := i(x_1 : Y) + \sum_{k=2}^{N} i(x_k : Y|x_{k-1}, \ldots, x_1),$$  \hspace{1cm} (2.21)

$$I(X : Y) := I(x_1 : Y) + \sum_{k=2}^{N} I(x_k : Y|x_{k-1}, \ldots, x_1).$$  \hspace{1cm} (2.22)

### 2.1.4 Transfer Entropy

Here, we introduce the transfer entropy, which characterizes the directed information flow between two systems in evolving time $X = \{x_k | k = 1, \ldots, N\}$ and $Y = \{y_k | k = 1, \ldots, N\}$. The transfer entropy was ordinarily introduced by Schreiber in 2000 [2] as a measure of the causal relationship between two random time series. The transfer entropy from $X$ to $Y$ at time $k$ is defined as the conditional mutual information:

$$T_{X \rightarrow Y} := I(y_{k+1} : \{x_k, \ldots, x_{k-\ell}\}|y_k, \ldots, y_{k-\ell})$$

$$= \langle s(y_{k+1}|x_k, \ldots, x_{k-\ell}, y_k, \ldots, y_{k-\ell}) - s(y_{k+1}|y_k, \ldots, y_{k-\ell}) \rangle$$
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\[ = \langle \ln p(y_{k+1}|y_k, \ldots, y_{k-l'}) - \ln p(y_{k+1}|x_k, \ldots, x_{k-l}, y_k, \ldots, y_{k-l'}) \rangle. \] (2.23)

The indexes \( l \) and \( l' \) denote the lengths of two causal time sequences \( \{x_k, \ldots, x_{k-l}\} \) and \( \{y_{k+1}, y_k, \ldots, y_{k-l'}\} \). Because of the nonnegativity of the mutual information \( I(y_{k+1} : \{x_k, \ldots, x_{k-l}\}|y_k, \ldots, y_{k-l'}) \), the transfer entropy is always nonnegative and is 0 if and only if the time evolution of \( Y \) system at time \( k \) does not depend on the history of \( X \) system,

\[ p(y_{k+1}|y_k, \ldots, y_{k-l'}) = p(y_{k+1}|x_k, \ldots, x_{k-l}, y_k, \ldots, y_{k-l'}). \] (2.24)

Thus, the transfer entropy quantifies the causal dependence between them at time \( k \).

If the dynamics of \( X \) and \( Y \) is Markovian (i.e., \( p(y_{k+1}|x_k, \ldots, x_{k-l}, y_k, \ldots, y_{k-l'}) = p(y_{k+1}|x_k, y_k) \)), the most natural choices of \( l \) and \( l' \) becomes \( l = l' = 0 \) in the sense of the causal dependence.

Here, we compare other entropic quantities which represent the direction exchange of information. Such conditional mutual informations have been discussed in the context of the causal coding with feedback [5]. Massey defined the sum of the conditional mutual information

\[ I^{DL}(X \rightarrow Y) := \sum_{k=1}^{N} I(y_k : \{x_1, \ldots, x_k\}|y_{k-1}, \ldots, y_1), \] (2.25)

called the directed information. It can be interpreted as a slight modification of the sum of the transfer entropy over time. Several authors [6, 7] have also introduced the mutual information with time delay to investigate spatiotemporal chaos.

In recent years, the transfer entropy has been investigated in several contexts. For a Gaussian process, the transfer entropy is equivalent to the Granger causality test [8], which is an economic statistical hypothesis test for detecting whether one time series is useful in forecasting another [9, 10]. Using a technique of symbolization, a fast and robust calculation method of the transfer entropy has been proposed [11]. In a study of the order-disorder phase transition, the usage of the transfer entropy has been also proposed to predict an imminent transition [12]. In relation to our study, thermodynamic interpretations of the transfer entropy [13, 14] and a generalization of the transfer entropy for causal networks [15] have been proposed.

2.2 Noisy-Channel Coding Theorem

In this section, we show the fact that the mutual information between input and output is related to the accuracy of signal transmission. This fact is well known as the noisy-channel coding theorem (or Shannon’s theorem) [1, 3]. The noisy-channel coding theorem was proved by Shannon in his original paper in 1948 [1]. In the case
of Gaussian channel, a similar discussion of information transmission was also given by Hartley previously [4].

### 2.2.1 Communication Channel

We consider the noisy communication channel. Let $x$ be the input of the signal and $y$ be the output of the signal. The mutual information $I(x : y)$ represents the correlation between input and output, which quantifies the ability of information transmission through the noisy communication channel. Here, we introduce two simple examples of the mutual information of the communication channel.

#### 2.2.1.1 Example 1: Binary Symmetric Channel

Suppose that the input and output are binary states $x = 0, 1$ and $y = 0, 1$. The noise in the communication channel is represented by the conditional probability $p(y|x)$. The binary symmetric channel is given by the following conditional probability,

$$
\begin{align*}
    p(y = 1|x = 1) &= p(y = 0|x = 0) = 1 - e, \quad (2.26) \\
    p(y = 1|x = 0) &= p(y = 1|x = 1) = e, \quad (2.27)
\end{align*}
$$

where $e$ denotes the error rate of the communication. We assume that the distribution of the input signal is given by $p(x = 1) = 1 - r$ and $p(x = 0) = r$. The mutual information between input and output is calculated as

$$
I(x : y) = (1 - e) \ln(1 - e) + e \ln e - (1 - e') \ln(1 - e') - e' \ln e', \quad (2.28)
$$

where $e' := (1 - e)r + e(1 - r)$. This mutual information represents the amount of information transmitted through the noisy communication channel. In the case of $e = 1/2$, we have $I(x : y) = 0$, which means that we cannot infer the input signal $x$ from reading the output $y$. The mutual information depends on the bias of the input signal $r$. To discuss the nature of the communication channel, the supremum value of the mutual information between input and output with respect to the input distribution. Let the channel capacity for the discrete input be

$$
C := \sup_{p(x)} I(x : y). \quad (2.29)
$$

For a binary symmetric channel, the mutual information has a supremum value with $r = 1/2$, and the channel capacity $C$ is given as

$$
C = \ln 2 + e \ln e + (1 - e) \ln(1 - e). \quad (2.30)
$$
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2.2.1.2 Example 2: Gaussian Channel

Suppose that the input and output have continuous values: \( x \in [-\infty, \infty] \) and \( y \in [-\infty, \infty] \). The Gaussian channel is given by the Gaussian distribution:

\[
p(y|x) = \frac{1}{\sqrt{2\pi\sigma_N^2}} \exp \left[ -\frac{(x-y)^2}{2\sigma_N^2} \right],
\]

where \( \sigma_N^2 \) denotes the intensity of the noise in the communication channel. We assume that the initial distribution is also Gaussian:

\[
p_P(x) = \frac{1}{\sqrt{2\pi\sigma_P^2}} \exp \left[ -\frac{x^2}{2\sigma_P^2} \right],
\]

where \( \sigma_P^2 = \langle x^2 \rangle \) means the power of input signal. The mutual information \( I(x : y) \) is calculated as

\[
I(x : y) = \frac{1}{2} \ln \left( 1 + \frac{\sigma_P^2}{\sigma_N^2} \right).
\]

In the limit \( \sigma_N^2 \to \infty \), we have \( I(x : y) \to 0 \), which indicates that any information of input signal \( x \) cannot be obtained from output \( y \) if the noise in communication channel is extremely large. We have \( I(x : y) \to \infty \) in the limit \( \sigma_P^2 \to \infty \), which means that the power of input is needed to send much information.

In the continuous case, the definition of the channel capacity is modified with the power constraint:

\[
C = \sup_{\langle x^2 \rangle \leq \sigma_P^2} I(x : y).
\]

The channel capacity \( C \) is given by the mutual information with the initial Gaussian distribution Eq. (2.33),

\[
C = \frac{1}{2} \ln \left( 1 + \frac{\sigma_P^2}{\sigma_N^2} \right).
\]

To show this fact, we prove that the mutual information \( I_q(x : y) = \langle \ln p(y|x) - \ln \int dx p(x|y)q(x) \rangle \) for any initial distribution \( q(x) \) with \( \langle x^2 \rangle = \sigma_P^2 \leq \sigma_P^2 \) is always lower than the mutual information for a Gaussian initial distribution Eq. (2.33).

\[
I(x : y) - I_q(x : y) = -\langle \ln p_P(y) \rangle_{p_P} + \langle \ln q(y) \rangle_q \\
\geq -\langle \ln p_P(y) \rangle_{p_P} + \langle \ln q(y) \rangle_q \\
= -\langle \ln p_P(y) \rangle_q + \langle \ln q(y) \rangle_q
\]
\[ = D_{KL}(q(y)||p_P(y)) \geq 0, \quad (2.36) \]

where \( p_P(x, y) := p(y|x)p_P(x) \), \( q(x, y) := p(y|x)q(x) \), and we use \((-\ln p_P(y))_{p_P} = 2^{-1} \ln [2\pi (\sigma_P^2 + \sigma_N^2)] + 2^{-1}\).

### 2.2.2 Noisy-Channel Coding Theorem

We next review the noisy-channel coding theorem, which is the basic theorem of information theory stated by Shannon in his original paper [1].

Here, we consider the situation of information transmission through a noisy communication channel (see also Fig. 2.2). First, the input message is encoded to generate a sequence of the signal (e.g., 0010101010). Second, this signal is transmitted through a noisy communication channel. Finally, the output signal (e.g., 0011101011) is decoded to generate the output message.

To archive the exact information transmission through a noisy communication channel, the length of encoding should be sufficiently large to correct the error in output signal. The noisy-channel coding theorem states the relationship between the length of encoding (i.e., the archivable rate) and the noise in the communication channel (i.e., the channel capacity). Strictly speaking, the noisy-channel coding theorem contains two statements, the noisy-channel coding theorem and the converse to the noisy-channel coding theorem. The former states the existence of coding, and the latter states an upper bound of the coding length. In this section, we introduce the noisy-channel coding theorem for a simple setting.

![Fig. 2.2](image-url)  
**Fig. 2.2** Schematic of the communication system. To send an input message \( M_{\text{in}} \) through a noisy artificial communication channel, the input message should be encoded in a redundant sequence of bits by a channel coding protocol, and the encoded bits sequence \( X \) is transmitted through a noisy communication channel \( p(y_k|x_k) \) (e.g., a Gaussian channel). The output sequence \( Y \) does not necessarily coincide with the input sequence \( X \), because of the noise in the communication channel. However, if the redundancy \( N \) of the encoded bit sequence is sufficiently large, one can recover the original input message \( M_{\text{out}} = M_{\text{in}} \) correctly from the output sequence \( Y \). This is a sketch of the channel coding
Let the input message be \( M_{\text{in}} \in \{1, \ldots, M\} \), where \( M \) denotes the number of types of the message. The input message is assumed to be uniformly distributed: \( p(M_{\text{in}}) = 1/M \) \((M_{\text{in}} = 1, \ldots, M)\). By the encoder, the input message is encoded as a discrete sequence \( X(M_{\text{in}}) := \{x_1(M_{\text{in}}), \ldots, x_N(M_{\text{in}})\} \). Through a noisy communication channel defined as the conditional probability \( p(y_k|x_k) \) (e.g., the binary symmetric channel), the output signal \( Y = \{y_1, \ldots, y_N\} \) is stochastically obtained from the input signal \( X \):

\[
p(Y|X(M_{\text{in}})) = \prod_{k=1}^{N} p(y_k|x_k(M_{\text{in}})),
\]

(2.37)

which represents a discrete memoryless channel. The output message \( M_{\text{out}}(Y) \) is a function of the output signal \( Y \). We define the rate as

\[
R := \frac{\ln M}{N},
\]

(2.38)

which represents the encoding length \( N \) to describe the number of the input messages \( M \). A code \((eN^R, N)\) indicates (i) an index set \( \{1, \ldots, M\} \), (ii) an encoding function \( X(M_{\text{in}}) \) and (iii) a decoding function \( M_{\text{out}}(Y) \). A code \((eN^R, N)\) means \([eN^R, N]\), where \([\ldots]\) denotes the ceiling function. Let the arithmetic average probability of error \( P_e \) for a code \((eN^R, N)\) be

\[
P_e := \frac{1}{M} \sum_{j} p(M_{\text{out}}(Y) \neq j | X(M_{\text{in}} = j)).
\]

(2.39)

In this setting, we have the noisy-channel coding theorem.

**Theorem** (Noisy-channel coding theorem) (i) For every rate \( R < C \), there exists a code \((eN^R, N)\) with \( P_e \to 0 \).

(ii) Conversely, any code \((eN^R, N)\) with \( P_e \to 0 \) must have \( R \leq C \).

The converse theorem (ii) can be easily proved using the nonnegativity of the relative entropy. Here, we show the proof of the converse theorem. From the initial distribution \( p(M_{\text{in}}) \), we have

\[
NR = S(M_{\text{in}}) = I(M_{\text{in}} : M_{\text{out}}) + S(M_{\text{in}}|M_{\text{out}}).
\]

(2.40)

We introduce a binary state \( E : E := 0 \) for \( M_{\text{in}} = M_{\text{out}} \) and \( E := 1 \) for \( M_{\text{in}} \neq M_{\text{out}} \). From \( S(E|M_{\text{in}}, M_{\text{out}}) = 0 \), we have
\[ S(M_{\text{in}} | M_{\text{out}}) = S(M_{\text{in}} | M_{\text{out}}) + S(E | M_{\text{in}}, M_{\text{out}}) \]
\[ = S(E | M_{\text{out}}) + S(M_{\text{in}} | E, M_{\text{out}}) \]
\[ \leq \ln 2 + P_e N R, \quad (2.41) \]

where we use \( S(M_{\text{in}} | E, M_{\text{out}}) = P_e S(M_{\text{in}} | E = 0, M_{\text{out}}) \leq P_e S(M_{\text{in}}) \), and \( S(E | M_{\text{out}}) \leq S(E) \leq \ln 2 \). This inequality (2.41) is well known as Fano’s inequality.

The Markov property \( p(M_{\text{in}}, X, Y, M_{\text{out}}) = p(M_{\text{in}}) p(X | M_{\text{in}}) p(Y | X) p(M_{\text{out}} | Y) \) is satisfied in this setting. From the Markov property, we have \( I(M_{\text{in}} : M_{\text{out}} | Y) = 0 \), \( I(M_{\text{in}} : Y | X) = 0 \), and

\[ I(M_{\text{in}} : M_{\text{out}}) \leq I(M_{\text{in}} : Y) + I(M_{\text{in}} : M_{\text{out}} | Y) \]
\[ \leq I(X : Y) + I(M_{\text{in}} : Y | X) \]
\[ = I(X : Y) \]
\[ = \langle \ln p(Y) \rangle \right) - \sum_k \langle \ln p(x_k | y_k) \rangle \]
\[ \leq \sum_k I(x_k : y_k) \]
\[ \leq NC. \quad (2.42) \]

The inequality using the Markov property (e.g., Eq. (2.42)) is well known as the data processing inequality. From Eqs. (2.40)–(2.42), we have

\[ R \leq C + \ln \frac{2}{N} + P_e R. \quad (2.43) \]

For sufficiently large \( N \), we have \( \ln 2/N \to 0 \). Thus we have proved the converse to the noisy-channel coding theorem, which indicates that the channel capacity \( C \) gives a bound of the archivable rate \( R \) with \( P_e \to 0 \). We add that the mutual information \( I(M_{\text{in}} : M_{\text{out}}) \) (or \( I(X : Y) \)) also becomes a tighter bound of the rate \( R \) with \( P_e \to 0 \) from Eq. (2.42).
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