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Abstract The initiation and development of diseases is a complex process, involving genetic mutations and environmental influences. Disease biomarkers (biological markers) are biological characteristics of pathogenic processes, which can help make diagnostic or prognostic decisions so that necessary interventions can be adopted to prevent the development of diseases. In the post-genomic era, with the accumulation of various kinds of omics data, it is possible to identify molecular biomarkers that can help diagnosis and develop efficient therapies. In this chapter, we summarize the recent progress on identifying biomarkers with differential analysis based on different types of omics data. Differential analysis is a very powerful and widely used approach in biology, which identifies biomarkers by comparing molecular datasets generated under different conditions. In particular, we focus on the approaches that identify biomarkers based on molecular networks that take into account the differences between different physiological conditions together with the network topology structure.
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2.1 Introduction

Diseases are generally caused by genetic mutations or/and environmental influences, involving various biological processes. Early diagnosis of disease risks can help prevent the development of diseases, and precise prognosis of disease states can avoid unnecessary treatments for good outcomes while adopt timely intervention for poor outcomes. Disease biomarkers (biological markers) are biological characteristics of pathogenic processes, which can help make diagnostic or prognostic decisions. Biomarkers are useful for predicting disease risks of certain populations so that timely intervention can be adopted to prevent the disease. Furthermore, biomarkers can help identify subtypes of heterogeneous diseases, e.g. breast cancer, so that appropriate therapeutic strategies can be adopted. In the past decades, with the development of molecular biology and biotechnology, a huge amount of molecular data are publically available, which enables the identification of specific molecules that can serve as biomarkers. For example, the hormone receptors ER and PR can be used as the biomarkers to predict the response of patients to endocrine therapy, while the HER2 oncogene can serve as a biomarker of invasive breast cancer and predicts survival of patients (Ross 2009).

Despite the success of molecular biomarkers, it is not an easy task to identify reliable and useful biomarkers considering more than 20,000 genes encoding about 30,000 proteins within the human genome, where complex interactions can be found among proteins. Recently, with the rapid progress in biotechnologies, especially in high-throughput techniques, genome-wide screening is making it possible to identify molecular biomarkers in an efficient way. In particular, the accumulation of various kinds of ‘-omics’ (e.g. genomics, transcriptomics and proteomics) data enables one to identify potential gene biomarkers that can predict disease risks (Joyce and Palsson 2006). For example, the genome-wide association study (GWAS) is able to provide genetic variants associated with diseases based on the comparison of disease population against normal/control population. In the landmark Wellcome Trust Case Control Consortium (WTCCC) (2007) study, many DNA variants and genes were identified to be associated with seven common diseases. The transcriptome profiles enable the monitoring of expression of tens of thousands of genes, where those genes that are differentially expressed between different physiological conditions are generally regarded as potential biomarkers for diagnosis and prognosis. In their pivotal work, Golub et al. (1999) identified gene biomarkers that can successfully discriminate acute myeloid leukemia (AML) from acute lymphoblastic leukemia (ALL) based on gene expression profiles.

Although the gene biomarkers identified based on the omics data achieve some success, most of the gene biomarkers are not reliable and have low reproducibility, where the biomarkers identified from one dataset sometimes fail to work in another dataset for the same disease. This phenomenon arises since many diseases, especially complex diseases, are well recognized as the results of dysregulation of biological systems instead of the mutations of individual genes, whereas the gene
biomarkers are generally assumed to be functionally independent of each other. Therefore, it is necessary to identify biomarkers from a systematic perspective. The molecular networks, including protein–protein interaction network, gene regulation network and metabolic network, can describe the biological systems in an accurate way (Barabasi and Oltvai 2004), thereby providing an alternative way to predict biomarkers at systematic levels. Biomarkers identified from the molecular networks can provide insights into the molecular underpinnings of diseases, and help develop efficient therapeutic strategies (Barabasi et al. 2011). For example, with the network biomarkers identified for cancer, Chen et al. (2011) successfully predicted the breast cancer metastasis.

In this chapter, we survey the recent progress on biomarker identification with differential analysis based on different types of omics data, where biomarkers are identified by comparing molecular datasets generated under different conditions. Here, biomarkers range from genes to gene sets, pathways, and networks. In particular, we focus on the approaches that identify biomarkers from molecular networks that take into account the differences between different physiological conditions together with the network topology structure.

2.2 Differential Analysis in Biology

Differential analysis is a widely used approach to identify biomarkers in biology, where the differences of biological characteristics, e.g. genes or blood pressure, across different species or conditions are generally investigated and those significantly changed biological markers will be treated as biomarkers. In this chapter, the biomarkers are referred to as molecular biomarkers, ranging from genes to gene sets/pathways and networks.

As shown in Fig. 2.1, molecular biomarkers can be identified based on different kinds of data, where the resultant biomarkers range from individual genes to gene sets and networks. Right now, a huge amount of omics data on distinct major diseases are publically available. For example, the gene expression data for patients can be retrieved from Gene Expression Omnibus (Barrett et al. 2009) and ArrayExpress (Parkinson et al. 2009), protein–protein interaction data can be freely available at BioGrid (Stark et al. 2006) and STRING (von Mering et al. 2005) databases, and pathway knowledge can be found at KEGG (Kanehisa and Goto 2000) and Gene Ontology (Ashburner et al. 2000). Inspired by the wealth of the publically available data, a lot of computational approaches have been proposed to identify biomarkers by conducting differential analysis. In this chapter, we focus on the differential analysis of transcriptome data and protein–protein interactions. Those readers that are interested in identifying biomarkers from genomic and metabolic data are referred to the review papers on identifying biomarkers based on GWAS (Manolio 2013) and metabolic profiling (Spratlin et al. 2009). For different types of data, the biomarkers identified are different. For example, gene biomarkers can be obtained with differential expression analysis,
gene set biomarkers are identified by considering a set of genes as an entity, while pathway and network biomarkers are generally detected by taking into account the functional interactions among genes.

In the following sections, different computational approaches for differential analysis on distinct types of data will be introduced. Especially, these computational approaches are introduced based on the type of biomarkers they identify.

2.3 Gene Biomarkers

With the accumulation of huge amount of gene expression data deposited in public databases, e.g. GEO, it is becoming easy to identify genome-wide genes that are significantly differentially expressed between case and control samples (de la Fuente 2010) or between different disease stages (Weigelt et al. 2005). These differentially expressed genes are generally regarded as potential biomarkers. On the other hand, those genes that are able to discriminate samples of different conditions are also regarded as important genes and used as biomarkers.

Early approaches for identifying gene biomarkers generally detect differentially expressed genes by setting a threshold, where those genes whose expression changes above the threshold are used as gene biomarkers. For example, DeRisi
et al. (1997) detected differentially expressed genes by setting a two-fold change threshold. Unfortunately, the noise inherited in the gene expression data makes it a challenging task to detect reliable differentially expressed genes with such an arbitrarily set threshold. Therefore, a lot of statistical approaches have been proposed to detect more reliable differential genes, e.g. the nonparametric approach (Pan 2003) and the empirical Bayesian method (Efron et al. 2004), where most of the approaches are based on statistical tests. The Significance Analysis of Microarrays (SAM) statistical approach proposed by Tusher et al. (2001) is one of the most widely used tools for determining the significance of the changes in expression and has shown good performance. SAM assigns a score to each gene based on its expression change relative to the standard deviation of repeated measurements for that gene, where genes with scores above a threshold are regarded as statistical significant. Later, an improved SAM statistics was proposed by Wu (2005), which utilizes the penalized linear regression model to prevent overfitting considering the large number of genes and relatively small number of samples. Both SAM and its improved version can be seen as a shrinkage of ordinary $t$-statistics, which are generally used for comparing two conditions with replication of samples. With more than two conditions, the analysis of variance (ANOVA) will be more appropriate and powerful by taking into account multiple factors and/or several sources of variation (Pavlidis 2003). More details about statistical tests for detection of differentially expressed genes are referred to a review paper by Cui and Churchill (2003).

Beyond statistical tests, the identification of gene biomarkers can be regarded as a feature/variable selection problem that is well studied in machine learning field, which is also known as gene selection in bioinformatics. In gene selection, the aim is to select a small set of genes that lead to good discrimination between diseases and normal or between different conditions. For example, Golub et al. (1999) identified a set of genes that are most correlated with the class distinctness between acute myeloid leukemia and acute lymphoblastic leukemia, and obtained a high accuracy when used together with self-organizing maps (SOMs). Guyon et al. (2002) proposed a new method for gene selection by utilizing Support Vector Machine (SVM) based on Recursive Feature Elimination (RFE), which is able to eliminate gene redundancy while get a more compact and reasonable gene set. When applied to real cancer data sets, SVM-RFE yields better classification performance and the genes identified are found to be more biologically relevant to cancer. Later, Zhang et al. (2006) developed a recursive support vector machine (R-SVM) algorithm for gene selection, which shows better performance compared with SVM-RFE. Li et al. (2001) presented a hybrid intelligent approach that combines Genetic Algorithm (GA) and $k$-Nearest Neighbor (KNN) method to identify genes capable of discriminating different classes of samples. Random forest is a recently developed algorithm for classification that utilizes an ensemble of classification trees with each tree built with a bootstrap sample of the data (Breiman 2001). Random forest has shown excellent performance even with noisy variables and is able to return measures of variable importance. When applied to gene selection, random forest shows comparable performance to other popular
classification methods while identifying a small set of genes (Diaz-Uriarte and Alvarez de Andres 2006). More details about gene selection techniques are referred to the recent review papers (Duval and Hao 2010; Saeys et al. 2007).

Recently, with the descending cost of next-generation sequencing, more and more RNA-Seq data are being available. RNA-Seq is able to discover unanticipated transcripts, and detect fewer false positive transcripts compared with microarrays (McIntyre et al. 2011). Unfortunately, the well-established methods for detecting differentially expressed genes in microarray are not immediately transferable to the analysis of RNA-Seq data due to the difference between the microarray data and the RNA-Seq data. Encouragingly, a lot of tools are being introduced for this purpose, e.g. DESeq (Anders and Huber 2010), Cuffdiff 2 (Trapnell et al. 2013) and edgeR (Robinson et al. 2010). Interested readers are referred to a recent comprehensive comparison of different tools (Soneson and Delorenzi 2013).

### 2.4 Gene Set Biomarkers

The gene biomarkers identified above generally correlate very well with the phenotype of interest and are easy to interpret. However, the noise inherited in the data and the parameters involved in the model for identifying differential genes may lead to false positives and false negatives. For example, there is no standard criterion to set a threshold when detecting the differentially expressed genes. Pan et al. (2005) showed that different choices of the threshold values may lead to completely different biological conclusions. Although those genes with significant expression change are more likely to be related to the phenotype of interest, there are also many important genes without large enough expression changes are discarded but these genes are indeed related to the phenotype (Ben-Shaul et al. 2005; Breslin et al. 2004).

Under the circumstances, gene set analysis that investigates groups of genes instead of individual genes is becoming a trend in interpreting gene expression data, where the genes in the same group are more likely to be associated with the same biological processes. The pioneering knowledge-based approach Gene Set Enrichment Analysis (GSEA) is among such gene set analysis approaches, which scores the enrichment of predefined gene sets that share common biological functions based on the Kolmogorov–Smirnov statistic (Subramanian et al. 2005). The significance of the score is evaluated with an empirical permutation test that corrects for multiple hypothesis testing. Compared with single gene biomarkers, the gene sets identified by GSEA are pathways or processes that are more reasonable for the interpretation of the data. Furthermore, instead of focusing on significant differential genes, GSEA can detect those important genes with modest expression changes. Thereinafter, a lot of variants of GSEA have been proposed, including non-parametric enrichment statistics (Barry et al. 2005; Hänzelmann et al. 2013; Tian et al. 2005), battery testing (Dorum et al. 2009; Efron and Tibshirani 2007; Irizarry et al. 2009), and focused gene set testing (Jiang and Gentleman 2007; Wu et al. 2010a). Among these variant versions of GSEA, the
Simpler Enrichment Analysis (SEA) approach proposed by Irizarry et al. (2009) estimates enrichment based on a one-sample \( t \) test by assuming gene independence, which has shown better performance than GSEA. However, the gene independence assumption has its limitations as shown in (Kim and Volsky 2005; Nam et al. 2006; Tamayo et al. 2012; Wang et al. 2008). More statistical methods for the analysis of gene set enrichment can be found in the recent review papers (Chen et al. 2007; Dopazo 2009; Goeman and Buhlmann 2007; Liu et al. 2007; Nam and Kim 2008; Song and Black 2008).

Recently, it is noticed that the inter-gene correlation affects the tests and leads to Type I error. To overcome this problem, two new approaches, namely Correlation Adjusted MEan RAnk gene set test (CAMERA) (Wu and Smyth 2012) and Quantitative Set Analysis of Gene Expression (QuSAGE) (Yaari et al. 2013), have been proposed to account for inter-gene correlations and shown better performance. In the future, more reliable methodologies are believed to appear.

2.5 Pathway Biomarkers

Although the gene set biomarkers consider groups of genes that are related to the same functions or processes and are able to detect important genes with modest changes, they generally treat a gene set as a union of individual genes and assume they are functionally independent. A molecular pathway represents the interactions among a set of functionally related genes, and are most interested to biologists rather than the gene sets. It is well recognized that, instead of the mutations of individual genes, the dysfunction of molecular pathways leads to the initiation and development of diseases, especially complex diseases. Therefore, it is more reasonable to identify those dysfunctional pathways underlying diseases, i.e. pathway biomarkers, which can improve the robustness and accuracy of diagnosis compared with gene biomarkers and gene set biomarkers. Furthermore, the pathway biomarkers are more easier to interpret for the development of diseases. With more pathway knowledge being comprehensive in public databases, such as Reactome (Joshi-Tope et al. 2005) and KEGG (Kanehisa and Goto 2000), and Pathway Interaction Database (PID) (Schaefer et al. 2009), as well as the wealth of the transcriptome data that describes the activities of genes, it is possible to detect those aberrantly functioned pathways in patients.

Inspired by this, some computational approaches have been developed to identify dysfunctional pathways associated with diseases. For example, Tarca et al. (2009) proposed a signaling pathway impact analysis (SPIA) approach to measure the impact of perturbations on a given pathway under a given condition. When applied to cancer datasets, SPIA outperforms GSEA and successfully identifies pathways known to be involved in cancers. Later, Vaske et al. (2010) developed a probabilistic graphical-based model known as PARADIGM to identify patient-specific pathway activities in glioblastoma multiforme (GBM). PARADIGM is able to integrate different types of omics data and identify those pathways whose
activities change significantly in patients, and detects fewer false-positives compared with SPIA. Most recently, Haynes et al. (2013) proposed a new approach entitled as Differential Expression Analysis for Pathways (DEAP) to identify disease associated pathways. Compared with other existing approaches, DEAP is able to detect the most differentially expressed portion of the pathway. DEAP successfully identified pathways related to chronic obstructive pulmonary disease and interferon treatment, some of which are generally ignored by existing approaches.

In biology, it has been observed that tumor associated alterations recurrently occur in patients but are mutually exclusive within the same molecular pathways (Ciriello et al. 2012). Based on this phenomenon, Vandin et al. (2012) proposed two novel algorithms, entitled as De novo Driver Exclusivity (Dendrix), to identify driver pathways underlying cancer from somatic mutation data. When applied to different cancer datasets, they successfully identified known tumor related pathways. Formulating the identification of driver pathways as a maximum weight submatrix problem, Zhao et al. (2012) developed two approaches for this purpose. The results on several cancer datasets demonstrate the efficiency of their approaches. Later, Leiserson et al. (2013) introduced the Multi-Dendrix algorithm for the simultaneous identification of multiple driver pathways de novo from the somatic mutation data. Benchmarking on cancer datasets, Multi-Dendrix is much faster than the iterative version of Dendrix, and gives more flexible optimal solutions for candidate pathways.

Generally, the above mentioned approaches treat pathways as independent functional units, whereas there are extensive cross-talks between distinct pathways. Similarly, the initiation and development of many diseases involve the cross-talks between pathways. Therefore, it is expected that more robust and reliable pathway biomarkers will be obtained if the cross-talks between pathways could be taken into account. Inspired by this, we proposed a novel approach to identify dysregulated pathways in cancer based on a pathway interaction network (Liu et al. 2012). Unlike traditional molecular networks, the pathway interaction network consists of pathways and their cross-talks, where each node represents a pathway and each edge represents the cross-talk between a pair of pathways. Based on the pathway interaction network, the dysregulated pathways in cancer are identified with feature selection techniques. Benchmarking on several distinct cancer datasets, the pathway biomarkers identified by our method are more reliable and accurate compared with other state of the art methods.

2.6 Network Biomarkers

Despite pathway biomarkers take into account the functional dependency among genes and are therefore more reliable, the scarceness of pathway knowledge limits the identification of pathway biomarkers. Furthermore, our current knowledge about pathways is only about their static topological structures defined based on
different experiments, whereas the pathway activity is a dynamic process with different components involved under distinct conditions. On the other hand, the molecular networks can give a more global view about the biological systems while preserve the pathway structures within the network, thereby removing the limitations of prior pathway knowledge. Moreover, along with the high-throughput data, e.g. time-course gene expression, that can describe the activities of individual molecules, the molecular networks are able to characterize the dynamics of the biological systems. In addition, many diseases, especially complex diseases, are caused due to the dysfunction of multiple genes, where these genes have been found to tend to interact with each other compared with non-disease genes (Chen et al. 2013b; Goh et al. 2007). Therefore, a lot of computation approaches have been developed to identify subnetworks or modules from the molecular networks, and these subnetworks or modules have discriminative ability of separating different conditions and can therefore serve as biomarkers. Hereinafter, such predictive subnetworks or modules are called network biomarkers. Most approaches identify network biomarkers based on the analysis of differential networks that integrate the differences of single genes between distinct conditions with network topology. Based on the networks they used, these approaches can be categorized into gene association network based methods and protein–protein interaction network based approaches.

In the gene association networks, the nodes are genes and an edge is laid between a pair of genes if their coexpression correlation, typically Pearson correlation coefficient, is above a threshold. By constructing different association networks for distinct conditions based on gene expression data, the co-expression patterns associated with diseases can be extracted which are otherwise ignored by the detection of differentially expressed genes. For example, Chu et al. (2011) described an association network with Graphical Gaussian Models, and detected those edges that may rewire across two disease states by comparing the posterior probabilities of the connections in two disease conditions. Applied to breast cancer datasets, they successfully identified biomarkers consist of gene sets or pathways, which are able to separate different histological grades of breast cancer. Zhang et al. (2009) proposed a differential dependency network (DDN) analysis approach to detect statistically significant topological changes in the association networks corresponding to different conditions, and successfully detected those gene regulations that are inhibited by drug ICI. Gambardella et al. (2013) developed a new Differential Network Analysis (DINA) approach to identify condition-specific active pathways with the assumption that genes belonging to the same pathways tend to be co-regulated. DINA has been successfully utilized to detect tissue-specific pathways and identify dysregulated hepatocarcinoma-specific metabolic and transcriptional pathway. Skinner et al. (2011) developed a tool DAP finder to identify Differentially Associated Pairs (DAPs), and identified a network biomarker that is able to discriminate between oligodendroglioma (ODG) and glioblastoma multiforme (GBM) tumors.

Despite of the advantage of association networks over individual genes, it is not easy to select an appropriate threshold when constructing an association network.
Therefore, the experimentally determined protein–protein interactions (interactome) provide an alternative way to investigate the network biomarkers. Taylor et al. (2009) proposed a novel framework to detect network modules that rewire in different conditions by examining the dynamic structure of the human interactome based on gene expression data. Applied to a cohort of breast cancer patients, they found some genes that do not have significant changes in their expression but these genes have different interaction partners in surviving patients and those with poor outcomes. Furthermore, these genes can serve as a prognostic signature to predict outcomes and survival. Wu and Stein (2012) proposed a semi-supervised algorithm to discover network modules consist of interacting genes involved in the disease process. They identified novel network module signatures of 31 and 75 genes respectively for breast cancer and ovarian cancer, where the gene signatures are significantly related to cancer survival and outperform other well-known prognostic signatures. Recently, West et al. (2012) proposed to explore cancer with network entropy, and found cancer cells are characterised by the increase in network entropy. Through differential network analysis, the interaction patterns that are associated with certain diseases can be extracted from the networks. Recently, we developed a novel approach for identifying differential interactions for gastric cancer, where these interactions consist of potential disease genes were found to form network modules (Liu et al. 2012). By combining gene expression data generated under different stages of gastric cancer with human interactome, we successfully identified cancer associated network modules that serve as predictive biomarkers capable of discriminating tumors from normal samples. Benchmarking on real gastric cancer datasets, our identified module biomarkers have better performance in discriminating the tumors from normal samples compared with known biomarkers detected for gastric cancer. Investigating the dynamic structures of the module biomarkers, we noticed that the network modules have different topological structures in different gastric cancer stages as well as normal states, which provide insights into the molecular underpinnings of gastric cancer.

The above mentioned approaches generally explore the differential networks with some statistics, and the identified network modules have limited discriminative power. Therefore, some computational approaches have been proposed to identify network biomarkers by transforming the problem into a feature selection problem explicitly. For example, in their pivotal work, Chuang et al. (2007) proposed a novel approach to extract subnetworks from interactome, and the subnetworks are more reproducible biomarkers that achieve higher accuracy than individual gene biomarkers in the classification of metastatic versus non-metastatic tumors. Lee et al. (2008) proposed a novel Pathway Activity inference using Condition-responsive genes (PAC) approach to identify diagnostic biomarkers based on gene expression data, where the biomarkers are subsets of condition-responsive co-functional genes instead of individual genes or static literature-curated pathways. With defined pathway activity, their identified biomarkers outperform other pathway based approaches. Chen et al. (2013a) developed a new method based on bagging Markov random field (BMRF) to identify network biomarkers for breast cancers from human interactome. When applied to breast
cancer progression and/or tamoxifen resistance, their identified biomarkers can lead to higher accuracy and are more biologically meaningful.

There are also some optimal approaches that have been proposed to identify the subnetworks that are especially active under certain conditions. For example, Kim et al. (2011) developed a novel computational method to simultaneously identify causal genes and their downstream dysregulated pathways based on a circuit flow algorithm that mimics the current flow in an electric circuit. Results on glioblastoma multiforme (GBM) demonstrate that this approach is able to identify both causal genes and causal pathways that underlie complex diseases. Lan et al. (2011) presented a tool ResponseNet to identify possible pathways that response to stimuli from molecular interaction networks based on a flow algorithm. We have developed an integer linear programming model to identify the subnetworks linking between membrane proteins and transcriptional factors based on interactome and gene expression data, which has been successfully applied to identify the yeast MAPK signaling pathways (Zhao et al. 2008). We also proposed an improved network flow model to detect the active pathways that response to stimuli (Zhao et al. 2009), and a variant of the model has been successfully used to detect network modules that response to drugs (Wu et al. 2010b).

### 2.7 Conclusions and Perspective

In this chapter, we introduced recent progress on computational approaches, especially differential analysis, that have been developed to detect biomarkers, ranging from gene biomarkers to gene set biomarkers, pathway biomarkers and network biomarkers. With the accumulation of various types of omics data, the intuitive differential analysis is becoming a powerful approach for detecting biomarkers, and is widely used in the community. The differential analysis based computational approaches developed for the identification of molecular biomarkers can help narrow down the search space of possible biomarkers and provide guidelines for future biological and medical experiments. Among different biomarkers, the gene biomarkers are easy to interpret and can help design targeted therapy, while the gene set/pathway/network biomarkers are more biological reasonable and have better performance since diseases are rarely caused due to the aberrant variation of single genes. Although gene set/pathway/network biomarkers generally perform better than gene biomarkers, it depends on the problem of interest to choose which type of biomarkers one should identify since pathway/network biomarkers may not perform better than gene biomarkers in some cases (Staiger et al. 2012). Considering more and more different types of omics data are being available, computational approaches that are able to integrate these multi-dimensional data in an efficient way are highly demanded. It is expected that more efficient computational approaches will arise to identify biomarkers that are more robust and accurate.
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