One of the most notable features of nanometer scale CMOS technology is the increasing magnitude of variability of the key parameters affecting performance of integrated circuits [1]. Although scaling made controlling extrinsic variability more complex, nonetheless, the most profound reason for the future increase in parameter variability is that the technology is approaching the regime of fundamental randomness in the behavior of silicon structures where device operation must be described as a stochastic process. Electric noise due to the trapping and de-trapping of electrons in lattice defects may result in large current fluctuations, and those may be different for each device within a circuit. At this scale, a single dopant atom may change device characteristics, leading to large variations from device to device [2]. As the device gate length approaches the correlation length of the oxide-silicon interface, the intrinsic threshold voltage fluctuations induced by local oxide thickness variation will become significant [3]. Finally, line-edge roughness, i.e., the random variation in the gate length along the width of the channel, will also contribute to the overall variability of gate length [4]. Since placement of dopant atoms introduced into silicon crystal is random, the final number and location of atoms in the channel of each transistor is a random variable. As the threshold voltage of the transistor is determined by the number and placement of dopant atoms, it will exhibit a considerable variation [3]. This leads to variation in the transistors’ circuit-level properties, such as delay and power [5]. Predicting the timing uncertainty is traditionally done through corner-based analysis, which performs static timing analysis (STA) at multiple corners to obtain the extreme-case results. In each corner, process parameters are set at extreme points in the multidimensional space. As a consequence, the worst-case delay from the corner-based timing analysis is over pessimistic since it is unlikely for all process parameters to have extreme values at the same time. Additionally, the number of process corners grows exponentially as the number of process variations increases.

Recently, statistical STA (SSTA) has been proposed as a potential alternative to consider process variations for timing verification. In contrast to static timing analysis, SSTA represents gate delays and interconnect delays as probability distributions, and provides the distribution (or statistical moments) of each timing
value rather than a deterministic quantity. When modeling process-induced delay variations, the sample space is the set of all manufactured dies. In this case, the device parameters will have different values across this sample space, hence the critical path and its delay will change from one die to the next. Therefore, the delay of the circuit is also a random variation, and the first task of statistical timing analysis is to compute the characteristics of this random variation. This is performed by computing its probability-distribution function or cumulative-distribution function (CDF).

Alternatively, only specific statistical characteristics of the distribution, such as its mean and standard deviation, can be computed. Note that the cumulative-distribution function and the probability-distribution function can be derived from one another through differentiation and integration. Given the cumulative-distribution function of circuit delay of a design and the required performance constraint the anticipated yield can be determined from the cumulative-distribution function. Conversely, given the cumulative-distribution function of the circuit delay and the required yield, the maximum frequency at which the set of yielding chips can be operated at can be found.

In addition to the problem of finding the delay of the circuit, it is also key to achieve operational robustness against process variability at the expense of a higher energy consumption and larger area occupation [6]. Technology scaling, circuit topologies, and architecture trends have all aligned to specifically target low-power trade-offs through the use of fine-grained parallelism [7], near-threshold design [8], \( V_{DD} \) scaling and body biasing [9]. Similarly, a cross-layer optimization strategy is devised for variation resilience, a strategy that spans from the lowest level of process and device engineering to the upper level of system architecture. Simultaneous circuit yield and energy optimization with key parameters (supply voltage \( V_{DD} \) and supply to threshold voltage ratio \( V_{DD}/V_T \)) is a part of a system-wide strategy, where critical parameters that minimize energy (e.g. \( V_{DD}/V_T \)) provide control mechanisms (e.g. adaptive voltage scaling) to runtime system. Yield constrained energy optimization, as an active design strategy to counteract process variation in sub-threshold or near-threshold operation, necessitates the need for statistical design paradigm to overcome the limitations of deterministic optimization schemes.

In this chapter, the circuits are described as a set of stochastic differential equations and Gaussian closure approximations are introduced to obtain a closed form of moment equations and compute the variational waveform for statistical delay calculation. For high accuracy in the case of large process variations, the statistical solver divides the process variation space into several sub-spaces and performs the statistical timing analysis in each sub-space. Additionally, a yield constrained sequential energy minimization framework applied to multivariable optimization is described.

The chapter is organized as follows: Sect. 2.1 focuses on the process variations modeled as a wide-sense stationary process and Sect. 2.2 discusses a solution of a system of stochastic differential equations for such process. In Sect. 2.3, statistical delay calculation and complexity reduction techniques are described. In Sect. 2.4,
a yield constrained sequential energy minimization framework is discussed. Experimental results obtained are presented in Sect. 2.5. Finally, Sect. 2.6 provides a summary and the main conclusions.

2.1 Modeling Process Variability

The availability of large data sets of process parameters obtained through parameter extraction allows the study and modeling of the variation and correlation between process parameters, which is of crucial importance to obtain realistic values of the modeled circuit unknowns. Typical procedures determine parameters sequentially and neglect the interactions between them and, as a result, the fit of the model to measured data may be less than optimum. In addition, the parameters are obtained as they relate to a specific device and, consequently, they correspond to different device sizes. The extraction procedures are also generally specialized to a particular model, and considerable work is required to change or improve these models.

For complicated IC models, parameter extraction can be formulated as an optimization problem. The use of direct parameter extraction techniques instead of optimization allows end-of-line compact model parameter determination. The model equations are split up into functionally independent parts, and all parameters are solved using straightforward algebra without iterative procedures or least squares fitting. With the constant downscaling of supply voltage the moderate inversion region becomes more and more important, and an accurate description of this region is thus essential. The threshold-voltage-based models, such as BSIM and MOS 9, make use of approximate expressions of the drain-source channel current $I_{DS}$ in the weak inversion region (i.e., subthreshold) and in the strong-inversion region (i.e., well above threshold). These approximate equations are tied together using a mathematical smoothing function, resulting in neither a physical nor an accurate description of $I_{DS}$ in the moderate inversion region (i.e., around threshold). The major advantages of surface potential (defined as the electrostatic potential at the gate oxide/substrate interface with respect to the neutral bulk) over threshold voltage based models is that surface potential model does not rely on the regional approach and $I$–$V$ and $C$–$V$ characteristics in all operation regions are expressed/evaluated using a set of unified formulas. In the surface-potential-based model, the channel current $I_{DS}$ is split up in a drift ($I_{drift}$) and a diffusion ($I_{diff}$) component, which are a function of the gate bias $V_{GB}$ and the surface potential at the source ($v_{s0}$) and the drain ($v_{sL}$) side. In this way $I_{DS}$ can be accurately described using one equation for all operating regions (i.e., weak, moderate and strong-inversion). The numerical progress has also removed a major concern in surface potential modeling: the solution of surface potential either in a closed form (with limited accuracy) exists or as with our use of the second-order Newton iterative method to improve the computational efficiency in MOS model 11.
The fundamental notion for the study of spatial statistics is that of stochastic (random) process defined as a collection of random variables on a set of temporal or spatial locations. Generally, a second-order stationary (wide sense stationary, WSS) process model is employed, but other more strict criteria of stationarity are possible. This model implies that the mean is constant and the covariance only depends on the separation between any two points. In a second-order stationary process only the first and second moments of the process remain invariant. The covariance and correlation functions capture how the co-dependence of random variables at different locations changes with the separation distance. These functions are unambiguously defined only for stationary processes. For example, the random process describing the behavior of the transistor length \( L \) is stationary only if there is non systematic spatial variation of the mean \( L \). If the process is not stationary, the correlation function is not a reliable measure of codependence and correlation. Once the systematic wafer-level and field-level dependencies are removed, thereby making the process stationary, the true correlation is found to be negligibly small. From a statistical modeling perspective, systematic variations affect all transistors in a given circuit equally. Thus, systematic parametric variations can be represented by a deviation in the parameter mean of every transistor in the circuit.

We model the manufactured values of the parameters \( p_i \in \{p_1, \ldots, p_m\} \) for transistor \( i \) as a random variable

\[
p_i = \mu_{p,i} + \sigma_{p,d}(d_i) \cdot p(d_i, \theta)
\]

where \( \mu_{p,i} \) and \( \sigma_{p,d}(d_i) \) are the mean value and standard deviation of the parameter \( p_i \), respectively, \( p(d_i, \theta) \) is the stochastic process corresponding to parameter \( p \), \( d_i \) denotes the location of transistor \( i \) on the die with respect to a point origin and \( \theta \) is the die on which the transistor lies. This reference point can be located, say in the lower left corner of the die, or in the center, etc. A random process can be represented as a series expansion of some uncorrelated random variables involving a complete set of deterministic functions with corresponding random coefficients. A commonly used series involves spectral expansion [10], in which the random coefficients are uncorrelated only if the random process is assumed stationary and the length of the random process is infinite or periodic. The use of the Karhunen-Loève expansion [11] has generated interest because of its bi-orthogonal property, that is, both the deterministic basis functions and the corresponding random coefficients are orthogonal [12], e.g. the orthogonal deterministic basis function and its magnitude are, respectively, the eigenfunction and eigenvalue of the covariance function. Assuming that \( p_i \) is a zero-mean Gaussian process and using the Karhunen-Loève expansion, \( p_i \) can be written in truncated form (for practical implementation) by a finite number of terms \( M \) as

\[
p_i = \mu_{p,i} + \sigma_{p,d}(d_i) \cdot \sum_{n=1}^{M} \sqrt{\rho_{p,n}} \delta_{p,n}(\theta) f_{p,n}(d_i)
\]
where \(\{\delta_d(\theta)\}\) is a vector of zero-mean uncorrelated Gaussian random variables and \(f_{p,n}(d_i)\) and \(\vartheta_{p,n}\) are the eigenfunctions and the eigenvalues of the covariance matrix \(\Sigma_p(d_1, d_2)\) (Fig. 2.1) of \(p(d_i, \theta)\), controlled through a distance based weight term, the measurement correction factor, correlation parameter \(\rho\) and process correction factors \(c_x\) and \(c_y\).

Without loss of generality, consider for instance two transistors with given threshold voltages. In our approach, their threshold voltages are modeled as stochastic processes over the spatial domain of a die, thus making parameters of any two transistors on the die two different correlated random variables. The value of \(M\) is governed by the accuracy of the eigen-pairs in representing the covariance function rather than the number of random variables. Unlike previous approaches, which model the covariance of process parameters due to the random effect as a piecewise linear model [13] or through modified Bessel functions of the second kind [14], here the covariance is represented as a linearly decreasing exponential function.

**Fig. 2.1**  
(a) Behavior of modeled covariance functions \(\Sigma_p\) using \(M = 5\) for \(a/\rho = [1, \ldots, 10]\). (b) The model fitting on the available measurement data (© IEEE 2011)
\[
C_p(d_1, d_2) = \left( 1 + \zeta_{d_{x,y}} \right) \cdot \gamma \cdot \left( e^{-c_x|d_{x_1} - d_{x_2}| - c_y|d_{y_1} - d_{y_2}|/\rho} \right)
\]  

(2.3)

where \( \zeta \) is a distance based weight term, \( \gamma \) is the measurement correction factor for the two transistors located at Euclidian coordinates \((x_1, y_1)\) and \((x_2, y_2)\), respectively, \( c_x \) and \( c_y \) are process correction factors depending upon the process maturity. For instance, in Fig. 2.1a, process correction factor \( c_{x,y} = 0.001 \) relates to a very mature process, while \( c_{x,y} = 1 \) indicates that this is a process in a ramp up phase. The correlation parameter \( \rho \) reflecting the spatial scale of clustering defined in \([-a, a]\) regulates the decaying rate of the correlation function with respect to distance \((d_1, d_2)\) between the two transistors located at Euclidian coordinates \((x_1, y_1)\) and \((x_2, y_2)\).

Physically, lower \( a/\rho \) implies a highly correlated process and hence, a smaller number of random variables are needed to represent the random process and correspondingly, a smaller number of terms in the Karhunen-Loève expansion. This means that for \( c_{x,y} = 0.001 \) and \( a/\rho = 1 \) the number of transistors that need to be sampled to assess, say a process parameter such as threshold voltage is much less than the number that would be required for \( c_{x,y} = 1 \) and \( a/\rho = 10 \) because of the high nonlinearity shown in the correlation function. To maintain a fixed difference between the theoretical value and the truncated form, \( M \) has to be increased when \( a \) increases at constant \( b \).

In other words, for a given \( M \), the accuracy decreases as \( a/b \) increases. Eigenvalues \( \vartheta_{p,n} \) and eigenfunctions \( f_{p,n}(\tau) \) are the solution of the homogeneous Fredholm integral equation of the second kind indexed on a bounded domain \( D \). To find the numerical solution of Fredholm integral, each eigenfunction is approximated by a linear combination of a linearly decreasing exponential function. Resulting approximation error is then minimized by the Galerkin method. One example of spatial correlation dependence and model fitting on the available measurement data through Karhunen-Loève expansion is given in Fig. 2.1b. For comparison purposes, a grid-based spatial-correlation model is intuitively simple and easy to use, yet, its limitations due to the inherent accuracy-versus-efficiency necessitate a more flexible approach, especially at short to mid range distances [14]. We now introduce a model \( \eta_p = f(.) \), accounting for voltage and current shifts due to random manufacturing variations in transistor dimensions and process parameters defined as

\[
\eta_p = f(v, W^*, L^*, p^*)
\]  

(2.4)

where \( v \) defines a fitting parameter estimated from the extracted data, \( W^* \) and \( L^* \) represent the geometrical deformation due to manufacturing variations and \( p^* \) models electrical parameter deviations from their corresponding nominal values, e.g. altered transconductance, threshold voltage, etc. (Appendix A).
2.2 Stochastic MNA for Process Variability Analysis

Device variability effects limitations are rudimentary issues for the robust circuit design and their evaluation has been subject of numerous studies. Several models have been suggested for device variability [15–17], and correspondingly, a number of CAD tools for statistical circuit simulation [18–23]. In general, a circuit design is optimized for parametric yield so that the majority of manufactured circuits meet the performance specifications. The computational cost and complexity of yield estimation, coupled with the iterative nature of the design process, make yield maximization computationally prohibitive. As a result, circuit designs are verified using models corresponding to a set of worst-case conditions of the process parameters. Worst-case analysis refers to the process of determining the values of the process parameters in these worst-case conditions and the corresponding worst-case circuit performance values. Worst-case analysis is very efficient in terms of designer effort, and thus has become the most widely practiced technique for statistical analysis and verification. Algorithms previously proposed for worst-case tolerance analysis fall into four major categories: corner technique, interval analysis, sensitivity-based vertex analysis and Monte Carlo simulation.

The most common approach is the corners technique. In this approach, each process parameter value that leads to the worst performance is chosen independently. This method ignores the correlations among the processes parameters, and the simultaneous setting of each process parameter to its extreme value result in simulation at the tails of the joint probability density of the process parameters. Thus, the worst-case performance values obtained are extremely pessimistic. Interval analysis is computationally efficient but leads to overestimated results, i.e., the calculated response space enclose the actual response space, due to the intractable interval expansion caused by dependency among interval operands. Interval splitting techniques have been adopted to reduce the interval expansion, but at the expense of computational complexity. Traditional vertex analysis assumes that the worst case parameter sets are located at the vertices of parameter space, thus the response space can be calculated by taking the union of circuit simulation results at all possible vertices of parameter space. Given a circuit with $M$ uncertain parameters, this will result in a $2^M$ simulation problem. To further reduce the simulation complexity, sensitivity information computed at the nominal parameter condition is used to find the vertices that correspond to the worst cases of circuit response. The Monte Carlo algorithm takes random combinations of values chosen from within the range of each process parameter and repeatedly performs circuit simulations. The result is an ensemble of responses from which the statistical characteristics are estimated. Unfortunately, if the number of iterations for the simulation is not very large, Monte Carlo simulation always underestimates the tolerance window. Accurately determining the bounds on the response requires a large number of simulations, so consequently, the Monte Carlo method becomes very cpu-time consuming if the chip becomes large. Other approaches for statistical analysis of variation-affected circuits, such as the one
based on the Hermite polynomial chaos [24] or the response surface methodology, are able to perform much faster than a Monte Carlo method at the expense of a design of an experiments preprocessing stage [25]. In this section, the circuits are described as a set of stochastic differential equations and Gaussian closure approximations are introduced to obtain a closed form of moment equations. Even if a random variable is not strictly Gaussian, a second-order probabilistic characterization yields sufficient information for most practical problems.

Modern integrated circuits are often distinguished by a very high complexity and a very high packing density. The numerical simulation of such circuits requires modeling techniques that allow an automatic generation of network equations. Furthermore, the number of independent network variables describing the network should be as small as possible. Circuit models have to meet two contradicting demands: they have to describe the physical behavior of a circuit as correct as possible while being simple enough to keep computing time reasonably small. The level of the models ranges from simple algebraic equations, over ordinary and partial differential equations to Boltzmann and Schrödinger equations depending on the effects to be described. Due to the high number of network elements (up to millions of elements) belonging to one circuit one is restricted to relatively simple models. In order to describe the physics as good as possible, so called compact models represent the first choice in network simulation. Complex elements such as transistors are modeled by small circuits containing basic network elements described by algebraic and ordinary differential equations only. The development of such replacement circuits forms its own research field and leads nowadays to transistor models with more than five hundred parameters. A well established approach to meet both demands to a certain extent is the description of the network by a graph with branches and nodes. Branch currents, branch voltages and node potentials are introduced as variables. The node potentials are defined as voltages with respect to one reference node, usually the ground node. The physical behavior of each network element is modeled by a relation between its branch currents and its branch voltages. In order to complete the network model, the topology of the elements has to be taken into account. Assuming the electrical connections between the circuit elements to be ideally conducting and the nodes to be ideal and concentrated, the topology can be described by Kirchhoff’s laws (the sum of all branch currents entering a node equals zero and the sum of all branch voltages in a loop equals zero). In general, for time-domain analysis, modified nodal analysis (MNA) leads to a nonlinear ordinary differential equation or differential algebraic equation system which, in most cases, is transformed into a nonlinear algebraic system by means of linear multistep integration methods [26, 27] and, at each integration step, a Newton-like method is used to solve this nonlinear algebraic system (Appendix B). Therefore, from a numerical point of view, the equations modeling a dynamic circuit are transformed to equivalent linear equations at each iteration of the Newton method and at each time instant of the time-domain analysis. Thus, we can say that the time-domain analysis of a nonlinear dynamic circuit consists of the successive solutions of many linear
circuits approximating the original (nonlinear and dynamic) circuit at specific operating points.

Consider a linear circuit with \( N + 1 \) nodes and \( B \) voltage-controlled branches (two-terminal resistors, independent current sources, and voltage-controlled \( n \)-ports), the latter grouped in set \( B \). We then introduce the source current vector \( \vec{i} \in \mathbb{R}^B \) and the branch conductance matrix \( G \in \mathbb{R}^{B \times B} \). By assuming that the branches (one for each port) are ordered element by element, the matrix is block diagonal: each \( 1 \times 1 \) block corresponds to the conductance of a one-port and in any case is nonzero, while \( n \times n \) blocks correspond to the conductance matrices of voltage-controlled \( n \)-ports. More in detail, the diagonal entries of the \( n \times n \) blocks can be zero and, in this case, the nonzero off-diagonal entries, on the same row or column, correspond to voltage-controlled current sources (VCCSs). Now, consider MNA and circuits embedding, besides voltage-controlled elements, independent voltage sources, the remaining types of controlled sources and sources of process variations.

We split the set of branches \( B \) in two complementary subsets: \( B_V \) of voltage-controlled branches (\( v \)-branches) and \( B_C \) of current-controlled branches (\( c \)-branches).

Conventional nodal analysis (NA) is extended to MNA [27] as follows: currents of \( c \)-branches are added as further unknowns and the corresponding branch equations are appended to the NA system. The \( N \times B \) incidence matrix \( A \) can be partitioned as \( A = [A_v, A_c] \), with \( A_v \in \mathbb{R}^{N \times B_v} \) and \( A_c \in \mathbb{R}^{N \times B_c} \). As in conventional NA, constitutive relations of \( v \)-branches are written, using the conductance submatrix \( G \in \mathbb{R}^{B_v \times B_v} \) in the form

\[
i_v = G_{vv} \quad (2.5)
\]

while the characteristics of the \( c \)-branches, including independent voltage sources and controlled sources except VCCSs, are represented by the implicit equation

\[
B_c v_c + R_c i_c + \hat{v}_c + F_c \eta = 0 \quad (2.6)
\]

where \( B_c, R_c, F_c \in \mathbb{R}^{B_c \times B_c} \), \( \hat{v}_c = (A^T v_c) \in \mathbb{R}^{B_c} \) [26] and \( \eta \in \mathbb{R}^{B_c} \) is a random vector accounting for device variations as defined in (2.4). These definitions are in agreement with those adopted in the currently used simulators and suffice for a large variety of circuits. Note that from the practical use perspective, a user may only be interested in voltage variations over a period of time or in the worst case in a period of time. This information can be obtained once the variations in any given time instance are known. By using the above notations, (2.5) and (2.6) can be written in the compact form as

\[
F(q', q, t) + B(q, t) \times \eta = 0 \quad (2.7)
\]

where \( q = [v_c, i_v]^T \) is the vector of stochastic processes which represents the state variables (e.g. node voltages) of the circuit and \( \eta \) is a vector of wide-sense stationary processes. \( B(q, t) \) is an \( N \times B_c \) matrix, the entries of which are functions of the state \( q \) and possibly \( t \). Every column of \( B(q, t) \) corresponds to \( \eta \), and has
normally either one or two nonzero entries. The rows correspond to either a node equation or a branch equation of an inductor or a voltage source. Equation (2.7) represents a system of nonlinear stochastic differential equations, which formulate a system of stochastic algebraic and differential equations that describe the dynamics of the nonlinear circuit that lead to the MNA equations when the random sources $\eta$ are set to zero. Solving (2.7) means to determine the probability density function $P$ of the random vector $q(t)$ at each time instant $t$. Formally the probability density of the random variable $q$ is given as

$$P(q) = |\Gamma(q)|N(h^{-1}(q)|m, \Sigma)$$

(2.8)

where $|\Gamma(q)|$ is the determinant of the Jacobian matrix of the inverse transform $h^{-1}(q)$ with $h$ a nonlinear function of $\eta$. However, generally it is not possible to handle this distribution directly since it is non-Gaussian for all but linear $h$. Therefore it may be convenient to look for an approximation which can be found after partitioning the space of the stochastic source variables $\eta$ in a given number of subdomains, and then solving the equation in each subdomain by means of a piecewise-linear truncated Taylor approximation. If the subdomains are small enough to consider the equation as linear in the range of variability of $\eta$, or that the nonlinearities in the subdomains are so smooth that they might be considered as linear even for a wide range of $\eta$, it is then possible to combine the partial results and obtain the desired approximated solution to the original problem.

Let $x_0 = x(\eta_0, t)$ be the generic point around which to linearize, and with the change of variable $\xi = x - x_0 = [(q - p_0)^T, (\eta - \eta_0)^T]^T$, the first-order Taylor piecewise-linearization of (2.7) in $x_0$ yields

$$P(x_0)\xi' + (K(x_0) + P'(x_0))\xi = 0$$

(2.9)

where $K(\xi) = B'(x)$, $P(\xi) = F'(\xi)$. Transient analysis requires only the solution of the deterministic version of (2.7), e.g. by means of a conventional circuit simulator, and of (2.9) with a method capable of dealing with linear stochastic differential equations with stochasticity that enters only through the initial conditions. Since (2.9) is a linear homogeneous equation in $\xi$, its solution, will always be proportional to $\eta - \eta_0$. We can rewrite (2.9) as

$$\xi'(x_0) = E(x_0)\xi_0 + F(x_0)\eta_0$$

(2.10)

Equation (2.10) is a system of stochastic differential equations which is linear in the narrow sense (right-hand side is linear in $\xi$ and the coefficient matrix for the vector of variation sources is independent of $\xi$) [28]. Since these stochastic processes have regular properties, they can be considered as a family of classical problems for the individual sample paths and be treated with the classical methods of the theory of linear stochastic differential equations. By expanding every element of $\xi(t)$ with
\[
\xi_i(t) = \Gamma(t)(\eta - \eta_0) = \sum_{j=1}^{m} \xi_{ij}(t) \cdot \eta_j
\]

for \( m \) elements of a vector \( \eta \). As long as \( \xi_i(t) \) is obtained, the expression for \( \xi_i(t) \) is known, so that the covariance matrix of the solution can be written as

\[
\Sigma_{\xi} = \Gamma \Sigma_{\eta} \Gamma^T
\]

Defining \( \xi_j(t) = (\xi_{1j}, \xi_{2j}, \ldots, \xi_{nj})^T \), \( F_j(t) = (F_{1j}, F_{2j}, \ldots, F_{nj})^T \), the requirement for \( \xi(t) \) is

\[
\xi_j(t) = E(t) \cdot \xi_j + F(t)
\]

Equation (2.13) is an ordinary differential equation, which can be solved by a fast numerical method.

2.3 Statistical Timing Analysis

Statistical static timing analysis is a potential alternative to predict the timing uncertainty due to the random process variation. In addition to the problem of finding the delay of the circuit, it is also key to improve this delay when the timing requirements are not met. Hence, deterministic STA (DSTA) methods typically report the slack at each node in the circuit, in addition to the circuit delay and critical paths. The slack of a node is the difference between the latest time a signal can arrive at that node, such that the timing constraints of the circuit are satisfied (referred to as the required time), and the actual latest arrival time of the signal at that node. Similar to the circuit delay, the slack of a node is a random variable in the SSTA formulation. Third problem associated with STA methods is latch-based sequential timing analysis, which involves multiple-phase clocks, clock-schedule verification, etc. The statistical formulation of timing analysis introduces several new modeling and algorithmic issues such as: topological correlation, spatial correlation and non-normal process parameters and nonlinear delay models.

Normal or Gaussian distributions are found to be the most commonly observed distributions for random variations, and a number of elegant analytical results exist for them in the statistics literature. However, some physical device parameters may have significantly non-normal distributions. An example of a non-normal device parameter is gate length due to the variation in depth of focus. Even if the physical device parameters are indeed normally distributed (e.g., doping concentration has a normal distribution), the dependence of the electrical device parameters and gate delay on these physical parameters may not be linear, giving rise to non-normal gate delays. With reduction of geometries, process variation is becoming more pronounced, and the linear approximation may not be accurate for some parameters.
Typically, there are two types of SSTA techniques: Monte Carlo methods and probabilistic analysis methods. In contrast to Monte Carlo based methods, which are based on sample-space enumeration, probabilistic methods explicitly model gate delay and arrival times with random variations. These methods typically propagate arrival times through the timing graph by performing statistical sum and maximum operations. They can be classified into two broad classes: path-based approaches and block-based approaches. In path-based SSTA algorithms, a set of paths, which is likely to become critical, is identified, and a statistical analysis is performed over these paths to approximate the circuit-delay distribution. The basic advantage of this approach is that the analysis is split into two parts—the computation of path delays followed by the statistical maximum operation over these path delays. However, the difficulty with the approach is how to rigorously find a subset of candidate paths such that no path that has significant probability of being critical in the parameter space is excluded. In addition, for balanced circuits, the number of paths that must be considered can be very high. On the other hand, the block-based methods follow the DSTA algorithm more closely and traverse the circuit graph in a topological manner.

In both block-based and path-based SSTA approaches, the gate timing models play a significant role for the accuracy-efficiency trade-off. In function-based SSTA the gate delay is modeled as a linear or non-linear function \cite{29} of process variations, similar to the traditional non-linear delay model \cite{30} in STA. The coefficients are characterized and stored in look-up tables with input slew \((S_{in})\) and load effective capacitance \((C_{eff})\) as parameters. When calculating statistical gate delay moments, these coefficients are interpolated based on the nominal value of \(S_{in}\) and \(C_{eff}\). However, due to process variations, both \(S_{in}\) and \(C_{eff}\) are variational as well. Not considering the statistical nature of \(S_{in}\) and \(C_{eff}\) can result in 30 \% delay errors \cite{31}. Also, similar to non-linear delay model, function-based models do not account for resistive interconnect loads and nonlinear input waveforms. Additionally, the function-based delay representation is entirely based on non-physical or empirical models, which is their major source of inaccuracy \cite{32}.

A large number of more physical gate timing models have been proposed for accurate STA, such as voltage-dependent current source models \cite{31–39} and transistor-level gate models \cite{40–48}. These gate timing models, denoted as voltage-input voltage-output gate models, represent every gate by current sources and capacitances with respect to input voltage \((V_i)\) and output voltage \((V_o)\). Most voltage-dependent current source models target only accurate modeling of combinational gate delay with the assumptions of single input switching and that the input signal is independent of the output signal. Hence, they fail to model internal nodes and capacitances, which lead to different undesired symptoms for sequential elements, including non-monotonic behavior, failure to model storage behavior, etc. \cite{37}. In contrast, the transistor-level gate models can handle sequential circuits in the same way as the combinational circuits without the limiting assumptions of current source models and are able to consider multiple input (near-)simultaneous switching (MISS). Additionally, the transistor-level gate models have a better defined physical relationship with node voltages and physical parameters and are
more general and accurate for timing, noise and power analysis and practical for multi-million gate STA runs [40–48]. The transistor-level gate models are utilized to estimate the timing variabilities based on corner-based timing analysis in [44]. However, these methods do not take signal correlations and sequential cells into consideration, and most of them are just verified in several simple single gates considering only single input switching. Additionally, the solvers proposed for these statistical delay calculations either have difficulties for other gate timing models [32, 33] or require many simulation trails [31, 34, 44].

In this section, we present a novel method to extend voltage-based gate models for statistical timing analysis. Correlations among input signals and between input signal and delay are preserved during simulation by using same model format for the voltage and all elements in gate models. In the statistical solver, all input signals and their correlations are considered together, thus fundamentally addressing MISS in statistical timing analysis. The variational waveform for statistical delay calculation is computed with random differential equation-based method. For high accuracy in the case of large process variations, the statistical solver divides the process variation space into several sub-spaces and performs the statistical timing analysis in each sub-space. Since a common format for voltage and current waveforms and passive components (resistances and capacitances) is utilized in the gate models, the correlations among input signals and between input signal and delay are preserved during statistical delay calculation. Furthermore, since described timing analysis is based on the transistor-level gate models, it is able to handle both combinational and sequential circuits.

2.3.1 Statistical Simplified Transistor Model

In transistor-level gate models [40–45, 47, 48], the transistor model needs to capture sufficient second-order effects for accuracy, accounting for the impact of process variations, while still being simple enough to be evaluated efficiently. The transistor model for timing analysis in [48] uses look-up tables for drain-source current and an input-transition dependent constant value for five intrinsic capacitances of each transistor. The look-up table based transistor models in [41, 44, 45] implement SPICE’s model version for the five intrinsic capacitances. If linear-centric method is utilized, in which the Jacobian matrix is constant for all iterations, the efficiency of transistor-level timing analysis is significantly improved [41, 44, 45, 47]. Current source models require transient analysis or ac analysis for different combinations of $S_{in}$ and $C_{eff}$ or different combinations of input and output voltages at different corners. For transistor-level gate modeling, only characterization of the unique transistors in the standard cell library is needed. The current and capacitances of SSTM are obtained by a dc sweep at the gate, drain and source terminals. For statistical analysis, the sensitivities in SSTM are characterized by a finite-difference approximation.
CMOS transistor drain current modeling: Generally, the MOS transistor drain current $I_{DS}$ is modeled by compact models like BSIM4. With several hundred process parameters, BSIM3/4 determines drain current and sixteen intrinsic capacitances by solving complex equations, which are functions of the process parameters in the model. The physical properties are accurately represented by those parameters, however, the huge amount of computation time makes it impractical for fast timing analysis.

Avoiding approximating data to expressions, the model described in this section addresses these issues by directly using measured or simulated data. Moreover, in comparison with advanced analytical models, this table-based model gains significant speed advantage by using the efficient interpolation and extrapolation methods and resourceful implementation of look-up table sizes.

In nanometer technology, $V_T$ is not only a function of $V_{BS}$ but also $V_{DS}$, which implies that a 2D look-up table for $I_{DS}$ with entries $V_{DS}$ and $V_{GS} - V_T$ is not practical. The $I_{DS}(V_{GS}, V_{DS})$ characteristics have almost the same shape under different $V_{BS}$ when $V_{BS}$ is not close to the supply voltage, implying a possibility of reducing data points corresponding to $V_{BS}$. For constant $V_{BS}$, $I_{DS}$ displays different nonlinearity in three operating regions. In the linear region, the current $I_{DS}$ increase rapidly along with $V_{DS}$ while shows nearly linear dependence on $V_{DS}$ with relatively much slower slope in the saturation region. In the cutoff region, however, the current is close to zero and shows a weak relationship with $V_{DS}$ and $V_{GS}$. In [49], a continuous piecewise linear surface is generated for the current curve using trilinear interpolation [50], mainly due to its reduced complexity in comparison with explicit model evaluation and monotonic piecewise cubic interpolation [51] or spline cubic Hermit interpolation [52]. If derivative of the current is not continuous, Broyden’s method [49] avoids the derivative calculation at every iteration by replacing it with finite difference approximation.

Transistor capacitance modeling: The transient response of a combinational logic gate is sensitive to the transistor intrinsic capacitances in the gate. If the intrinsic capacitances are not modeled accurately, the error introduced can accumulate when the transient pulse propagates through the logic chain. Gate level models model a gate capacitance to a constant value $C_{eff}$ ignoring the nonlinear property of the intrinsic capacitances hidden in the gate. One way to model nonlinear intrinsic capacitances is to represent them as voltage-dependent terminal charge sources as in BSIM4. The sixteen capacitances of a transistor are computed from the charge $Q$ by $C_{ij} = \frac{\partial Q}{\partial V_j}$ at every time step, where $i$ and $j$ denote the transistor terminals. Although this method may be the most accurate by means of sophisticated charge formulations, the performance and characterization runtime poses the complexity challenges for S/STA.

In the 45 nm node and beyond, the intrinsic capacitance becomes increasingly nonlinear. In order to accurately capture the capacitances, analytical models still play a dominant role in transistor-level timing analysis [44, 45, 50, 53–55]. In [48], the constant capacitance values based on the initial state (cutoff or linear state) are used for the entire transition. However, the assumption that the capacitances influence the output waveform mostly at the beginning would result in deviations.
at the end of the transition, adding errors for output slew due to the strong capacitance nonlinearity. In order to improve accuracy while still maintaining satisfactory computational efficiency, the model in [49] treats the five capacitances differently. The gate capacitances $C_{GS}, C_{GD}$ and $C_{GB}$ use 2D look-up tables (as a function of $V_{GS}$ and $V_{DS}$), while constant values are characterized for junction capacitances $C_{SB}$ and $C_{DB}$. $C_{SB}$ is at least one order of magnitude smaller than the other capacitances, and normally, $C_{DB}$ is negligible compared to output load. As a consequence, using constant values for $C_{SB}$ and $C_{DB}$ promises fast performance without accuracy loss.

**Statistical extension:** In addition to the nominal values for the dc current source and intrinsic capacitances, the statistical extension of the model contains the sensitivities of these model elements to any statistical parameter of interest.

The statistical description of the current and the intrinsic capacitance in the model are evaluated as $I_{DS}(\Delta p) = I_{DS,nom} + \delta I_{DS}(\Delta p)$ and $C_j(\Delta p) = C_{j0} + \delta C_j(\Delta p)$, where $p$ is the random parameter, which is the sum of nominal value $p_{k0}$ and random variable $\eta$ with zero mean $\mu$ and standard deviation $\sigma$. These process parameters can be physical process parameters such as effective channel length $L_{eff}$, and threshold voltage $V_T$, or non-physical parameters derived from dimension-reduction methods, such as principal component analysis, independent component analysis [56, 57], and reduced rank reduction [58]. $\Delta p$ is the parameter deviation from the nominal value $p_{k0}$ sampled from $\eta$ and $C_{j0}$ is the nominal value of the $jth$ capacitance. Note that the correlations among the statistical variables are submissive to accuracy-speed trade-off. The numerical sensitivity is characterized by perturbing the statistical parameter being modeled above and below (e.g. $\pm \sigma$) its nominal value. Since nowadays standard cell libraries consist of hundreds of cells with many process corners, gate level models require a significant amount of cpu time to characterize all the standard cells. The described transistor-level gate model has modest characterization requirements: it only needs to characterize the unique transistors in the cell library. It is also worth mentioning that $I_{DS}$ and the gate capacitances are roughly proportional to $W/L$ and $WL$, respectively, raising the possibility to require only a few table models for each MOST type.

### 2.3.2 Bounds on Statistical Delay

The process variation vector $\eta$ includes both global process variations and local variations. For a specific random process parameter with a global deviation and local deviations, the global deviation and correlated local deviation affect all the transistors in the same way hence they can be clubbed together [59]. The large number of local process deviations can be significantly reduced to a much smaller number of independent local variables with techniques like principal component analysis. According to [48, 59], the local variables can be further collapsed to a single variable by treating it as in a root of the sum of square technique. For voltage-input voltage-output gate models, like current source models and
transistor-level gate models in [31–34, 40–48], nodal analysis or modified nodal analysis is used for gate simulation. Rewriting (2.7) as

\[ F(q', q, t, \eta) = 0 \] (2.14)

the first-order Taylor piecewise-linearization of (2.14) in \( x_0 \) yields

\[ P(x_0)\xi' = K(x_0)\xi + L(x_0)\eta \] (2.15)

where \( P, K \) and \( L \) are matrices defined as \( \partial F/\partial x' \), \( \partial F/\partial x_0 \), \( \partial F/\partial \eta \), respectively. Transient analysis requires only the solution of the deterministic version of (2.14), e.g. by means of a conventional circuit simulator, and of (2.15) with a method capable of dealing with linear stochastic differential equations with stochasticity that enters only through the initial conditions. Since (2.15) is a linear homogeneous equation in \( \xi \), its solution, will always be proportional to \( \eta - \eta_0 \). According to [60], (2.8) has a unique mean square solution which can be represented by \( \xi(t) = \Gamma(t)(\eta - \eta_0) \). Following the procedure as described in Sect. 2.2, (2.15) for \( \Gamma(t) \) can be written as

\[ P(x_0)\Gamma'(t) = K(x_0)\Gamma(t) + L(x_0) \] (2.16)

In delay distribution calculation, at every time point, \( P, K \) and \( L \) are updated and function (2.16) can be solved to obtain \( \Gamma(t) \). If \( \Gamma(t) \) and \( L \) have high dimension (e.g. number of process variations is large), the sensitivity of the variational voltage to the \( j \)th process variation, must be computed. Based on (2.16), \( \Gamma_j(t) \) is calculated as

\[ P(x_0)\Gamma'_j(t) = K(x_0)\Gamma_j(t) + L(x_0)u \quad j = 1 : p_m \] (2.17)

where \( u \) is selection vector whose elements are all zeros except the \( j \)th element, which has value one. After using a numerical integration method, due to \( x_0 \)-dependent coefficients \( P(x_0) \), \( K(x_0) \) and \( L(x_0) \), (2.17) becomes a linear algebraic equation with respect to the variable \( \Gamma_j(t) \). The covariance matrix (2.11) of the solution, rewritten here for clarity, is expressed as

\[ \Sigma_{\xi\xi} = \Gamma \Sigma_{\eta\eta} \Gamma^T \] (2.18)

To extend voltage-input voltage-output gate models for statistical timing analysis, in addition to statistical simulation, the extraction of statistical delay from variational voltages is also necessity. The extraction methods of existing gate level statistical timing analysis have the three main categories: interpolation-based analysis, Monte Carlo simulation based on statistical current source models and direct calculation based on Markovian process assumption. In interpolation-based analysis [44] the output waveforms at different corners are simulated, and then the output waveform is characterized by linear interpolation. However, this method assumes that the results at different corners are linear with respect to the process variations and large number of samples is required for delay calculation. The statistical moments of several crossing times are calculated by Monte Carlo
simulations based on statistical current source models in [31, 34]. However, even though the Monte Carlo simulations are applied, the accuracy of statistical delay calculation is not competitive due to the over-simplified current source models. In direct calculation based on Markovian process assumption, the delay distribution is calculated by assuming that the voltage at every time point is a Markovian stochastic process due to the numerical integration method [32, 61, 62]. In order to calculate the distribution of a crossing time, the joint probability of voltage at different time steps is calculated by using the bivariate normal distribution, which is erroneous when the Gaussian distribution assumption for voltages is inaccurate. Here, the boundaries of voltage of interest, which needs to be stored and propagated (denoted as $\xi_r$ with mean value $\mu_{\xi_r}$), can be expressed as

$$[\xi_{r,\text{min}}, \xi_{r,\text{max}}] = \mu_{\xi_r} \pm \sum_k \sum_m \left\{ |\Sigma_{\xi_i}|^{\text{max}} \right\}$$ \hspace{1cm} (2.19)

for any $p_i \in \{p_1, \ldots, p_m\}$ of $i \in \{i_1, \ldots, i_k\}$ transistors connected to node $r \in \{r_1, \ldots, r_q\}$. In this scheme higher order moments are expressed in terms of the first and second order moments as if the components of $\xi_r$ are Gaussian processes. The method is fast, and comparable to regular nominal circuit simulation. Suppose that there are $m$-trial Monte Carlo simulation for $n$ faults, the method (using statistical data of the process parameters variations) gains a theoretical speed-up of $m \times n$ over the Monte Carlo method. During path-based timing analysis, each critical path can be simulated as a whole to obtain $\mu_{\xi_r}$ and $\xi_r$ directly for statistical path delay calculation. Gate-by-gate propagation can also be used. For a single transition propagating from gate to gate, $\mu_{\xi_r}$ and $\xi_r$ of each gate during the transition period (when $\mu_{\xi_r}$ switches from low to high or from high to low) are propagated. This expresses the voltages as linear functions of the process variables, through which the correlations between voltages are implicitly defined. During statistical timing analysis, the correlation of signals caused by process variations and path re-convergence should be considered and efficiently simulated.

Here, if more than one input switch in a multi-input gate, the 50\% crossing time standard deviation $\sigma$ of every two switching inputs are calculated and checked. If the signals are not overlapping, the correlation between them will be ignored and the latest/earliest input or inputs will be propagated while the other is assumed static. On the other hand, if they are overlapping, all stochastic correlated inputs are considered.

### 2.3.3 Reducing Computational Complexity

The gate models are constructed by replacing every transistor in the gate by its corresponding SSTM. After $RC$ extraction, model order reduction (MOR) techniques is employed to reduce the complexity of the interconnect model, in which every resistance and capacitance is represented as a linear function of process
variations. In an asymptotic waveform evaluation (AWE) algorithm [63] explicit moment matching was used to compute the dominant poles via Padé approximation. As the AWE method is numerically unstable for higher-order moment approximation, a more elegant solution to the numerical problem of AWE is to use projection-based MOR methods. In the Padé via Lanczos (PVL) method [64], the Lanczos process, which is a numerically stable method for computing eigenvalues of a matrix, was used to compute the Krylov subspace. In PRIMA [65] the Krylov subspace vectors are used to form the projector for the congruence transformation, which leads to passive models with the matched moments in the rational approximation paradigm. However, these methods are not efficient for circuits with many inputs and output terminals as the reducing cost are tied to the number of terminals; the number of poles of reduced models is also proportional to the number of terminals. Additionally, PRIMA-like methods do not preserve structure properties like reciprocity of a network.

Another approach to circuit-complexity reduction is to reduce the number of nodes in the circuits and approximate the newly added elements in the circuit matrix in reduced rational forms by approximate Gaussian elimination for RC circuits [66]. Alternatively, model order reduction can be performed by means of singular-value-decomposition (SVD) based approaches such as control-theoretical-based truncated balance realization (TBR) methods, where the weakly uncontrollable and unobservable state variables are truncated to achieve the reduced models [67–73]. The major advantage of SVD-based approaches over Krylov subspace methods lies in their ability to ensure the errors satisfying an a priori upper bound [71]. Also, SVD-based methods typically lead to optimal or near optimal reduction results as the errors are controlled in a global way, although, for large scale problems, iterative methods have to be used to find an adequate balanced approximation (truncation). In this respect, ideas based on balanced reduction methods are significant since they offer the possibility to perform order selection during the computation of the projection spaces and not in advance. Typically in balanced reduction methods, there is a rapid decay in the Gramians eigenvalues. As a consequence these Gramians can be well approximated using low-rank approximations, which are used instead of the original. Accordingly, several SVD approaches approximate the dominant Cholesky factors (dominant eigensubspaces) of controllability and observability Gramians [68, 72, 73] to compute the reduced model.

In this section, we adjust the dominant subspaces projection model reduction (DSPMR) [68] and provide an approximate balancing transformation for circuits whose coefficient matrices are large and sparse such as in interconnect. The approach presented here produces orthogonal basis sets for the dominant singular subspace of the controllability and observability Gramians significantly reducing the complexity and computational costs of singular value decomposition, while preserving model order reduction accuracy and the quality of the approximations of the TBR procedure.

In the analysis of delay or noise in on-chip interconnect we study the propagation of signals in the wires that connect logic gates. These wires may have
numerous features: bends, crossings, vias, etc., and are modeled by circuit extractors in terms of a large number of connected circuit elements: capacitors, resistors and more recently inductors. Given a state-space formulation of the interconnect model

$$C(dx/dt) = Gx(t) + Bu(t)$$
$$y(t) = ETx(t)$$  \hbox{(2.20)}

where $C, G \in \mathbb{R}^{n \times n}$ are matrices describing the reactive and dissipative parts of the interconnect, respectively, $B \in \mathbb{R}^{n \times p}$ is a matrix that defines the input ports, $E \in \mathbb{R}^{p \times n}$ is matrix that defines the outputs, and $y(t) \in \mathbb{R}^p$ and $u(t) \in \mathbb{R}^p$, are the vectors of outputs and inputs, respectively, the model reduction algorithm seek to produce a similar system

$$\tilde{C}dx/dt = \tilde{G}\tilde{x}(t) + \tilde{B}u(t)$$
$$\tilde{y}(t) = \tilde{E}^T\tilde{x}(t)$$  \hbox{(2.21)}

where $\tilde{C}, \tilde{G} \in \mathbb{R}^{k \times k}, \tilde{B} \in \mathbb{R}^{k \times m}, \tilde{E} \in \mathbb{R}^{p \times k}$, of order $k$ much smaller than the original order $n$, but for which the outputs $y(t)$ and $\tilde{y}(t)$ are approximately equal for inputs $u(t)$ of interest. The Laplace transforms of the input output transfer functions

$$H(s) = ET(G + sC)^{-1}B$$
$$\tilde{H}(s) = \tilde{E}^T(\tilde{G} + s\tilde{C})^{-1}\tilde{B}$$  \hbox{(2.22)}

are used as a metric for approximation accuracy if

$$\left\|H(s) - \tilde{H}(s)\right\| < \varepsilon \hbox{ (2.23)}$$

for a given allowable error $\varepsilon$ and an allowed domain of the complex frequency variable $s$, the reduced model is accepted as accurate.

Balanced truncation [67, 73], singular perturbation approximation [74], and frequency weighted balanced truncation [75] are model reduction methods for stable systems. Except for modal truncation each of the above methods is based either explicitly or implicitly on balanced realizations, the computation of which involves the solutions of Lyapunov equations

$$GXC^T + CXG^T = -BB^T$$
$$G^TYC + C^TYG = -E^TE$$  \hbox{(2.24)}

where the solution matrices $X$ and $Y$ are controllability and observability Gramians. The original implementation of balanced truncation [67] involves the explicit balancing of the realization (2.20). This procedure is dangerous from the numerical point of view because the balancing transformation matrix $T$ tends to be highly ill-conditioned. The square root method [73] is an attempt to cope with this problem
by avoiding explicit balancing of the system. The method is based on the Cholesky factors of the Gramians instead of the Gramians themselves. In [76] the use of the Hammarling method was proposed to compute these factors. Recently, in [68] and [72] it has been observed that solutions to Lyapunov equations often have low numerical rank, which means that there is a rapid decay in the eigenvalues of the Gramians.

Indeed, the idea of low-rank methods is to take advantage of this low-rank structure to obtain approximate solutions in a low-rank factored form. The principal outcome of these approaches is that the complexity and the storage are reduced from $O(N^3)$ flops and $O(N^2)$ words of memory to $O(N^2r)$ flops and $O(Nr)$ words of memory, respectively, where $r$ is the approximate rank of the Gramian ($r \ll N$). Moreover, approximating the Cholesky factors of the Gramians directly and using these approximations to provide a reduced model, has a comparable cost to that of the popular moment matching methods. It requires only matrix-vector products and linear solvers.

For large systems with a structured transition matrix, this method is an attractive alternative because the Hammarling method can generally not benefit from such structures. In the original implementation this step is the computation of exact Cholesky factors, which may have full rank. We formally replace these (exact) factors by (approximating) low rank Cholesky factors [68, 72]. The iterative procedure approximates the low rank Cholesky factors $Z_X$ and $Z_Y$ with $r_X$, $r_Y \ll n$, such that $Z_XZ_X^H \approx X$ and $Z_YZ_Y^H \approx Y$, where $H$ is Hermitian (complex-conjugate) matrix. Note that the number of iteration steps $i_{\text{max}}$ needs not be fixed a priori. However, if the Lyapunov equation should be solved as accurate as possible, correct results are usually achieved for low values of stopping criteria that are slightly larger than the machine precision. Let

$$Z_X^H Z_X = U_Y \Sigma U_X^H$$  (2.25)

be SVD of $Z_Y^H Z_X$ of dimension $N \times m$. The cost of this decomposition including the construction of $U$ is $14Nm^2 + O(m^3)$ [77]. To avoid this, we perform eigenvalue decomposition

$$(Z_Y^H Z_X)^H Z_Y^H Z_X = U_Y \Lambda U_X^H$$  (2.26)

Comparing (2.26) with (2.25) shows that the same matrix $U_X$ is constructed and that

$$(Z_Y^H Z_X U_X)^H Z_Y^H Z_X U_Y = \Lambda = \Sigma^H \Sigma$$  (2.27)

This algorithm requires $Nm^2$ operations to construct $(Z_Y^H Z_X)^H Z_Y^H Z_X$ and $Nmn + O(m^3)$ operations to obtain $Z_Y^H Z_X U_X \Sigma^{-1}$ for $n \times n \Sigma$. The balancing transformation matrix $T$ is used to define the matrices $S_X = T_{(1:k)}$ and $S_Y = T_{(1:k)}^{-T}$. If $\sigma_k \neq \sigma_{k+1}$, the reduced order realization is minimal, stable, and balanced, and its Gramians are equal to $\text{diag}(\sigma_1, \ldots, \sigma_k)$. The balancing transformation matrix can be obtained as
then, under a similarity transformation of the state-space model, both parts can be treated simultaneously after a transformation of the system \((C, G, B, E)\) with a nonsingular matrix \(T \in \mathbb{R}^{n \times n}\) into a balanced system

\[
\begin{align*}
\tilde{C} &= S_X C S_Y^H \\
\tilde{G} &= S_X G S_Y^H \\
\tilde{B} &= S_Y^H B \\
\tilde{E} &= E S_X
\end{align*}
\]  

In this algorithm we assume that \(k \leq r\) \((\text{rank } Z_X^H Z_X)\). Note that SVDs are arranged so that the diagonal matrix containing the singular values has the same dimensions as the factorized matrix and the singular values appear in non-increasing order.

2.4 Yield Constrained Energy Optimization

One of the most notable features of ultra-low power nanometer-scale CMOS circuits is the increased sensitivity of circuit performance to process parameter variation when operating at reduced \(V_{DD}\) supplies. The growth of variability can be attributed to multiple factors, including the difficulty of manufacturing control, the emergence of new systematic variation-generating mechanisms, and most importantly, the increase in fundamental atomic-scale randomness, such as the variation in the number of dopants in the transistor channel [5]. As a consequence, device upsizing may be required to achieve operational robustness against process variability at the expense of a higher energy consumption and larger area occupation [6]. Technology scaling, circuit topologies, and architecture trends have all aligned to specifically target low-power trade-offs through the use of fine-grained parallelism [7], near-threshold design [8], \(V_{DD}\) scaling and body biasing [9]. Similarly, a cross-layer optimization strategy is devised for variation resilience, a strategy that spans from the lowest level of process and device engineering to the upper level of system architecture. As a result, power-management has evolved from static custom-hardware optimization to highly dynamic run-time monitoring, assessing, and adapting of hardware performance and energy with precise awareness of the instantaneous application demands. These mechanisms allow to dynamically select the most appropriate operating point for a particular process corner that affects the die and its sub-components. Simultaneous circuit yield and energy optimization with key parameters (supply voltage \(V_{DD}\) and supply to threshold voltage ratio \(V_{DD}/V_T\)) is a part of a system-wide strategy, where critical parameters that minimize energy (e.g. \(V_{DD}/V_T\)) provide control mechanisms (e.g. adaptive voltage scaling) to run-time system. Yield constrained energy optimization, as an active design strategy to counteract process variation in sub-threshold or near-threshold operation, necessitates the need for statistical design paradigm to overcome the limitations of deterministic optimization schemes, such as sizing [78] and dual-\(V_T\) allocation [79]. Analytical optimization based on sensitivities
[80], fitted [81] and physical [82] parameters offer guidelines for optimum power operation. The choice of the nonlinear optimization techniques [83–85] is based on the nonlinear relationships that exist between device lengths and widths and their associated delays, particularly with strong short-channel effects in the nanometer region, and leakage power.

In this section, we extend nonlinear optimization by developing a yield constrained sequential energy minimization framework that is applied to multivariable optimization in body bias enabled subthreshold and near-threshold designs. The presence of the yield constraint in nonlinear optimization makes the problem non-convex, thus hard to solve in general. In the proposed algorithm, we create a sequence of minimizations of the feasible region with iteratively-generated low-dimensional subspaces. As the resulting sub-problems are small, global optimization in both convex and non-convex cases is possible. The method can be used with any variability model, and is not restricted to any particular performance constraint. The yield constraint becomes active as the optimization concludes, eliminating the problem of overdesign in worst-case approach.

2.4.1 Optimum Energy Point

The optimum energy point arises from opposing trends in the dynamic and the leakage energy consumed per clock cycle as supply voltage $V_{DD}$ scales down. The dynamic $(CV^2)$ energy decreases quadratically, but in the subthreshold region, the leakage energy per cycle increases as a result of the leakage energy being integrated over exponentially longer clock periods. With process scaling, the shrinking of feature sizes implies smaller switching capacitances and thus lower dynamic energy consumed. At the same time, leakage current in recent technology generations have increased substantially, in part due to threshold voltage $V_T$ being decreased to maintain performance while the nominal supply voltage is scaled down. On a chip-level, energy consumption is optimized by adjusting $V_{DD}$ (dynamic supply voltage scaling) and $V_T$ (body-biasing) within its functional operating region (defined by its local process variations, i.e. the distributions of the critical dimension size, oxide thickness, and threshold voltage). The mean value of the performance range at a particular temperature or voltage is determined by the semiconductor process corner—an aggregation of process variations effects—that impacts the circuit. The range width is determined by process, voltage and temperature variations, which impose $V_{DD}$ to $V_T$ ratio, noise margins and thus limit the performance range. Consider the delay $d_j$ of path $j$,

$$d_j = V_{DD} \sum_{i \in j} (C_{intr,i} + x_i^{-1}C_{extr,i}) I_{drive,i}^{-1}e^{kV_{BB}} \le T_{clk} \quad \forall j \in \Lambda$$

(2.30)

where $i$ is an index that runs over all gates in the circuit, $j$ is an index that runs over all circuit paths, $\Lambda$ is the collection of all paths in the circuit, $x$ is the gate sizing
factor \((x \geq 1)\), \(C_{\text{intr}}\) and \(C_{\text{extr}}\) are the switching intrinsic and extrinsic capacitance of a gate, respectively, \(I_{\text{drive}}\) is the current drive of a gate, \(V_{\text{BB}}\) represents the symmetrical forward body-bias voltage \((V_{\text{BB}} = V_{\text{DD}} - V_{\text{nwell}} = V_{\text{pwell}})\), \(T_{\text{clk}}\) is the operating clock period and \(k\) is fitting parameter. Expression (2.30) constrains the delay of each circuit path to be less than the targeted clock period, \(T_{\text{clk}}\). The dependence of \(C_{\text{intr},i}\) on body-bias is accounted for through fitting parameter \(k_i\).

Based on the above model, the total energy of a CMOS digital circuit design under body-bias conditions is modeled as [86]

\[
E_{\text{total}} = V_{\text{DD}} \sum_{i=1}^{N} \left( a \left( \frac{x_i C_{\text{intr},i}}{(1 - m_1 V_{\text{BB}})^{m_2}} \frac{C_{\text{extr},i}}{V_{\text{DD}}} \right) + T_{\text{clk}} x_i I_{\text{leak},i} \left( e^{l_i V_{\text{BB}}} + l_2 (e^{l_i V_{\text{BB}}} - 1) \right) \right) \forall V_{\text{BB}} \geq 0
\]

(2.31)

where \(a\) is the average circuit activity factor, \(N\) is the total number of gates in the circuits, and \(l_1, l_2, l_3, m_1\) and \(m_2\) are fitting parameters. At a given \(V_{\text{DD}}\), the lowest energy design is obtained when no gates are up-sized, e.g. \(x_i = 1 \ \forall \ \text{gates} \ i\). However, this also leads to the slowest design, as can be inferred from (2.30). We model the manufactured values of the parameters \(p_k \in \{p_1, \ldots, p_m\}\) for transistor \(k\) as a random variable

\[
p_k = \mu_{p,k} + \sigma_p(\hat{\lambda}_k) \cdot p(\hat{\lambda}_k, \theta)
\]

(2.32)

where \(\mu_{p,k}\) and \(\sigma_p(\hat{\lambda}_k)\) are the mean value and standard deviation of the parameter \(p_k\), (e.g. channel-length \(L\), threshold voltage \(V_T\)) respectively, \(p(\hat{\lambda}_k, \theta)\) is the stochastic process corresponding to parameter \(p\), \(\hat{\lambda}_k\) denotes the location of transistor \(k\) on the die with respect to a point origin and \(\theta\) is the die on which the transistor lies. Assuming that \(p_k\) is a zero-mean Gaussian process and using the Karhunen-Loève expansion, \(p_k\) can be written in truncated form (for practical implementation) by a finite number of terms \(\Psi\) as in Sect. 2.1 [87]

\[
p_k = \mu_{p,k} + \sigma_p(\hat{\lambda}_k) \cdot \sum_{n=1}^{\Psi} \sqrt{\vartheta_{p,n}} \delta_{p,n}(\theta) f_{p,n}(\hat{\lambda}_k)
\]

(2.33)

where \(\{\delta_{p}(\theta)\}\) is a vector of zero-mean uncorrelated Gaussian random variables and \(f_{p,n}(\hat{\lambda}_k)\) and \(\vartheta_{p,n}\) are the eigenfunctions and the eigenvalues of the covariance matrix \(\Sigma_p(\lambda_1, \lambda_2)\) of \(p(\hat{\lambda}_k, \theta)\), controlled through a distance based weight term, the measurement correction factor, correlation parameter \(\rho\) and process correction factors \(c_x\) and \(c_y\).

The optimization problem, given \(r\) iterations, is then formulated as to find a design point \(d^*\) that minimizes total energy \(E_{\text{total}}\) over design variable vector \(d\) (e.g. gate size \(W\), supply voltage \(V_{\text{DD}}\), bulk-to-source voltage \(V_{\text{BS}}\), etc.) in the design space \(\Phi\), subject to a minimum delay \(d_j\) of path \(j\) and a minimum yield requirement \(y\) given bound \(\beta\).
\[ d^* = \arg \min_{d \in \Phi(E_{total})} E_{total}(d) \]

subject to
\[ y_r(d, r) = \text{EV}\{y_r(d, r, p^v_k, r) | p^v_k(r)\} \]
\[ y_r(d, r, p^v_k, r) \geq 1 - \beta \quad v = 1, \ldots, M \quad \forall d \in \Phi(E_{total, r}) \]
\[ d_{j, r} \leq T_{clk} \quad \forall j \in \Lambda \]
\[ x_i = 1 \quad \forall i \in \{1, 2, \ldots, q\} \]

where EV is the expected value and each vector \( d \) has an upper and lower bound determined by the technological process variation \( p \) with probability density function \( pdf(d) \) and \( p^1, \ldots, p^M \) are \( M \) (independent) realizations of the random vector \( p \). Let \( \Phi(E_{total}) \) be the compact set of all valid design variable vectors \( d \) such that \( E_{total}(d) = E_{total} \). That \( \Phi \) is assumed to be compact is, for all practical purposes, no real restriction when the problem has a finite minimum. The main advantage of this approach is its generality: it imposes no restrictions on the distribution of \( p \) and on how the data enters the constraints. If, as an approximation, we restrict \( \Phi(E_{total, r}) \) to just the one-best derivation of \( E_{total, r} \), then we obtain the structured perceptron algorithm [88]. As a consequence, given active constraints including optimum energy budget and minimum frequency of operation, (2.34) can be effectively solved by a sequence of minimizations of the feasible region with iteratively-generated low-dimensional subspaces.

### 2.4.2 Optimization Problem

To start the optimization problem, a design metric for global solution is initially selected, based on the priority given to the energy budget as opposed to the performance function in a given application. In the algorithm, we use a cutting plane method [89] to repeatedly recomputed optimum design point \( d^* \) with a precision of at least \( \varepsilon \) and add it to a working set \( S_r \) of derivations on which (2.34) is optimized. A new \( d^* \) is added to the working set only if \( d^* > \varepsilon \); otherwise, the algorithm terminates, e.g. we are cutting out the halfspace because we know that all such points have an objective value larger than \( \varepsilon \), hence can not be optimal. The algorithm solves (2.34) restricted to \( S_r \) by sequential minimal optimization [90], in which we repeatedly select a pair of derivatives of \( \dot{d} \) and optimize their dual (Lagrange) variables, required to find the local maxima and minima of the performance function. Although sequential minimal optimization algorithm is guaranteed to converge, we used the heuristics suggested by [91] to accelerate the rate of convergence and to select feasibility region: one must violate one of the conditions, and the other must allow the objective to be improved. At the end of sequence, we average all the weight vectors obtained at each iteration, just as in the averaged perceptron. The result of this optimization is the minimum energy.
design that meets a targeted performance under yield constrains and scaled supply voltage and body bias conditions.

Parameter update: To insure that the data is completely separable, we employ stochastic steepest gradient descent method to adapt the parameters. We map design variable vector \( d \) to feature vectors \( h(d) \), together with a vector of feature weights \( w \), which defines contribution of design variable in obtained yield. Updating feature weights is presented as a quadratic program

\[
\begin{align*}
\text{minimize} & \quad 1/2 \eta \|w' - w\|^2 \\
\text{subject to} & \quad y_r(w, d, p_{k,r}) \geq 1 - \beta, \quad \forall d \in \Phi(E_{total,r})
\end{align*}
\]

where \( \eta \) is a step size. The quadratic programming problem is solved incrementally, covering all the subsets of classes constructing the optimal separating hyperplane for the full data set. If no hyperplane can be found that can divide the a priori and a posteriori classes, with the modified maximum margin technique \[92\] we find a hyperplane that separates the training set with a minimal number of errors.

Actual risk and optimal bound: The approximation-based approach to processing statistical yield constrained problems requires mechanisms for measuring the actual risk (reliability) associated with the resulting solution, and bounding the true optimal value of the yield constraint problem (2.34). A straightforward way to measure the actual risk of a given candidate solution is to use Monte Carlo sampling. We define a reliable bound on \( \text{pdf}(d) \) as the random quantity

\[
\beta := \arg \max_{\gamma \in [0,1]} \{ \gamma : \sum_{s=0}^{\Lambda} \binom{M}{s} \gamma^s (1 - \gamma)^{M-s} \geq \delta \}
\]

where \( 1-\delta \) is the required confidence level. Given candidate solution \( d \in \Phi(E_{total,i}) \), the probability \( \text{pdf}(d) \) is estimated as \( \Delta/M \), where \( \Delta \) is the number of times the condition is violated. Since the outlined procedure involves only the calculation of quantities \( y_r \), it can be performed with a large sample size \( M \), and hence feasibility of \( d \) can be evaluated with a high reliability, provided that \( \beta \) is within realistic assumption.

2.5 Experimental Results

The experiments were executed on a 64-bit Linux server with two quadcore Intel Xeon 2.5 GHz CPUs and 16 GB main memory. The calculation was performed in a numerical computing environment [93]. The effectiveness of the algorithm was evaluated on several circuits exhibiting different distinctive feature in a variety of applications. As one of the representative examples of the results that can be obtained, firstly an application of statistical simulation to the characterization of two analog circuits, the continuous-time bandpass \( G_{m-C-OTA} \) biquad filter [94]
and discrete time variable gain amplifier is shown. For clarity, the experimental results obtained from these two circuits are illustrated in Sect. 3.5. The statistical timing analysis was characterized by using the BSIM4 model in Spectre and tested on all combinational cells and widely-used sequential cells found in the standard cell library of the Nangate 45 nm open cell library package 2009 [95] and on ISCAS85 benchmark circuits. Spectre can provide the necessary intrinsic capacitance values of each transistor after dc simulation. The Verilog netlists of all ISCAS85 circuits are downloaded from [96] and then mapped to the Nangate 45 nm technology library with Cadence Encounter. The parasitic RC models of the wires are extracted from layout and stored in SPF and SPEF files.

From each circuit the most critical non-false path found by the timing engine in Encounter is extracted. The parser reads the Verilog netlist and SPF files, and then constructs simulation equations for stages, paths and circuits. In order to check the error contributed by the SSTM only, the SSTM model is implemented in Verilog-A and loaded it as a compiled model in Spectre [97].

To characterize the timing behavior, a lookup table-based library is employed which represents the gate delay and output transition time as a function of input arrival time, output capacitive load, and several independent random source of variation for each electrical parameter (i.e., $R$ and $C$). In each case, both driver and interconnect are included for the stage delay characterizations. The statistical simulation depends on the nominal value computation. As a consequence, firstly the accuracy of the gate models for deterministic timing analysis (no process variations) is evaluated on the minimum-sized standard cells. In the experiments, every switching input signal is a ramp with input slew varying from 7.5 to 600 ps and the load capacitance changes from 0.40 to 25.6 fF. The input slew and load capacitance ranges are the same as the ranges in the non-linear delay model liberty file of the library. Both rising and falling inputs are simulated. Additionally, the scenarios that all input signals switch at the same time are also included. For every gate, hundreds of simulations are performed for different input slew, output capacitance and input switching scenarios, which result in hundreds of delay and slew errors. The average error of the model relative to SpectreB for delay and slew errors is 0.47 and 0.2 % for mean and 0.28 and 0.91 % for standard deviation, respectively. The accuracy of the model and the deterministic simulation method is also evaluated on the critical paths of the ISCAS circuits. The delay and slew errors are within 1 and 2 % of SpectreB indicating high accuracy of the LUT-based simplified transistor model for timing analysis. The statistical simulation method is evaluated also on cells with up to four inputs that have a high probability to switch near-simultaneously. All input signals of these gates are variational with variable correlation.

The variational input signals are modeled as a ramp signal of 40 ps mean input transition time with voltage variations. Two parameters are varied to obtain diverse scenarios to simulate for every cell: the standard deviation of input voltages and nominal arrival time differences between every two input signals. The minimum and maximum of standard deviation of input voltages are 1 and 10 % of $V_{DD}$, respectively. The correlations among pairs of voltage variations range from
0 to 0.8. The statistical simulation results are compared to 10 k SpectreB Monte Carlo simulations. The mean errors are within 1 % and errors in standard deviation of delay are lower than 6 %. The third-order statistical central moment, skewness has maximum error of approximately 8 %, which occurs when both the standard deviation of input voltages and the correlation coefficient have the largest value. The average mean, standard deviation and skewness errors across critical paths of ISCAS85 circuits are 0.38, 2.30 and 2.87 %, respectively, which for a statistical delay calculation with multiple input switching seem acceptable. Similarly, three different sequential circuits with increasing level of complexity [98] have been evaluated: (i) an active-high transparent latch composed of 16 transistors, a positive-edge triggered D flip-flop composed of 28 transistors and a sequential circuit [98] with in total 90 transistors. For all these circuits, the standard deviation errors are within 2 %. Compared to SpectreB Monte Carlo runs, the evaluated method, achieves 200 times speed-up on average. The speed-up is smaller for larger circuits, showing the benefit of the sparse matrix techniques and efficient data loading techniques employed in Spectre.

The accuracy to estimate the delay moments considering correlation coefficient highly depends on the sensitivity characterization. The sensitivities of current source model element to process variations are characterized based on best mean square error fit and derived from a series of Spice Monte Carlo simulations in [32]. In order to prevent the explosion of LUTs, [31] model the current and capacitance in gate models as a second order Hermite polynomials of process variations. These methods vary all the process variations of interest together for sensitivity characterization, which takes into account the physical correlation of process parameters. However, such characterization exponentially increases simulation time. In the method shown in Sect. 2.3.1, very fast, simple finite differences method is employed for sensitivity approximation (only one or two extra dc analysis are required for each transistor) at the cost of small loss of accuracy.

The analytical delay distribution obtained using the quadratic interconnect model in 45 nm CMOS technology is illustrated in Fig. 2.2a. The nominal value of the total resistance of the load and the total capacitance is chosen from the set $0.15–1 \, \text{k}\Omega$ and $0.4–1.4\text{pF}$, respectively. The sensitivity of each given data to the sources of variation is chosen randomly, while the total $\sigma$ variation for each data is chosen in the range of 10–30 % of their nominal value. The scaled distribution of the sources of variation is considered to have a skewness of 0.5, 0.75, and 1. For model order reduction we consider a $RC$-chain with 2002 capacitors and 2003 resistors In Fig. 2.2b, c the convergence history with respect to the number of iteration steps for solving the Lyapunov equation is plotted. For the tolerances at a residual norm of about the same order of magnitude, convergence is obtained after 40 and 45 iterations, respectively. The $cpu$-time needed to solve the Lyapunov equations according to the related tolerance for solving the shifted systems inside the iteration is 2.7 s. Note further that saving iteration steps means that we save large amounts of memory-especially in the case of multiple input and multiple output systems where the factors are growing by $p$ columns in every iteration step. When very accurate Gramians (e.g. low rank approximations to the solutions) are
selected, the approximation error of reduced system as illustrated in Fig. 2.3a is very small compared to the Bode magnitude function of the original system. The lower two curves correspond to the highly accurate reduced system; the proposed model order reduction technique delivers a system of lower order, and the upper two denote $k = 20$ reduced orders. The frequency response plot is obtained by computing the singular values of the transfer function $H(j\omega)$, which is the frequency response (2.23) evaluated on the imaginary axis (Fig. 2.3b). The error plot is the frequency response plot of the singular values of the error system as a
function of $\omega$. The reduced order is chosen in dependence of the descending ordered singular values $r_1, r_2, \ldots, r_r$, where $r$ is the rank of factors which approximate the system Gramians. For $n$ variation sources and $l$ reduced parameter sets, the full parameter model requires $O(n^2)$ simulation samples and thus has a $O(n^6)$ fitting cost. On the other hand, the presented parameter reduction technique has a main computational cost attributable to the $O(n^2l^2)$ simulations for sample data collection and $O(l^6)$ fitting cost significantly reducing the required sample size and the fitting cost.

To evaluate yield constrained energy optimization BasicMath application from the MiBench benchmark [99] is selected and run on datasets. Switching activities were obtained utilizing SimpleScalar [100]. The calculation was performed in a numerical computing environment [93]. In order to estimate power figures corresponding to execution, the SimpleScalar simulator is used with an online power estimator at different voltage-frequency levels. The constant parameters for the energy and delay models were extracted from HSPICE simulation [101] with UMC 1P8 M 65 nm CMOS model files.

We illustrate the proposed method on a 64-b static Kogge-Stone adder [102] with a 60 $\mu$m gate load at its output. The gate-to-gate wire capacitance is included and computed assuming a 4-$\mu$m bit pitch. We considered channel-length and threshold-voltage variations with $3\sigma/\mu$ of 20%. These variation levels are
consistent with values in the literature [103]; however, it should be noted that the absolute value of variability is not critical in validating the proposed techniques. All variation in $V_T$ was assumed to be random, due to random-dopant effects.

Energy minimization for fixed input size and fixed output load: As energy consumption becomes more critical, circuit designers are forced to find the globally minimal energy design point for the required delay target under yield constrain. The solution requires the optimization for minimal energy while the delay is fixed. The normalized contours of optimal energy-delay product obtained from energy minimization are shown in Fig. 2.4a. The reference is the design sized for minimum delay under maximum $V_{DD}$ and reference $V_T$. At this input size, the energy-delay among logic stages is balanced. Therefore, increasing the input size beyond this optimal value will result in more energy consumption. This characteristic of the design, with respect to energy, is distinctive compared to its delay characteristic where the delay is continuously improved by increasing input size. The choice of design region is set by the delay target and the input size condition. The points lying on the lower boundary of the contours are most energy efficient for the given input and output constraints at given bulk-to-source voltage $V_{BS}$ and represent the energy-delay curve of interest. Points on this curve can be

**Fig. 2.4** a Optimal energy-delay tradeoff in a 64-bit adder obtained from energy minimization. Reference is the design sized for minimum delay under maximum allowed $V_{DD}$ and reference $V_T$. b Normalized contours of energy showing optimal energy-delay product (EDP) point in $E/E_{ref}$ vs $d/d_{ref}$ plane.
determined by sizing the circuit for minimal energy under the given input size and output load constraint for the desired delay target. This curve is often used for energy-delay tradeoff, where a design point is selected based on its cost of energy for a given change in delay. The reference design moves down on the y-axis to the optimal design point on the energy-efficient curve. With optimization, satisfying yield constrain, we can achieve energy savings of up to 55% without any delay penalty. Alternatively, we can maintain the energy and achieve the speedup of about 25%. Typically, only a subset of tuning variables \( d \) (e.g. gate size \( W \), supply voltage \( V_{DD} \), bulk-to-source voltage \( V_{BS} \), etc.) is selected for optimization.

With a proper choice of the two variables, the designer can obtain nearly the minimal energy for a given delay. In our case, for delays close to \( d_{ref} \), these variables are sizing and threshold voltage since there is the largest gap between the sizing and threshold voltage around the nominal delay point. The data in Fig. 2.4a shows that circuit optimization is really effective only in the region of about 30% around the reference delay, \( d_{ref} \). Outside this region, optimization becomes costly either in terms of delay or energy. Figure 2.4a also shows the decision boundary of the leakage energy corresponding to the minimal achievable energy-delay curve. The leakage curve is primarily affected by the large circuit size variation with respect to delay change. The increased leakage associated with a longer clock cycle is substantially less than the leakage reduction obtained from smaller transistor sizes. Therefore, leakage energy behaves as similarly as the active energy. Even when leakage energy becomes comparable to the active energy in future technologies or due to low switching activity of circuits, the characteristics of the minimal achievable energy-delay curve will remain unchanged and no algorithmic change for the optimization is needed. The obtained statistics of the total energy consumption for the benchmark circuit is compared with Monte Carlo based simulations. The results show that the estimates obtained using the proposed approach for the values of the mean delay and leakage energy are very accurate with an average error of 1.2 and 1.8%, respectively. The standard deviations show an average error of 3.6 and 7.7% for energy and delay, respectively.

**Energy optimization for fixed input size and fixed output load:** Energy optimization for a fixed input size and output load constraint is the most common design scenario. The plot in Fig. 2.4b illustrates the position of the optimal energy-delay product for 64-b static Kogge-Stone adder under maximum yield reference design point for the adder relative to the optimal energy-delay tradeoff curve obtained by jointly optimizing gate size, supply and threshold voltages. Through optimization, the input vectors are divided into a number of sub-sets. The optimization problem is solved incrementally, covering all the sub-sets of classes constructing the optimal separating hyperplane for the full data set. Note that during this process the value of the functional vector of parameters is monotonically increasing, since more and more training vectors are considered in the optimization leading to efficient separation between the two classes. In symmetrical circuit structures, the optimization space is limited and therefore the additional energy saving contributed by optimization is much smaller, especially with the higher timing yield. For decreased timing yield, higher energy saving can be
achieved as a consequence of a larger optimization space. Normalized contours in the $V_{DD} - V_{BS}$ plane are plotted in Fig. 2.5a. Monte Carlo simulations have been done to investigate an optimal operating region within which a circuit could function optimally and to verify its yield maximality. The total run-time of the statistical method (Fig. 2.5b) is only dozens of seconds, and the number of iterations required to reach the stopping criterion never exceeds 5 throughout the entire simulated $\beta$ range (from $10^{-3}$ to $10^{-1}$). Obtained optimum values for $V_{DD}$ [V] are 0.855, 0.859, 0.862 and 0.877 and for $V_{BS}$ [V] are $-0.422$, $-0.408$, $-0.376$ and $-0.418$ for Gaussian, non symmetric, highly kurtic and uniform distribution, respectively. Note in Fig. 2.5a, that bulk-to-source voltage ($V_{BS}$) modulates $V_T$, approach commonly used in practice. Any pair of $V_{DD}$ and $V_T$ in the feasible region satisfies the yield constraints for given $E_{total}$. In case when leakage energy dominates the total energy (e.g. low activity, high temperature), $V_{BS}$ is increased to reduce the leakage. Resulting loss of performance is corrected by increasing $V_{DD}$. Similarly, when dynamic energy is dominant (e.g. high activity, low temperature), the total energy can be reduced by reducing $V_{DD}$ and correcting the loss of performance by reducing $V_{BS}$. Note that the contours are normalized by dividing the minimum energy by the calculated energy for any pair of $V_{DD}$ and $V_{BS}$, which
satisfy the yield constraints. To set tight constraints, the maximum allowed frequency can be lowered or the acceptable ratio of leakage to total power can be reduced. However, in an application for which activity of the circuit is high, the increase in the size of the transistors reduces the yield as a consequence of the increased transistors’ parasitic capacitance. As yield increases when tolerance decreases, agreeable tradeoff needs to exist between increase in yield and the cost of design and manufacturing. Consequently, continuous observation of process variation and thermal monitoring becomes a necessity [104].

2.6 Conclusions

Statistical simulation is one of the foremost steps in the evaluation of successful high-performance IC designs due to process variations, which strongly affect devices behavior in today’s deep submicron technologies. In this chapter, rather than estimating statistical behavior of the circuit by a population of realizations, we describe integrated circuits as a set of stochastic differential equations and introduce Gaussian closure approximations to obtain a closed form of moment equations. The static manufacturing variability and dynamic statistical fluctuation are treated separately. Process variations are modeled as a wide-sense stationary process and the solution of MNA for such a process is found. Similarly, we present a novel method to extend voltage-based gate models for statistical timing analysis. We constructed gate models based on statistical simplified transistor models for higher accuracy. Correlations among input signals and between input signal and delay are preserved during simulation by using same model format for the voltage and all elements in gate models. Furthermore, the multiple input simultaneous switching problem is addressed by considering all input signals together for output information. Since the proposed timing analysis is based on the transistor-level gate models, it is able to handle both combinational and sequential circuits. The experiments demonstrated the good combination of accuracy and efficiency of the proposed method for both deterministic and statistical timing analysis. Additionally, we present an efficient methodology for interconnect model reduction based on adjusted dominant subspaces projection. By adopting the parameter dimension reduction techniques, interconnect model extraction can be performed in the reduced parameter space, thus provide significant reductions on the required simulation samples for constructing accurate models. Extensive experiments are conducted on a large set of random test cases, showing very accurate results. Furthermore, we presented energy and yield constrained optimization as an active design strategy. We create a sequence of minimizations of the feasible region with iteratively-generated low-dimensional subspaces. As the resulting sub-problems are small, global optimization in both convex and non-convex cases is possible. The method can be used with any variability model, and is not restricted to any particular performance constraint. The effectiveness of the proposed approach is evaluated on a 64-b static Kogge-Stone adder implemented in UMC 1P8 M 65 nm.
technology. As the experimental results indicate, the suggested numerical methods provide accurate and efficient solutions of energy optimization problem offering of up to 55 % energy savings.
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