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Abstract In this chapter, basic low power techniques are explained including DVFS and other power management such as power gating. Discussion on energy overhead of these techniques is given to understand the limitation on temporal granularity. Normally-off computing tries to apply fine-grain power management with the help of non-volatile memory. Thus, access time and read/write energy of non-volatile memory are also discussed to reveal the condition to reduce energy from the viewpoint of temporal granularity of memory accesses.
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2.1 Introduction

In this chapter, several well-known low-power technologies are explained. Energy consumption is classified into the dynamic and the static energy. The former is caused by switching activities of transistors and essential for computing. On the other hand, the latter is caused by leakage current and not essentially required for computing but consumed whenever power is supplied.

As we briefly introduced in Chap. 1, different types of low power technologies have their own characteristics. For instance, Dynamic Voltage and Frequency Scaling (DVFS) can reduce the dynamic energy by controlling trade-off between performance and energy efficiency. Meanwhile, Power Gating (PG) can eliminate the static power by turning off their power supply while idle state.

In order to realize the optimal energy management, a correlation between low power techniques should be considered carefully. An illustrative example is that of
DVFS and PG. In case that DVFS is applied, energy efficiency improves but the execution time gets longer and idle period becomes shorter. Then, the effectiveness of PG is diminished because PG suffers from the transition overhead as described in Sect. 2.3.1.

Modern computer systems consist of many kinds of components and their characteristics is different from one another. One of the most important elements is memory. Flip flops are the most basic memory element and contained in almost all logic circuits. Memory modules are obviously common memory element.

Usually, performance is the most important criteria for many computer systems. To achieve desired performance, high-speed volatile memory is widely used. However, the volatile memories lose their contents when power supply is cut off. Therefore, it is difficult to utilize low-power technologies such as PG.

Recently, new generation non-volatile memories (NV-RAMs) are emerged and comparable performance to the volatile memories. A combination of the NV-RAM and the aggressive power managements present a promising opportunity. A major drawback of the NV-RAM is a write performance. To write information permanently, a longer latency and larger power are required. To achieve significant energy reduction while minimizing performance degradation, how to optimize write operation is critically important.

If volatile RAM is replaced with NV-RAM, stand-by power is not required to maintain its contents but write energy becomes larger. In general, write interval is a key to decide which memory consumes lower energy. Such noticeable parameter that indicates the trade-off time interval is called break even time (BET). However, the amount of write data can be optimized by system configuration such as a memory hierarchy. From a viewpoint of performance, negative impact of the longer write operation can be hidden by a memory hierarchy. Therefore, to find optimal configuration and management, it is important to understand detailed behavior and characteristics of each component and each low power technology.

The first step to realize the optimal power management is to understand the behavior of the target system. To recognize idle periods are essentially important, as the low-power technologies reduce the energy consumption during idle periods.

Idle periods have wide variety of time interval when systems are under operation. Especially, their temporal and spatial granularities are the most important characteristics. The spatial granularity corresponds to management unit in terms of area, such as power domain for PG. If the spatial granularity is finer, the number of components in one area is fewer, then opportunity to switch to low-power mode increases. If the granularity is coarser, the opportunity decreases but control overhead becomes smaller, because the area of control logic is relatively smaller.

In general, hardware implementation can minimize management overhead, but its behavior is given by predefined logic. Conversely, software implementation can manage more flexible, but control overhead is relatively larger. To realize optimal management, collaboration with each other is significantly important.
2.2 Basics of Low Power Techniques

In this section, we briefly introduce major power reduction techniques including clock gating, power gating, DVFS, and so on.

In general, the relation between energy, voltage and clock frequency can be modeled by following well known equation \[5\] and shown in Fig. 2.1.

\[ E_{\text{proc}} = \alpha_1 T_1 C V^2 f + T_2 V I_{\text{leak}} \]  \hspace{1cm} (2.1)

Here, \(E_{\text{proc}}\) represents the energy consumption of the microprocessor. \(\alpha_1\), \(T_1\), \(C\), \(V\) and \(f\) represent a switching activity, the execution time, the circuit capacity, the supply voltage, the operation frequency respectively. \(T_2\) and \(I_{\text{leak}}\) represent the total time that includes idle period and the leakage current respectively.

The first and the second clauses represent the dynamic and the static energy respectively. The former is caused by switching activities of transistors and essentially consumed by computing. On the other hand, the latter is caused by leakage current and always consumed whenever power is supplied.

DVFS is a popular way to reduce the dynamic power and has been around for more than a decade \[10\]. DVFS allows the voltage and the clock frequency to be decreased dynamically to trade time for energy.

Clock Gating (CG) simply cuts clock delivery from a clock oscillator. In general, the oscillator keeps running for a quick restart. Since this technique has no performance penalty, when there is no ready task, processor cores should switch to clock gating mode unless other low power techniques are applicable.

Power Gating (PG) is a promising way to reduce the static power. In modern computer system, all the components need not work all the time during computation.

Dynamic Power Management (DPM) \[4\] manages power states of the components based on the BETs. The power states are defined in each component as a power knob. When an idle period is encountered, the BET of each component is compared with the length of the idle period. If the BET is longer than the length of the idle period, the component should be clock gated or power gated. Therefore, when the length
of idle period becomes longer, more components can be clock gated or power gated and energy reduction is more significant.

For the combination of DPM and DVFS, tradeoffs between the two techniques should be considered [6]. When DVFS is used, the clock frequency is decreased to reduce the energy consumption during the execution of tasks, while the execution time increases and the idle time decreases.

### 2.2.1 Heterogeneous Hardware

A heterogeneous hardware is a solution to adopt a variety of applications.

Modern mobile devices such as smartphones are integrated with heterogeneous processor such as big.LITTLE architecture [2]. As energy efficiency largely depends on hardware architecture, optimal core selection helps minimizing total energy consumption.

For example, when low performance is required, small core, which is energy efficient, is preferable. Large core is used only when high performance is necessary to meet their requirement. Based on this idea, usage of energy efficient core is maximized and total energy consumption is reduced. Additionally, larger core requires larger power on overhead.

Figure 2.2 shows a simple example of a heterogeneous execution. Y-axis shows relative performance and power consumption. For a small task, small core is suitable to minimize power consumption. For a large task, large core is necessary to meet its deadline even its energy efficiency is low. As a result, it is important to execute as much task as possible should be executed on small core.

**Fig. 2.2** Heterogeneous cores
2.2.2 DVFS

As shown in Eq. 2.1, the higher performance is realized by higher voltage, frequency and the larger circuit that causes the larger circuit capacity.

Dynamic Voltage and Frequency Scaling (DVFS) allows the voltage and the clock frequency to be decreased dynamically to trade time for energy. A lot of research is done in this area. By considering the consumed energy as a cost function, while considering deadlines as constraints, a mathematical problem can be defined and the optimal clock frequencies can be found for many kinds of real-time systems [7, 11]. For the combination of DPM and DVFS, tradeoffs between the two techniques should be considered [6]. When DVFS is used, the clock frequency is decreased to reduce the energy consumption during the execution of tasks, while the execution time increases and the idle time decreases.

Figure 2.3 shows executions of same task with two different performance modes. In high performance mode (left), the execution time is shorter but the power consumption is higher. On the other hand, low performance mode needs longer execution time but lower power consumption. According to Eq. 2.1, the total energy consumption, which is represented by the area in the figure, of high performance mode is larger than that of low performance mode. Thus, DVFS can trade between the performance and the energy consumption.

Additionally, DVFS and heterogeneous processors are complementary to each other. DVFS can adjust performance finely but adjustment range is limited. On the other hand, heterogeneous processors can adjust performance largely but possible performance mode is limited by the number of implemented cores. Their combination realizes fine and wide performance adjustment.
2.2.3 Dynamic Power Management

An overview of Dynamic Power Management (DPM) techniques is given in a survey article [4]. DPM manages both static and dynamic power dynamically. Thus DPM is important to reduce the static power when the processor core is in an idle state. This is in contrast with DVFS, which mainly reduces the dynamic power.

An example of a typical set of power modes is shown in Fig. 2.4 and Table 2.1. In active mode, all components are turned on. For a short idle interval, Clock Gating (CG) is preferable. The processor core can restart from the CG state instantly. In Core Power Gating mode, PG is applied to the processor core to obtain more energy reduction. To return from this mode, several clock cycles are required and some transition energy overhead is consumed. Vcc power gating is applied for a very long idle period. In this mode, the power supply is completely cut off. The only way to recover from this mode is to resume power supply. Then the processor core should follow almost the same as a power on reset procedure. Therefore, we can get the largest power reduction but both time and energy overhead become the most costly.

As mentioned in the previous section, there exist BETs between these power modes. To determine the appropriate power state, the length of next idle period is compared with these BETs. This strategy can be modeled with a function of cost with the length of the idle period. This function turns out to be piecewise-linear, increasing and concave [3].

![Fig. 2.4 Power modes](image)

![Table 2.1 An example of power mode](table)

<table>
<thead>
<tr>
<th></th>
<th>Vcc</th>
<th>Core</th>
<th>Clock</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active</td>
<td>ON</td>
<td>ON</td>
<td>ON</td>
</tr>
<tr>
<td>Clock gating</td>
<td>ON</td>
<td>ON</td>
<td>OFF</td>
</tr>
<tr>
<td>Core power gating</td>
<td>ON</td>
<td>OFF</td>
<td>OFF</td>
</tr>
<tr>
<td>Vcc power gating</td>
<td>OFF</td>
<td>OFF</td>
<td>OFF</td>
</tr>
</tbody>
</table>
Figure 2.5 shows power breakdown of power modes. In active state, all components are on. When clock gating is applied, the processor core is stopped and no execution is possible but dynamic power of processor core and clock logic is suppressed. When core PG is applied, static power is reduced additionally. Finally, when Vcc PC is applied any power is not consumed except stand-by power of power supply which is out of scope of this book.

In embedded systems, executed tasks are fixed and periodic and their scheduling is known. So, when an idle state is encountered, the time when the next task can be invoked is definitely predictable. Then the length of the idle period is also predictable. Additionally, since the restart time is predictable, wakeup overheads are easily hidden by a pre-wakeup technique. Therefore, the optimal power management is easily determined by the strategy. Finally, DPM related parameters include hardware parameters and the length of the idle period.

### 2.2.4 Sleep Mode

As an extension of DPM, modern hardware has more low power modes, called sleep modes or sleep states. Sleep modes are defined for each component. For example, the Advanced Configuration and Power Interface (ACPI) specification provides an open standard for device power management. First released in December 1996, ACPI defines platform-independent interfaces for power management, monitoring and related technologies.

#### 2.2.4.1 Global/Processor State

The ACPI [1] specification defines four Global “Gx” states as shown in Table 2.2. G1 (Sleeping) is divided into four Sleep “S1–S4” states and G2 (Soft Off) also defined as “S5” as shown in Table 2.3.

In both state definitions, the larger number corresponds to the deeper sleep mode.
<table>
<thead>
<tr>
<th>State</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>G0 working</td>
<td>A computer state where the system dispatches user mode (application) threads and they execute</td>
</tr>
<tr>
<td>G1 sleeping</td>
<td>A computer state where the computer consumes a small amount of power, user mode threads are not being executed, and the system “appears” to be off. Latency for returning to the Working state varies on the wake environment selected prior to entry of this state</td>
</tr>
<tr>
<td>G2 soft off</td>
<td>A computer state where the computer consumes a minimal amount of power. No user mode or system mode code is run. This state requires a large latency in order to return to the Working state</td>
</tr>
<tr>
<td>G3 mechanical off</td>
<td>A computer state that is entered and left by a mechanical means. It is implied by the entry of this off state through a mechanical means that no electrical current is running through the circuitry</td>
</tr>
</tbody>
</table>

The CPU power states “Cx” are defined as shown in Table 2.4. Additional states are defined by manufacturers for some processors. For example, Intel’s Haswell platform has states up to C10, which defines core states and package states.

Basically, deeper sleep state consumes less static power, but consumes more transition energy and takes longer transition time. In general, the length of each idle period is hard to predict. To realize an adaptive control, these states are managed by a timeout-based scheme. When an idle time continues more than predefine threshold times, their state will be deeper sleep mode.

If the length of an idle period is predictable, optimal sleep state can be determined and transit to the state directory to minimize overheads. For longer idle periods, deeper sleep states are preferable. Therefore, the length of idle period is important to realize optimal power management. Additionally, there exists a specific length of idle period between two adjacent sleep modes. That length is definitely the BET for these sleep modes.

### 2.2.5 Fine-Grained Power Gating

Power gating (PG) is a promising way to reduce static power and used mainly in embedded systems. In modern computer systems, all the components need not work all the time during computation. Based on this observation, there exist many chances for PG. So far, PG is applied in a coarse manner. Especially its temporal granularity
### Table 2.3  Sleeping state definition (cited from [1])

<table>
<thead>
<tr>
<th>State</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1 sleeping state</td>
<td>The S1 is a low wake latency sleeping state. In this state, no system context is lost (CPU or chip set) and hardware maintains all system context</td>
</tr>
<tr>
<td>S2 sleeping state</td>
<td>The S2 is a low wake latency sleeping state. This state is similar to the S1 sleeping state except that the CPU and system cache context is lost</td>
</tr>
<tr>
<td>S3 sleeping state</td>
<td>The S3 is a low wake latency sleeping state where all system context is lost except system memory. CPU, cache, and chip set context are lost in this state. Hardware maintains memory context and restores some CPU and L2 configuration context</td>
</tr>
<tr>
<td>S4 sleeping state</td>
<td>The S4 is the lowest power, longest wake latency sleeping state supported by ACPI. In order to reduce power to a minimum, it is assumed that the hardware platform has powered off all devices. Platform context is maintained</td>
</tr>
<tr>
<td>S5 soft off state (G2 soft off)</td>
<td>The S5 state is similar to the S4 state except that the OS does not save any context. The system is in the “soft” off state and requires a complete boot when it wakes. Software uses a different state value to distinguish between the S5 state and the S4 state to allow for initial boot operations within the BIOS to distinguish whether or not the boot is going to wake from a saved memory image</td>
</tr>
</tbody>
</table>

is quite coarse. Recently, however, fine-grain PG receives much attention because finer granularity increases the chances of PG.

PG is a representative static power reduction technique, which helps cutting off the power supply to idle circuit blocks by turning off (or on) the power switches which are inserted between the GND/VDD lines and the blocks. PG has been applied to different types of circuit blocks with various granularities.

So far, power gating is applied in a coarse-grain manner. Recently, however, fine-grain power gating receives much attention because finer granularity increases the chances of PG. For example, Geyser-3 [8, 9] implements a fine-grained run-time PG. In these processors, PG is applied to function units (FUs). Each FU can be powered on or off instruction by instruction. In other words, instruction-level power gating is implemented in these processors. Based on this observation, there exist many chances for PG in a wide range of idle periods.
Table 2.4 Processor power state definition (cited from [1])

<table>
<thead>
<tr>
<th>State</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>C0 processor power state</td>
<td>While the processor is in this state, it executes instructions</td>
</tr>
<tr>
<td>C1 processor power state</td>
<td>This processor power state has the lowest latency. The hardware latency in this state must be low enough that the operating software does not consider the latency aspect of the state when deciding whether to use it. Aside from putting the processor in a nonexecuting power state, this state has no other software-visible effects</td>
</tr>
<tr>
<td>C2 processor power state</td>
<td>The C2 state offers improved power savings over the C1 state. The worst-case hardware latency for this state is provided via the ACPI system firmware and the operating software can use this information to determine when the C1 state should be used instead of the C2 state. Aside from putting the processor in a non-executing power state, this state has no other software-visible effects</td>
</tr>
<tr>
<td>C3 processor power state</td>
<td>The C3 state offers improved power savings over the C1 and C2 states. The worst-case hardware latency for this state is provided via the ACPI system firmware and the operating software can use this information to determine when the C2 state should be used instead of the C3 state. While in the C3 state, the processor’s caches maintain state but ignore any snoops. The operating software is responsible for ensuring that the caches maintain coherency</td>
</tr>
</tbody>
</table>

Generally speaking, coarser-grain PG can reduce more static power but have a larger transition overhead. Thus, coarse-grain PG should be applied only for long idle period. For a short idle period, finer-grain PG is preferable. Therefore, there exists certain idle time between PGs. The boundary times are called BETs.

Granularity is a key metric to understand what the best power management is. In power gating technology granularity corresponds to a power domain. In a same power domain, power supply is controlled together by one control signal. Namely, a finer power domain controls power supply of a smaller area. The power domains can be hierarchical, namely a coarser power domain can contain several finer power domains. When the coarser power domain turns off, all of the finer power domains in it necessarily turn off.

A simple example is shown in Fig. 2.6. In this example, gray color shows power off area and others are on. In left processor, only one function unit is turned off by fine-grain PG but right processor is totally powered off by coarse-grain PG.
From view point of circuit, in general, to minimize control overhead it is better to use as coarse domain as possible. Because, to realize fine grain power management, a large number of power switches and control logics are required. The static power of the switched and logics cannot be turned off by themselves. On the other hand, when the power domain is larger, the opportunity of PG may be shorter in time domain. Therefore, to realize optimal power management, hierarchical power domain management, which is combined coarse and fine domain managements.

With such hierarchical management, as large as possible power domain should be turned off. Then within the remaining domain, finer power management should be applied. When a coarser power domain turns off, several finer domains in it are automatically turns off with their power switches and control logics.

As a result, it is important that as coarse as possible power domain should be powered off for as long time period as possible.

### 2.3 Energy/Performance Trade-Off

In this section, we take a general view of energy overheads of low power technologies. There are two type of overhead; one is an energy overhead, the other is a performance overhead. As the performance overhead can be hidden and largely depends on application and other situations, we focus on the energy overhead.

We formulate typical trade-offs and clarify important parameters to achieve energy reduction.

As we have already introduced several low-power technologies, there may exist several low-power modes for a particular control domain. There are trade-offs between these modes. Namely, lower power mode can reduce more static power but need larger transition overhead. If this is not true, it means that there exist a low-power mode that is more energy efficient and needs lower overhead than other
modes. Then, we can always use such ideal low-power mode. In the real systems, such ideal mode is not exits. Therefore, an adaptive power management is important.

### 2.3.1 Transition Energy and BETs

When a component has only one low power mode, to achieve energy reduction by this power mode, the minimum length of an idle period $BET$ is given by follows.

$$BET = \frac{E_{OH}}{P_{active} - P_{sleep}}$$

(2.2)

Here, $E_{OH}$ represents transition overhead energy. $P_{active}$ and $P_{sleep}$ represent power consumptions when active and low power states respectively. If the length of idle period is longer than the BET, that component should turn into low power mode to reduce total energy consumption.

Figure 2.7 shows energy models of active mode and sleep mode. As there is no transition overhead for active mode, the energy function of active mode starts from origin. On the other hand, as there is some transition overhead for sleep mode, the energy function of sleep mode starts from higher than origin. Meanwhile, the energy function of sleep mode has more moderate sloop than that of active mode. Therefore, there are cross point and we call it BET. If the idle time is longer than the BET, sleep mode is preferable. Otherwise, sleep mode should not be chosen.
When a component has multiple low power modes, \( BET \) can be extended as follows.

\[
BET_i = \frac{(E_{OH_i} - E_{OH(i-1)})}{(P_{(i-1)} - P_i)}
\]  

(2.3)

Here, the component has \( N \) modes and transition overhead energy and power consumption of \( i \)th mode are given by \( E_{OH_i} \) and \( P_i \) respectively. The energy functions are shown in Fig. 2.8. We assume \( E_{OH_i} > E_{OH(i-1)} \) and \( P_i < P_{(i-1)} \), namely, 1st mode is the deepest sleep mode and \( N \)th mode is the shallowest. As 0th mode corresponds to an active state, \( E_{OH_0} = 0 \) and \( P_0 = P_{active} \).

When \( BET_i \) is longer than the length of idle mode, \( i \)th sleep mode can reduce total energy consumption. If multiple \( BET_i \) satisfy this condition, deeper sleep mode can reduce more energy.

In this example, if the length of idle period is longer than \( BET_2 \), deep sleep mode should be chosen. If the length of idle period is shorter than \( BET_1 \), it is better to stay active mode. In any other case, shallow sleep mode should be chosen.

Note, this discussion assume the component directly transit to the suitable sleep mode from its active state. When the transitions occur step by step, \( BET_i \) will be longer.

### 2.3.2 Access Energy of NVRAM and BET

For the access energy of NVRAM, same discussion of low power mode is possible. The latest NVRAM consumes less static energy but consumes larger access energy especially for write operation as shown in Fig. 2.9. To simplify this discussion, we assume the read access energy of NVRAM is same as that of volatile memory and the static energy of NVRAM is 0. Then, to realize energy reduction, the average interval of the write accesses \( BET_{NV} \) is given by follows.

\[
BET_{NV} = \frac{(WE_{NV} - WE_V)}{P_V}
\]  

(2.4)

Fig. 2.9 BET in NVRAM
Here, $WE_{NV}$ and $WE_{V}$ represent write energy per write access for NVRAM and volatile memory respectively. $P_V$ represents the static power of the volatile memory. When the average write interval is longer than $BET_{NV}$, NVRAM can reduce total energy consumption.

2.4 Summary

Low power technologies of computer systems are indispensable for the forthcoming sustainable and sophisticated information society. Normally-off computing is one of the promising ways to achieve this goal. In this paper, we described its expectation and introduced our Normally-Off Computing project.

In this chapter, we attempt to find the best way to make full use of the new generation non-volatile memories. So far, from the view point of memory system optimization, only two properties of memory are focused on and discussed, that is latency and capacity. Now, non-volatility appears as the third property.

This property absolutely contributes further power reduction. However, it will not effectively lead to power reduction without careful considerations because of two major problems or challenges, that is, memory hierarchy and temporal granularity. In other words, once we overcome these problems, further power reduction would be achieved by using dreamy zero-leakage non-volatile memories. Cooperation and cooptimization of different design layers, including algorithm, OS, compiler, architecture, circuit and device, are definitely required.

Currently a lot of researches on new memory devices are performed. Other types of useful memory devices other than what introduced in this paper may become available in the future. However, it would not be fruitful if we discuss the device properties only. The viewpoint of “computing technology,” the technology how to make full use of the attractive property is essentially important.
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