Chapter 2
Nonnegative Matrix Factorizations for Intelligent Data Analysis

G. Casalino, N. Del Buono and C. Mencar

Abstract We discuss nonnegative matrix factorization (NMF) techniques from the point of view of intelligent data analysis (IDA), i.e., the intelligent application of human expertize and computational models for advanced data analysis. As IDA requires human involvement in the analysis process, the understandability of the results coming from computational models has a prominent importance. We therefore review the latest developments of NMF that try to fulfill the understandability requirement in several ways. We also describe a novel method to decompose data into user-defined—hence understandable—parts by means of a mask on the feature matrix, and show the method’s effectiveness through some numerical examples.
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2.1 Introduction

The amount of available data has grown dramatically over the past 50 years. Every year more than 200 Exabytes of data are generated on Internet.\(^1\) Huge quantities of digital data are produced daily from different sources: numerical data from satellites or sensors, textual data (both structured and unstructured) from websites, emails,
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forums, newsgroups, public and private digital archives, images, and videos, are just some examples. Data overload is a fact of life for all of us in the information era.

Although this profusion of information potentially allows to satisfy all information needs, it also presents some limits; the larger is the amount of data the fewer are the possibilities to capture, discover, and understand useful knowledge to guide action or decision making [8, 76].

Clearly human capabilities prove to be unsuitable to process big amounts of data, therefore automatic mechanisms, which are able to assist humans in extracting useful information and knowledge from rapidly growing volumes of digital data are indispensable and an extensive effort of research in this direction has been made in the last years.

Intelligent data analysis (IDA) aims to the intelligent application of human expertise and computational models for advanced data analysis. Automatic tools, which strive for involving the analyst in the process of data analysis and extracting useful patterns from big data, can be enumerated among IDA methods. In this scenario, techniques coming from different areas (such as statistics, artificial intelligence, data mining, machine learning, optimization, dynamic programming), which favor the interaction with users and produce understandable knowledge, could be favorably exploited in IDA.

Nonnegative matrix factorizations (NMF) are powerful techniques recently proposed to uncover latent low-dimensional structures intrinsic in high-dimensional data and provide a nonnegative, part-based, representation of data [5, 25, 40, 69, 70, 115]. Nonnegativity enhances meaningful interpretations of mined information and distinguishes NMF from other traditional dimensionality reduction algorithms, such as principal component analysis (PCA) [65] or singular value decomposition (SVD) [45].

However, the understandability of the results, obtained by applying classical NMF, is not guaranteed a priori, as they often do not correspond with the intuitive notions of parts in the original data. Several variants of constraints and various regularization terms have been proposed to improve NMF capabilities so as to make the extracted parts easier to understand by the data analyst.

This chapter aims to review such techniques from the point of view of IDA, by stressing on their understandability capabilities and usefulness as tools for IDA.

Along with the review of NMF techniques suited for IDA, we describe an approach for injecting user knowledge in the factorization process, by masking the factor matrix (one of the products of NMF) [13]. Masking enables the decomposition of data into user-defined parts, which are consequently easy to understand by the analyst. The results of Masked NMF enables the analyst to understand which subset of the available data are best represented by the specified parts, thus extracting potentially useful knowledge from large quantities of data.

In the next section, we give an overview of IDA and its objective, while we focus on NMF techniques in Sects. 2.3 and 2.4. In Sect. 2.4.3.1, we describe Masked NMF along with some numerical examples to show the effectiveness of the method. In Sect. 2.5, the use of the NMF algorithms for intelligently analyze educational data is illustrated. Future perspectives are sketched in the conclusive section.
2.2 Intelligent Data Analysis

Data are collections of values or measurements. They can be numbers, words, observations, or even descriptions of things. In this chapter, we will simply refer to data as a collection of numerical values recording the magnitude of different attributes and/or features that describe the problem under study.

Hand writes “data analysis is what we do when we turn data into information” [50]. Intelligent data analysis is the intelligent way to do it. Moreover, he gives a definition of information: “It is what we extract from data when we attempt to answer some questions. Before extracting information which can shed light on a question, one must be clear about what that question is”. This is a crucial point in IDA: the analysis is driven by the questions that the analyst wants to answer to, otherwise it would be unintelligent.

IDA is an iterative process that enables the combination of human expertise and computational models to automatically extract useful patterns, event correlations and in general, understandable knowledge which would otherwise remain hidden in the data under consideration [6]. A data analyst could be interested in describing data by finding patterns and anomalies, or just by summarizing them; in this case, the term exploratory data analysis is used. Contrariwise, when the analyst is interested in verifying some hypotheses about the structure in data, e.g., differences among groups of data, evolution of the attribute values, etc., the term confirmatory data analysis is used. IDA is a multidisciplinary discipline that comes from the intersection of several research fields, the most important ones are statistics and machine learning.

IDA and knowledge discovery from data (KDD) are tightly correlated, yet with some noteworthy differences. Both are aimed at identifying valid, novel, potentially useful, and ultimately understandable patterns in data [36]; however, IDA emphasizes the importance of the prior knowledge possessed by human experts that intelligently guide the analysis process in an interactive and iterative way [7]. Data mining is one step of the KDD process and refers to the set of tools that allow to automatically extract knowledge from large amounts of data [36]. However, a full automatization of the data analysis process is impossible [7], for this reason IDA is focused on the human contribution to the analysis process.

Holmes and Peek categorize IDA methods in three main classes: data exploration, classification and prediction, and dimensionality reduction [54]. Data exploration plays a fundamental role in data analysis. Analysts look at data for discovering relations among features, trends, anomalies or outliers, relations among features, classes, etc. Most of these techniques rely on visual tools to represent information. IDA-based approaches for data exploration integrate automatic techniques with a priori user knowledge in the exploration process, thus enabling user interaction. Classification and prediction methods are used in several domains dealing with real data. Machine learning literature provides many different techniques for classification (both supervised, semi-supervised, or unsupervised) and prediction. Most of them are based on some automatic learning tools to acquire knowledge that can be used for classifying (or predicting) unobserved data. However, only few of them are
capable of yielding knowledge that is intelligible to users (e.g., knowledge expressed in form of rules), a mandatory requirement for their use within IDA. Learning interpretable knowledge from data is a topic of current research in Machine Learning and Computational Intelligence. In this context are located dimensionality reduction techniques that represent data in a reduced space through feature selection and extraction. This facilitates to manage, understand, and visualize data. Because of their tight relationship with NMF, a brief overview of such techniques is outlined in the following subsection.

2.2.1 Dimensionality Reduction Techniques

Often, in high-dimensional data not all the measured variables are “important” for understanding the underlying phenomena of interest. Hence, mechanisms that transform data and reduce the number of original variables are frequently used.

Let $X \in \mathbb{R}^{n \times m}$ be the observation data matrix, where each columns vector is composed by $n$ observations for each of the $m$-dimensional variable in $x = (x_1, \ldots, x_m)\top$. In this formalization, the dimension of data is meant the number of variables that are measured on each observation, while the term dimensionality of $X$ indicates the number $m$ of original features. A dimensionality reduction method is a transformation of a given data matrix $X$ into a meaningful representation $S \in \mathbb{R}^{n \times k}$ of reduced dimensionality $k \leq m$. The low-dimensional vectors $s = (s_1, \ldots, s_k)\top$, with $k \leq m$, capture information in the original data, according to some particular criteria. The components of $s$ are called “hidden components” or “latent factors,” while—depending on the particular research context one is working with—the $m$ multivariate vectors are alternatively named “variables,” “attributes” or “features.” Dimensionality reduction methods mitigate the curse of dimensionality [1], which refers to difficulties related to data analysis when data dimensionality increases; these methods are able to overcome problems coming from data sparseness and noise, and can be adopted as a visualization tool to show multivariate data in a human intelligible form.

Dimensionality reduction techniques can be categorized in two classes: (i) feature selection and (ii) feature extraction. A feature selection method is a process that selects a subset of $k$ original (and supposed relevant) features for spanning a reduced space that may better describe the phenomena of interest. Feature selection mechanisms reduce the computational costs, but a good trade-off between accuracy of the results and efficiency is needed.

On the other hand, feature extraction methods try to capture hidden properties of data and discover the minimum number of uncorrelated or lowly correlated factors that can be used to better describe the phenomena of interest. It is accomplished by the creation of new features obtained as functions of the original data. Reduction of the computational complexity of data both in time (for elaboration) and in space (for storage) and the discovery of latent structure hidden in data, (meaningful structures and/or unexpected relationships among variables) are some of the advantages resulting from feature extraction methods.
The simplest dimensionality reduction methods are linear and derive each of the $k \leq m$ components of the new variables in $S$ as a linear combination of the original variables:

$$S = XA,$$

(2.1)

or equivalently

$$X = SB,$$

(2.2)

being $A \in \mathbb{R}^{m \times k}$ and $B \in \mathbb{R}^{k \times m}$ appropriate linear transformation weight matrices. Equation (2.2) makes clear the motivation why the new variables in $S$ are called hidden or latent factors. (PCA) [56, 65, 93], factor analysis (FA) [102], independent component analysis (ICA) [60], linear discriminant analysis (LDA) [38], and CUR decomposition [85] are all well-known linear dimensionality reduction techniques used for analyzing multivariate data. Among linear dimensionality reduction methods, the most widely used in the context of IDA is PCA.

### 2.2.1.1 Principal Component Analysis

Principal component analysis is the best, in the least square error sense, linear dimensionality reduction technique [62, 65]. It is based on the covariance matrix of the variables and seeks to reduce the dimensionality of data matrix $X$ by finding few orthogonal linear combinations (the principal components—PCs) of the original variables with the largest variance. The first PC is the linear combination of the original data with the largest variance; the second PC is the linear combination with the second largest variance and orthogonal to the first PC, and so on. The principal components are given by

$$Y = XU,$$

(2.3)

where $U \in \mathbb{R}^{m \times m}$ is an orthogonal weight matrix computed as the orthogonal factor of the spectral decomposition of the covariance matrix $X^\top X$ of the standardized data matrix $X$.\(^2\) Therefore, the columns of the matrix $U$ are the eigenvectors of the covariance matrix. These eigenvectors (principal axes) map a data vector from the original space of $m$ variables to a new space of $k$ variables which are uncorrelated over the dataset. Hence keeping only the first $k < m$ principal components a dimensional reduction on $k$-dimensional subspace of the original data is derived.

Moreover, it is proven that the transformed data matrix, obtained by only considering the first $k < m$ principal components, is the best least squares $k$-approximation of the original data $X$ (this result is known as the *Eckart–Young–Mirsky theorem* [46]).

---

\(^2\)Since the values of the variance of data depends on the scale of the variables, usually the original data contained in $X$ are subject to a standardization process so that each variable has mean zero and standard deviation one.
Figure 2.1 shows the behavior of PCA of a data matrix collecting points that belong to a bivariate Gaussian distribution centered in the coordinates $(1, 3)$. Standard deviation of data is 3 in the direction $(0.878, 0.478)$ and 1 in the orthogonal direction. The first principal component ($PC_1$) captures information in the direction of the maximum variability in data; instead, the second principal component ($PC_2$) is orthogonal to the first one and captures information in the second most variable direction. The principal axes are therefore the bases of the rotated space and are centered in the center of the points. This is a simple example where the dimensionality of the original data space and that of the transformed one are the same. As an example of dimensionality reduction, one can represent the same points using the first principal axis only; in this case, a one-dimensional space is obtained where data points are projected onto.

In many applications, the most of data variance can be captured by the first two (or three) PCs; this makes the PCA a widely used visualization tool in IDA. However, even though the PCs are uncorrelated variables constructed as linear combinations (with mixed signs) of the original variables, and have some desirable properties (they are orthogonal and ordered in a decreasing manner w.r.t. the variance of original data), they do not necessarily correspond to meaningful physical quantities. Hence, a clear interpretation of the results provided by PCA is sometimes difficult to be derived.

To clarify this point consider the computer vision problem of human face recognition, where PCA has been largely adopted to obtain a set of basis images—the eigenfaces—that can be linearly combined to reconstruct images in the original dataset of face [107]. As it can be observed by Fig. 2.3 (left panel), eigenfaces are not physically intuitive and far to correspond to what humans use to explain why a face is a face. In particular, because of the presence of negative signs in the components of
principal axes, PCA reconstructs the original data adding up some basis images and subtracting others; this may not make sense in some applications. A simply question can be posed:“What does it mean to subtract a face basis?”

These considerations can be extended to documents, genes, preferences, questionnaires and to all nonnegative data. In the following Sect. 2.3, a review of Nonnegative Matrix Factorization is given. It is able to represent original data by only additive, not subtractive, combinations of some basis vectors. This characteristic of parts-based representation is appealing because it reflects the intuitive notion of combining parts to form a whole providing more distinct and clearer dimensionality reduction results and a easier understandability of the obtained results.

2.3 Nonnegative Matrix Factorization

Nonnegative matrix factorization (NMF) is a computational technique for linear dimensionality reduction of a given data matrix $X$, which is able to explain data in terms of additive combination of nonnegative factors that represent realistic building blocks for the original data (provided that data are nonnegative too) [25, 40, 69, 70, 115].

The nonnegativity constraint is useful for learning part-based representations and has a twofold motivation. First in many applications one knows that the quantities involved cannot be negative (for example by the rules of physics). Second, intuitively parts are generally combined additively (and not subtracted) to form a whole and physiological principles assume that humans learn objects as part-based [70]. Hence, nonnegativity potentially enhances meaningful interpretations of information mined from a given data matrix, allowing to a better understanding of the results obtained by the analysis process; this makes NMF a suitable computational models for IDA.

2.3.1 NMF Mathematical Formulation

Formally, given a nonnegative data matrix $X = [x_1, x_2, \ldots, x_m] \in \mathbb{R}^{n\times m}$, where $x_i \in \mathbb{R}^n_+$ are $n$-dimensional column vectors representing samples, $^3$ NMF aims to approximate $X$ into the product of two lower rank nonnegative matrices—a basis matrix $W = [w_1, w_2, \ldots, w_k] \in \mathbb{R}^{n\times k}_+$ and an encoding matrix $H = (h_{ij}) \in \mathbb{R}^{k\times m}_+$—such that

$$X \approx WH, \quad (2.4)$$

$^3$Henceforth a matrix is denoted with an uppercase letter, e.g., $X$, its elements with the corresponding lowercase letter, e.g., $x_{ij}$, a column vector in lowercase boldface, e.g., $x_i$. 
or, equivalently,

\[ x_j \approx \sum_{i=1}^k w_i h_{ij}. \] (2.5)

where \( W \) and \( H \) both have nonnegative elements (namely, \( W \geq 0 \) and \( H \geq 0 \)) and the product matrix \((WH)\) is of rank \( k \) with \((n + m)k \leq nm\).

To compute a nonnegative matrix factorization (2.4) of a given data matrix \( X \), some quality measures have to be taken into account to evaluate how well the product \((WH)\) approximates the data matrix \( X \). Particularly, some divergence function \( D : \mathbb{R}^{n \times r} \times \mathbb{R}^{r \times m} \rightarrow \mathbb{R}_+ \)
can be adopted. It should be observed that the divergence \( D \) is a function of the factor matrices \( W \) and \( H \), but it is also parametrized by the input data matrix \( X \). This dependence can be expressed by writing \( D(X; W, H) \) [104]. Using the previous formalization, the NMF problem may be rewritten as a nonlinear constrained optimization problem over the divergence \( D \), that is,

\[ \min_{W \geq 0, H \geq 0} D(X; W, H). \] (2.6)

The most frequently adopted instance of (2.6) leads to the minimization of

\[ \min_{W \geq 0, H \geq 0} D(X; W, H) = \| X - WH \|_F^2, \] (2.7)

where \( \| \cdot \|_F \) denotes the Frobenius norm. Many other divergence measures have also been used, the interested reader can refer to [30].

The NMF performs a conical coordinate transformation; indeed, geometrically the basis vectors generate a simplicial cone which contains the original data and which is contained in the positive orthant [24, 33, 59].

It should be pointed out that the value of the parameter \( k \) (the rank of the factorization) is problem dependent and user-specified. It identifies the number of factors to be used to explain data and plays a fundamental role in the factorization process. In fact, different values of \( k \) lead to different factorization results.

### 2.3.2 Interpretation of the Basis and Encoding Matrices

The results of NMF applied to a data matrix \( X \) have an immediate geometrical interpretation. According to Eq. (2.5), the columns of the matrix \( W \) are basis vectors spanning a subspace in \( k \leq n \) dimensions, called NMF-subspace, while each column of the encoding matrix \( H \) represents the new coordinates of the corresponding data sample in the NMF-subspace. From a numerical point of view, each data sample
is approximated by a linear combination of vectors in $W$, where the linear coefficients are grouped in a column of $H$ corresponding to the data sample. Therefore, the elements $h_{ij}$ codify the amount of the factors (i.e., the columns of $W$) used to reconstruct each sample of $X$ in the NMF-subspace.

The coefficients $h_{ij}$ in each column of $H$ define the importance of each basis vector in approximating the data sample; if a coefficient is very small, then the corresponding basis vector is useless in approximating the sample. Under some hypotheses, the basis vectors can be interpreted as prototypes of data clusters. In this case, the coefficients $h_{ij}$ can be easily interpreted as membership degrees of each sample to each cluster.

Examples of successful applications of NMF are: basic student skills describing student questionnaire results in educational data mining [27]; topics represented as bag of words in text mining [14, 101]; anatomic parts of images describing human faces in face identification problems [49, 103]; part-based representation of digital characters for object recognition [48, 80]; community categories extracted to describe users networks [110]; diversified portfolio describing trends in stock markets in financial data mining [34, 99]; topics used to clusterize social tags data [18]; users–items relations in recommender systems [47]; chemical constituents in air pollution revelations [55, 66]; musical instrument frequencies for music classification [2–4]; endmembers of constituent materials of hyperspectral images [10, 42, 44, 63, 84, 92]; genes in microarray data [9, 12, 29, 32, 67, 86]. Other successful applications of NMF, where interpretability is a key requirement, belong to molecular pattern discovery [39, 67] and object detection [15].

A key aspect of NMF, that is advantageous for its application in IDA, stands in the possibility of approximating data samples as linear combination of factors, where the factors are subsets of the same features used to represent data samples. Therefore, unlike other low-rank approximation techniques, NMF allows to represent data as composition of parts, being each part expressed with the same features used in data. This makes the results of NMF easily interpretable for the analyst, who can intelligently guide the factorization process, in order to achieve results that are interesting and useful for understanding the problem at hand.

### 2.3.3 Comparison of NMF and PCA

As stated before, PCA can be used as a tool in IDA because of its dimensionality reduction and visualization capability. However, it presents some drawbacks (such as the presence of mixed sign values) and several research papers demonstrated that it is outperformed by NMF in many applications such as face recognition [25, 48]. In the following, some of the differences among these two techniques are briefly highlighted [116].

---

4The use of NMF in clustering applications will be detailed in Sect. 2.4.2.
**Uniqueness.** PCA is able to find the global minimum of the optimization problem, while NMF is usually trapped into local minima; this implies that the set of principal components is unique, while NMF has multiple solutions (in terms of basis and encoding matrices).

To overcome NMF nonuniqueness problem, bootstrapping techniques can be used; several executions of the factorization are performed and the most frequent solutions selected.

**Ranking.** Principal components are naturally ranked accordingly to the quantity of variance they explain. On the contrary, factors in NMF have no ordering and are all equally important. This causes a problem to appropriately choose the value of the rank parameter $k$. When PCA is applied, no specification of the value $k$ is provided; all the eigenpairs are computed and then the most important components are selected according to the proportion of variance that one wants to preserve. Instead, when NMF is applied, the parameter $k$ has to be specified (by user) as input parameter for the factorization. The choice of the rank value is problem dependent; usually, different factorizations are performed with different rank values and then the results are evaluated accordingly to the target of the analysis.

**Orthogonality.** Principal components are orthogonal directions which capture the variance in data. On the other hand, factors obtained by NMF are positive vectors that better approximate data, but they are not necessarily orthogonal. They are the bases of the hypercone containing all data and are able to preserve local data structure in this subspace. Figure 2.2 shows the principal components and the factors returned by PCA and NMF (left and right panels, respectively) when applied to nonnegative two-dimensional data matrix.

The orthogonality constraint is a desirable property; however, this implies the presence of some negative values in the elements of principal components that, as previously highlighted, does not make sense in some contexts. The nonnegativity constraint is always violated by PCA, even when it is applied to nonnegative data. Hence, the interpretability of data is lost when moving from original data space to the reduced low-dimensionality subspace. From Fig. 2.2 (left panel) it can be observed that...
that, starting from samples in the positive orthant, after transforming them by PCA, samples belonging to the line assume negative values. On the contrary (right panel), NMF preserves the nonnegativity of data that leads to a part-based representation.

The interpretability of the factors is one of the strength points in NMF. The part-based representation obtained by NMF is more intuitive and human-understandable than the holistic results of PCA. A clear example is illustrated in Fig. 2.3 in the context of facial image recognition problem [75]. PCA provides for the eigenfaces that are prototypical faces containing all kinds of facial traits (left panel), while NMF basis vectors represent particular facial traits; different kinds of eyes, noses, and mouths (right panel).

It is worth mentioning that nonnegative variants of PCA and ICA have been developed in literature [90, 95–97, 114] to overcome the difficulties of interpreting nonnegative data derived when standard PCA or ICA are used. However, these constrained variants are based on the same statistical hypotheses on the initial data as their unconstrained versions, and therefore they are applied in more specific contexts than NMF [79, 88, 89].

### 2.4 Constrained NMF

The key feature of NMF is to decompose the original data as combinations of parts. However, without any constraint the resulting parts could not be as intuitive as to help the analyst in a clear understanding of data. In order to be easy to understand, parts should be composed by a small number of features; however, this structural requirement must be imposed in the factorization process. This can be achieved through different possible variants of NMF which have been proposed in literature.

More specifically, the objective function

$$f(W, H) = \| X - WH \|_F^2,$$  

(2.8)
that is minimized by the NMF factorization process\textsuperscript{5} can be modified in several ways in order to introduce additional properties on the resulting matrices. For example, a penalty term could be added to $f(W, H)$ in order to enforce sparseness [57] as well as to enhance smoothness [35] or to improve clustering ability of NMF [31, 73, 74]. Hence, a more general objective function can be formulated

$$f(W, H) = \|X - WH\|_F^2 + \alpha J_1(W) + \beta J_2(H),$$

(2.9)

where the penalty terms $J_1(W)$ and $J_2(H)$ add constraints to the original problem, while the regularization parameters $\alpha$ and $\beta$ balance the trade-off between the approximation error and additional constraints.

Penalization terms are used in order to constrain the factorization process to yield more interpretable results, so as to be more suitable for IDA. In the following, constrained variants of NMF have been reviewed.

### 2.4.1 Sparse NMF

Sparseness is a quality that “refers to a representational scheme where only a few units (out of a large population) are effectively used to represent typical data vectors” [57]. Sparse representation of hidden factors makes them easier to be interpreted because the resulting parts are structurally simple.

In fact, NMF naturally promotes a sparse representation of data. The matrices $W$ and $H$ describe the relationships among the original features and the latent factors, and among the latent factors and the samples, respectively. Thus, there will be many zero-entries in these matrices where such relationships are not present in data.

When the basis matrix $W$ is sparse, basis vectors representing data subspace are sparse; thus only few features are used to describe the latent factors. This enables a part-based representation where each part is very simple and, therefore, easy to understand by the analyst. Similarly, when the encoding matrix $H$ is sparse, then each sample is described by few (or just one) latent factors. This means that it is possible to easily explain data samples as a composition of few parts.

Sparseness is desirable because it enhances interpretability; however, it could negatively affect the accuracy of the approximation. Thus sparseness should be regulated, but this is not possible in standard NMF unless some additional constraints are added. In [57, 58], the classical NMF optimization algorithm has been modified

\textsuperscript{5}In this chapter, we mainly consider NMF based on the error function described in (2.8), but other divergence measures could be used (e.g., generalized Kullback–Leibler divergence, $\alpha$-divergence). Anyway, technical details apart, the general ideas described in the section still hold.
to include the sparseness constraint. The basic idea is to introduce a measure of sparseness of a $k$-dimensional vector $x$ as follows:

$$\text{sparseness}(x) = \sqrt{k} - (\|x\|_1)/(\|x\|_2) \sqrt{k} - 1.$$  

(2.10)

This measure is then used to design a projected gradient descent algorithm that controls both sparseness and nonnegativity. In essence, this algorithm essentially takes a step in the direction of the negative gradient of the cost function (2.8), and subsequently projects the solution onto the constraint space, that is the cone of nonnegative matrices with a prescribed degree of sparseness ensured by imposing the degree of sparseness to $s_W$ and $s_H$ for the matrices $W$ and $H$, respectively.

Depending on the specific application of NMF, a desired degree of sparseness for $W$ and $H$ can be imposed. For example, when data samples represent images, high sparseness in both the encoding and the bases matrices is convenient. This allows to generate small pieces (factors) of the whole images, and few of them are used to describe each image. Differently, in a medical application where each data sample represents the symptoms of a patient and latent factors are diseases, we should expect to have a sparse encoding matrix $H$ (because we expect patients have one or few more diseases) but $W$ could be dense (since each disease could cause a large number of symptoms).

The prominent role of the data analyst to intelligently guide the factorization process is clear from these simple examples. Based on the questions the analyst wants to ask, and depending on the problem she needs to solve, the NMF process is modified by tuning the sparseness degree of its factors. Many variants of sparse NMF have been proposed subsequently to Hoyer’s paper [58]. Some examples are sparse nonnegative matrix factorization, SNMF [39, 67, 81, 92], nonsmooth nonnegative matrix factorization [91], localNMF [37, 72], nonnegative matrix underapproximation (NMU) [41].

2.4.1.1 Nonnegative Matrix Underapproximation—NMU

More recently, Gillis and Glineur proposed the nonnegative matrix underapproximation (NMU) technique, which returns sparser representations than those obtained with classical NMF [41]. NMU is a recursive modification of the NMF algorithm obtained by imposing the upper bound constraint $WH \leq X$ to the factor matrices.

---

6The function in (2.10) yields values in the interval $[0, 1]$, where 0 indicates the minimum degree of sparseness obtained when all the elements $x_i$ have the same absolute value, while 1 indicates the maximum degree of sparseness, which is reached when only one component of the vector $x$ is different from zero.
Formally, given a data matrix $X \in \mathbb{R}^{m \times n}$ and a rank $1 \leq k \leq \min(m,n)$, NMU solves the following optimization problem:

$$
\begin{align*}
\text{minimize} & : \|X - WH\|_F^2 \\
\text{subject to} & : WH \leq X \\
 & W \geq 0, H \geq 0
\end{align*}
$$

(2.11)

with $W \in \mathbb{R}^{m \times k}$ and $H \in \mathbb{R}^{k \times n}$.

The basic idea is to recursively identify an optimal rank-one NMF solution $(w_i, h_i)$, which is easy to compute, and then apply the same technique to the residual matrix $R_{i+1} = R_i - w_i h_i^\top$ (being $R_1 = X$).

More precisely, we suppose that $7$ $(W_{i:1}, H_{i:1}) = (w_i, h_i)$ is the solution to the underapproximation problem for $X$ after the first iteration. Since it is an optimal rank-one NMF solution, then $W_{i:1} H_{i:1} \approx X (= R_1)$ and $W_{i:1} H_{i:1} \leq X$. At the second iterate, the residual matrix is $R_2 = X - W_{i:1}, H_{i:1}$, which is nonnegative, so it can be underapproximated by $W_{i:2} H_{i:2} \leq R_2$ leading to $R_3 = R_2 - W_{i:2}, H_{i:2}$. After $k$ iterates

$$
X \geq W_{i:1} H_{i:1} + W_{i:2} H_{i:2} + \cdots + W_{i:k} H_{i:k} \\
= [W_{i:1} W_{i:2} \ldots W_{i:k}] [H_{i:1}; H_{i:2}; \ldots; H_{i:k}] \\
= WH
$$

(2.12)

This method has been tested on several images datasets and demonstrated that it is able to derive sparser solutions than classical NMF, thus improving the part-based representation of factors. In fact, the basis describes approximately disjoint parts of the input data. Also, differently from the classical NMF algorithms, it is possible to choose the factorization rank $k$ during the computation; this enables the data analyst to guide the number of iterations according to the quality of the results. Finally, the optimal solution is, under some assumptions, unique [43]. An extension of NMU, which further emphasizes sparseness, has been proposed to analyze hyperspectral images [44].

### 2.4.2 Orthogonal NMF and Clustering Capabilities

Dimensionality reduction can be exploited for endowing NMF with clustering capabilities. The theoretical relationship between NMF (with additional orthogonal constraints on its factors), k-means, and spectral-based clustering was demonstrated [31], while the mathematical equivalence between orthogonal NMF and a weighted variant of spherical k-means was proved together with some indications about the cases in which orthogonal NMF should be preferred over k-means and spherical k-means [98].

---

7 The symbol $W_{ij}$ denotes the $i$th column of $W$. The same applies for $H$. 

---
Clustering is one of the most useful tools in IDA, since it produces a summarized view of data that helps the analyst to understand data by means of compact and informative representations of large collections of samples [7]. Many different clustering methods exist in literature, like hierarchical clustering, prototype-based clustering, and density-based clustering (just to cite the most important ones). Hierarchical clustering yields a collection of nests groups of data, while in prototype-based clustering groups are represented in a compressed form through a prototype, i.e., an element belonging to the same domain of data. Finally in density-based clustering, groups are formed in regions of data space where data are more crowded. The choice of the most appropriate method is up to the data analyst.

In the case that prototype-based clustering is a convenient method for the problem at hand, NMF could be a valid tool. NMF has been widely used in clustering applications [101, 112] where the factors $W$ and $H$ have been interpreted in terms of cluster centroids and cluster membership, respectively.

From a geometric point of view, columns of $W$ are the axes of the sub-dimensional space where samples are spanned. They represent latent feature extracted from data. Vector samples are clustered according to their closeness to these basis vectors.

NMF without constraints finds a convex hull containing data points. However, [31] pointed out that adding orthogonality constraint to NMF algorithms is necessary to improve their clustering capabilities. In fact, the bases obtained from orthogonal NMF tend to point to the center of the clusters. The minimization problem in (2.8) has been modified imposing orthogonality constraint to the rows of the encoding matrix $H$ as follows:

$$\min_{W \geq 0, H \geq 0} \|X - WH\|_F^2, \quad \text{s.t. } HH^T = I. \quad (2.13)$$

Orthogonality constraint on the matrix $H$ forces samples belonging to the same cluster to be closer to same bases. In the same manner, a feature clustering can be achieved by imposing the orthogonality constraint on the columns of the basis matrix $W$ (i.e., $W^TW = I$).

As a natural consequence, [31] proposed a new minimization problem. Simultaneously, clustering of both features and objects (i.e., co-clustering) has been archived imposing orthogonality constraints on both columns of $W$ and rows of $H$.

$$\min_{W \geq 0, H \geq 0} \|X - WH\|_F^2, \quad \text{s.t. } W^TW = I, \quad HH^T = I. \quad (2.14)$$

In this representation, the matrix $W$ is the clustering indicator matrix, and the rows of the matrix $H$ are the cluster centers for the features clustering problem; while the matrix $H$ is the clustering indicator matrix, and the columns of the matrix $W$ are the cluster centers for the objects clustering problem. However, this double orthogonality constraint is very restrictive and it leads to a rather poor matrix low-rank approximation. Different multiplicative updates for NMF preserving orthogonality were recently proposed [23, 26, 61]. To overcome the limits of the two factor orthogonal NMF, tri-factors NMF–TNMF has been proposed. Particularly, TNMF adds an
extra factor to absorb the different scales of $X, W, H$ and to allow different number of clusters for features and objects, that is

$$X \approx USV,$$

being $X \in \mathbb{R}^{n \times m}$, $U \in \mathbb{R}^{n \times k}$, $S \in \mathbb{R}^{k \times l}$, $V \in \mathbb{R}^{l \times m}$, where the number of rows in $S$ correspond to the number of feature-clusters $k$, while the number of columns to the number of objects-clusters $l$.

The interested reader can find a deep investigation about NMF algorithms with orthogonality constraint and their application in clustering on [68, 73, 74, 87].

### 2.4.3 Semi-Supervised NMF

NMF is an unsupervised machine learning algorithm, in fact it allows to automatically extract human-significative feature from data and to reduce the dimensionality of data. As it has been shown in the previous paragraph, classical NMF algorithms, and constrained ones, are widely used in clustering applications. They group data in an unsupervised way, but without taking in account any prior information of data. However, when class labels are available, this knowledge could be injected in the factorization process, to improve the quality of clustering. Labeling dataset could be difficult, expensive, or time consuming, and often incomplete labels are available. Semi-supervised learning methods use a large amount of unlabeled data, together with labeled data, to train the process [94].

Different algorithms have been also proposed in the context of NMF to inject a priori knowledge. This can be done extending the objective function in (2.8) to include extra terms containing the available a priori knowledge (that could be class labels associated to the samples or pairwise constraints provided by the user, which indicate data to be clustered together—must link—and data that have not to be clustered together—cannot link). Research on NMF is going in the direction of considering it an interactive tool, instead of a black box. Semi-supervised NMFs allows to modify the factorization process taking in account the knowledge of the analyst. Some examples are [11, 19–22, 51–53, 64, 71, 77, 78, 83, 109, 111, 113].

With the idea of injecting a priori knowledge into NMF process, a new algorithm have been also proposed in the context of NMF to inject a priori knowledge. This can be done extending the objective function in (2.8) to include extra terms containing the available a priori knowledge (that could be class labels associated to the samples or pairwise constraints provided by the user, which indicate data to be clustered together—must link—and data that have not to be clustered together—cannot link). Research on NMF is going in the direction of considering it an interactive tool, instead of a black box. Semi-supervised NMFs allows to modify the factorization process taking in account the knowledge of the analyst. Some examples are [11, 19–22, 51–53, 64, 71, 77, 78, 83, 109, 111, 113].

With the idea of injecting a priori knowledge into NMF process, a new algorithm have been also proposed in the context of NMF to inject a priori knowledge. This can be done extending the objective function in (2.8) to include extra terms containing the available a priori knowledge (that could be class labels associated to the samples or pairwise constraints provided by the user, which indicate data to be clustered together—must link—and data that have not to be clustered together—cannot link). Research on NMF is going in the direction of considering it an interactive tool, instead of a black box. Semi-supervised NMFs allows to modify the factorization process taking in account the knowledge of the analyst. Some examples are [11, 19–22, 51–53, 64, 71, 77, 78, 83, 109, 111, 113].

With the idea of injecting a priori knowledge into NMF process, a new algorithm have been also proposed in the context of NMF to inject a priori knowledge. This can be done extending the objective function in (2.8) to include extra terms containing the available a priori knowledge (that could be class labels associated to the samples or pairwise constraints provided by the user, which indicate data to be clustered together—must link—and data that have not to be clustered together—cannot link). Research on NMF is going in the direction of considering it an interactive tool, instead of a black box. Semi-supervised NMFs allows to modify the factorization process taking in account the knowledge of the analyst. Some examples are [11, 19–22, 51–53, 64, 71, 77, 78, 83, 109, 111, 113].
2.4.3.1 Masked NMF

In MNMF the structure of the basis matrix $W$ is defined by a user-provided mask matrix. The analyst specifies the parts she is interested to discover in data and the MNMF technique extracts the subset of data that are actually represented by those parts [13].

From the vector representation of data, it is possible to observe that each sample is represented by a vector $x \in \mathbb{R}^n_+$ of $n$ features $\{f_1, \ldots, f_n\}$. A part $p$ is defined as a sparse vector in $\mathbb{R}^n$ where at least two components are nonzero. A feature belongs to a part iff its value is nonzero. In this way the factorization process is constrained to describe data as a linear correlation of different parts, whose features are linearly correlated among them. The structure of the part (i.e., the features set to zero, thus excluded by the part), as well as the number of parts, constitutes the a priori knowledge and is user-defined.

To obtain basis factors that are able to extract parts, the columns $w_k$ in $W$ are constrained to contain only few nonzero elements. Factors possessing this type of structure enable the elicitation of local linear relationships in subsets of data and therefore it is very useful for IDA.

A binary matrix $P \in \{0, 1\}^{n \times k}$, with the same dimensions of the basis matrix $W$ is used as mask for the NMF problem. Particularly, the mask matrix $P$ is used to identify the parts that the analyst would like to extract from data. This is accomplished by defining $P$ as a set of $k$ column vectors, where each element in a column is 1 if the corresponding feature has to be selected, 0 if it has not be considered.

To incorporate the additional constraint described above, the NMF minimization problem (2.7) has been extended to automatically impose the structure of the mask $P$ to the basis matrix $W$:

$$
\min_{W \geq 0, H \geq 0} 2 \left\| X - (P \odot W) H \right\|_F^2 + 1 \left\| P \odot \tilde{W} \right\|_F^2,
$$

(2.16)

where $\tilde{w}_{ij} = \exp(-w_{ij})$ and $P \in \{0, 1\}^{n \times k}$ and $\lambda \geq 0$ is a regularization parameter.

The objective function in (2.16) is composed of two terms: the first one represents a weighted modification of the classical NMF problem where the mask matrix $P$ is used to fix the structure the basis matrix $W$ has to possess. The second term is a penalty term used to enhance the elements $w_{ij}$ corresponding to elements $p_{ij} = 1$. For this purpose, the exponential function has been chosen; when the value of an entry $w_{ij}$ of $W$ is small, it is increased by the penalty term, when it is high the penalty tends to zero. The choice of the exponential function allow us to prevent that zero values correspond to features that we want to include in the parts. The regularization parameter $\lambda \geq 0$ is used to balance the influence of the two terms.

Two updating formulas for the factors $W$ and $H$ have been derived as a modification of the standard multiplicative update rules of Lee and Seung, taking into account the mask constraint [16].

A query-based MNMF algorithm is used to select the parts in the query that are actually represented by data samples. However, the selected parts are generally
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represented by a subset of data only. The algorithm uses the information in the encoding matrix $H$ to understand if samples have been correctly reconstructed by the selected parts. Particularly, the elements of each column of the encoding matrix $H$ codify the information needed to identify the factors (columns of $W$) used to reconstruct each sample in the low-rank subspace. They codify the importance of each basis vector in approximating data sample; if a coefficient is very small, then the corresponding basis vector is useless in approximating the sample; as a consequence, data sample does not contain the part represented by this basis vector.

A user-defined threshold is used to quantify the goodness of the reconstruction.

Figure 2.4 shows a simple encoding matrix $H$ obtained with a synthetic dataset $X$ where linear relations among feature are present. On the rows there are the parts and on the columns the samples. Colors in the image highlight the parts that have been used to reconstruct the samples. Different colors indicate how good the reconstruction have been. For instance, samples from 1 to 50 have been perfectly reconstructed using only the first part $P_1$. This means that, in this subset of data, a local linear relationship between the first and the second features is present. In fact, the first part, corresponding to the first column of $P$, selects the first and the second features.

An automatic procedure is used to extract the subset of data that are actually represented by the parts, discarding those data in the matrix $X$ that do not find a clear representation by the parts and returning the subset of samples that contains the selected parts.

2.5 An Illustrative Example: NMF for Educational Data Mining

In order to illustrate the use of NMF for intelligently analyzing real-world data, an application of some NMF variants is discussed in the realm of educational data mining.
Educational data mining (EDM) aims at extracting useful knowledge from data coming from e-learning scenarios [100]. The different methods in EDM are designed to collect, store, and analyze data coming from learning and evaluation processes of students, in order to detect conceptual categories that are not directly observable, such as attitudes, interests, values, personality, cognitive abilities, etc.

Roughly speaking, two fundamental theories influence the choice of the appropriate method for analyzing e-learning data: classical test theory (CTT) [106] and item response theory (IRT) [82]. Both are based on the assumption that the answers to specific tests can be considered as manifestations of some skills, which are not immediately observable but can be indirectly derived from the answers.

In this context, NMF can be used to analyze data coming from student questionnaires, in order to identify the latent factors involved in the learning process. Particularly, given a data matrix \(X\) (score matrix) representing the answers of the students to the questions (items) in a test, NMF decomposes it in two factor matrices \(W\) and \(H\), such that \(W\) encodes the relations between the latent factors (skills) and the questions, while \(H\) describes the abilities of the students with respect to these latent factors. The latent factors are represented with nonnegative vectors of skill, such that the skills of each student can be defined as a linear combination of these vectors.

The extracted information provides the building blocks of a learning cognitive model, which corresponds to a particular matrix, the so-called question matrix (Q-matrix) describing the student necessary skills to adequately answer the questionnaires [105]. Since the skills do not occur explicitly (the actual presence of a particular skill can be only hypothesized on subjective bases), the construction of a Q-matrix is a nontrivial process. To overcome this difficulties, the NMF could be used to automatically extract a Q-matrix \((W)\) [17, 28].

In order to show the application of NMF for extracting a Q-matrix, the SAT dataset has been used.\(^8\) The dataset reports the answers of 296 students to 40 questions (items) on four subjects: Mathematics (items 1–10), Biology (item 11–20), History (items 21–30), and French (items 31–40) [27] from published study guides for the SAT Subject Tests.\(^9\)

The left panel of Fig. 2.5 represents the Q-matrix \(W\) obtained applying the standard NMF to SAT. Each row represents a skill, while the columns identify the items. The gray shade of each cell indicates the weight of each skill in characterizing the corresponding item; the lightest shades indicate the heaviest weights. As it can be observed, the first and the second skills are mainly composed by contiguous groups of items, while the last two skills are described by scattered items in the dataset.

Since the items correspond to contiguous questions on the same subject (in blocks of ten), it is possible to conclude that the skills number one and two are semantically aligned with the subjects related to the two groups of contiguous items (specifically, Mathematics, and French), while the third and fourth skills are defined by a composition of the remaining subjects (Biology and History). The latter could represent


\(^9\) http://sat.collegeboard.org.
“mixed abilities” that cannot be semantically framed in one of the a prior known subjects. These results could suggest a reorganization of the questions to adapt the arguments to the skills, or on the contrary they could suggest more interdisciplinary skills.

The right panel of the Fig. 2.5 illustrates the first ten columns of the matrix $H$ resulting after factorization. This matrix identifies the degrees to which a student has acquired a particular skill. Information in $H$ allows to highlight the skills in which each student is more or less experienced and to group the students according to their abilities, for example, to organize remedial courses.

Constrained versions of NMF could be used to add extra knowledge to the Q-matrix. For instance, by adding the sparsity constraint to NMF, the resulting Q-Matrix is more sparse, i.e., each skill is described by few items. Thus, the sparsity constraint allows to restrict the influence the items have on the skills. The most semantically relevant items can be automatically extracted, thus facilitating the analysis when the number of items is very high. On the other hand, by adding the orthogonal constraint, NMF produces a Q-matrix where skills are well separated, i.e., few items simultaneously belong to different skills. Finally, if the analyst possesses a priori information on the skills required to solve each question, she could impose these relationships by using the masked version of NMF (MNMF).

On the overall, this example gives an idea of the possibilities of NMF as an intelligent analysis tool. The different constraints can be used to reflect the needs of an analyst in the peculiar educational context.

2.6 Conclusions

In this chapter several variants of NMF algorithms have been analyzed in order to highlight their usefulness in the context of Intelligent Data Analysis.

Particularly, it has been pointed out how sparseness and orthogonality constraints have been used to modify classical NMF algorithms in order to overcome their limitations as holistic bases not corresponding with the part-based expected, and not unique decomposition. Moreover, it has been shown how to incorporate a priori knowledge
in the factorization process. Semi-supervised NMF algorithm which inject meta-information about samples by adding extra matrices are also briefly introduced. A novel algorithm used to impose user-defined structure to the reduced space in which data are approximated has been also presented in some details.

The potentialities of NMF as a promising tool for IDA have been stressed: dimensionality reduction, clustering, and part-based representation. However, this chapter could be considered as a starting point in the research panorama in which NMF is no more a black box, but an interactive tool that can be driven by data analyst capabilities.
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