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Abstract. Literatures have indicated that well-balanced groups facilitate students’ learning performance in collaborative learning environments. For instructors, to construct well-balanced groups needs to take efforts and time to consider large number of students and characteristics. Hence, how to automatically construct well-balanced collaborative learning groups has been a popular issue for collaborative learning. This paper proposes a genetic algorithm (GA)-based grouping strategy to assist instructors in constructing inter-homogeneous and intra-heterogeneous collaborative learning groups considering multiple student characteristics. Several data sets with different problem sizes, such as number of students and characteristics, are employed as experimental materials. Experimental results have demonstrated that the proposed grouping method is effective, efficient and robust.
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1 Introduction

Collaborative learning is defined as learners learning together in order to solve problems and accomplish common goals [1], which has validated as one useful technique to enhance students’ learning performance in education context [2–4]. Further, adequate groups can assist learners to promote their learning performance through the interactions of group members [5–7]. Numerous researches have indicated the factors that influence collaborative learning success, including inter-group homogeneity, intra-group heterogeneity, grouping criteria and so on [8–10]. The grouping criterion contains different grouping characteristics of students, such as knowledge level, leadership, gender, and so on [10–13]. That is, how to construct adequate groups is one of the important issues in collaborative learning.

Since the number of students and characteristics become larger which results in that grouping problem is harder to solve by instructors, the consideration for all the student characteristics becomes a multi-objective problem. Hence, to cope the aforementioned
problems, this paper proposes a grouping strategy which adopts Genetic algorithm (GA) [11, 14, 15] with Technique for Order Performance by Similarity to Ideal Solution (TOPSIS) [7, 16] to achieve inter-homogeneous and intra-heterogeneous collaborative learning groups. The reasons adopting GA with TOPSIS in this paper is that GA with TOPSIS is one suitable method to solve grouping problems for multiple objectives problems. Besides, the proposed grouping strategy can facilitate instructors to obtain a better grouping result within a reasonable computation time, even for large scale problems. To evaluate the performance and robustness of the proposed strategy, several experiments with different problem sizes have also been conducted to compare the proposed method with other competing strategies.

The rest of this paper is organized as follows. Section 2 introduces the basic concepts of GA and TOPSIS. Section 3 describes the mathematical and algorithmic formulation of the proposed grouping strategy. Section 4 analyzes the results with different problem sizes. Section 5 presents the conclusions of the proposed strategy.

2 Related Work

This section describes the basic concepts of Genetic algorithm (GA), and Technique for Order Performance by Similarity to Ideal Solution (TOPSIS).

GA is proposed by Holland in 1975 [17]. The spirit of GA is “natural selection and survival of the fittest”, and it has been widespread used in many complex optimization problems. GA comprises several components processing including chromosome encode, initial population, fitness evaluation and three genetic operator including selection operator, crossover operator and mutation operator. Each operation is detailed in the following section.

TOPSIS is proposed by Hwang and Yoon in 1981 [18]. TOPSIS has solved many decision making multi-objective problems. The procedure of TOPSIS can be described in the following four steps [19, 20]:

Step 1. Constructs a $I \times Q$ decision matrix with respect to $I$ alternatives and $Q$ criteria
Step 2. Determines the positive-ideal solution and negative-ideal solution
Step 3. Uses the m-dimensional Euclidean distance to compute two measures
Step 4. Computes the relative closeness to the ideal solution

3 The Proposed Strategy

The details of different components and main features of the proposed method will be shown in this section. Of them one special component focuses on pre-categorizing all students in order to ensure the quality of intra-heterogeneous groups. The other components include the encoding of solutions, initial population, fitness function, the selection, crossover, and mutation. The final subsection describes the elitism. Figure 1 presents the flow of the proposed method.
3.1 Pre-categorizing

To evaluate all features, each characteristic of a student in a class must be a numerical value. However, each characteristic may have different values spreading in a range, which includes following steps:

Step 1. Normalizing every considered characteristic should be taken. After normalization, every characteristic is fitted between 0 and 1. It is calculated as following:

\[ Z_{sq} = \frac{X_{sq} - X_{q}^{\min}}{X_{q}^{\max} - X_{q}^{\min}} \]  

Step 2. The characteristics of each student are calculated to obtain their represented value \( P_s \) which represents their overall performance in the class with \( S \) students

Step 3. The mean value \( \bar{P} \) and standard deviation \( P^o \) of the class are derived from all students' \( P_s \) value in the class

Step 4. Three categories \( L_i \), where \( 1 \leq i \leq 3 \), which represent low, medium and high performance of the students were divided based on the mean \( \bar{P} \) and the standard deviation \( P^o \). The concept is expressed as Eq. (2) and \( N_s \) is denoted as a student, where \( 1 \leq s \leq S \)

\[
L_1 = \{N_s | P_s < \bar{P} - P^o\} \\
L_2 = \{N_s | \bar{P} - P^o \leq P_s \leq \bar{P} + P^o\} \\
L_3 = \{N_s | \bar{P} + P^o < P_s\} 
\]  

Step 5. The number of students in three categories are calculated to obtain their respective ratio \( R_{Li} \), where \( 1 \leq i \leq 3 \), for the summation fitting the instructor’s assignment in which each group has \( M \) members. The operations for
calculating ratio of three categories is expressed in the following Ratio-calculating Algorithm, where \( N_{L_i} \) denotes number of members in category \( L_i \).

Let \( TE \) denotes total error value of the ratio, \( CP_i \) denotes the carrying probability of the corresponding ratio \( R_{L_i} \), and \( \varepsilon_i \) denotes the carry value of the corresponding ratio \( R_{L_i} \), where the \( \varepsilon_i \) must be 1 or 0.

Furthermore, the students are sorted into three new categories \( L'_i \), where \( 1 \leq i \leq 3 \), according to the ratio shown in Eq. (3), where \( N'_s \) denotes sorted students in ascending order.

\[
L'_1 = \left\{ N'_s \mid 1 \leq s \leq \left\lfloor \frac{S}{M} \right\rfloor R_{L_1} \right\}
\]
\[
L'_2 = \left\{ N'_s \mid S \right\rfloor R_{L_1} \leq s \leq \left\lfloor \frac{S}{M} \right\rfloor (R_{L_1} + R_{L_2}) + S \text{ mod } M \right\}
\]
\[
L'_3 = \left\{ N'_s \mid \left( R_{L_1} + R_{L_2} \right) + S \text{ mod } M \leq s \leq \left\lfloor \frac{S}{M} \right\rfloor (R_{L_4} + R_{L_2} + R_{L_3}) + S \text{ mod } M \right\}
\]
3.2 Encoding of the Solution and Initial Population

In GA, a chromosome, i.e. an individual, represents a feasible solution for problem. An individual with \( S \) students is represented by a matrix. The number of columns in the matrix corresponds to \( M \) members of each group and the number of rows corresponds to \( G \) groups. If there are \( S \mod M \) remainder students, there will be \( S \mod M \) groups having \( M + 1 \) members.

<table>
<thead>
<tr>
<th>An individual</th>
<th>Level 1</th>
<th>Level 2</th>
<th>Level 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 2</td>
<td>3 4 5</td>
<td>6 7</td>
<td></td>
</tr>
<tr>
<td>8 9</td>
<td>10 11</td>
<td>12 13</td>
<td></td>
</tr>
<tr>
<td>14 15</td>
<td>16 17</td>
<td>18 19</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. An example of an individual

In initial population stage, the students are randomly assigned to their corresponding levels according to the ratios of three categories. Hence, each group has three categories members with the ratios. An example of an individual is shown in Fig. 2. The Levels 1, 2 and 3 collect the students belonging to categories \( L_1, L_2 \) and \( L_3 \), respectively.

3.3 Fitness Evaluation

The main goal of the proposed method is to obtain inter-homogeneous and intra-heterogeneous groups. Therefore, it is important to define an adequate evaluation to fit the main goal. In this paper, the fitness evaluation is for evaluating the fitness value of individuals with \( Q \) characteristics. The grouping problem is to optimally assign \( S \) students, each with \( Q \) characteristics, to \( G \) groups. To address the problem, a fitness value \( F_i \) was shown in Eq. (4), where \( \bar{GP} \), \( GP^\sigma \) and \( \omega \) respectively denote the mean value of all groups of an individual, the standard deviation of all groups of an individual, and the weight of \( \bar{GP} \) and \( GP^\sigma \). In Eq. (4), \( GP_g \) denotes the relative closeness to the ideal solution for the \( g \)th group of an individual, where \( 1 \leq g \leq G \). Equation (5) expresses the mathematical formulation of \( GP_g \), where \( W_q, E_g \) and \( Z_{g,q}^s \) respectively denote the weight of criteria \( q \), the number of members in the \( g \)th group, and the value of the \( q \)th criterion of the \( s \)th learner of the \( g \)th group of an individual. The ideal value of \( V^+ \) and \( V^- \) must be 1 or 0 according to the criteria \( q, 1 \leq q \leq Q \).

\[
F_i = \omega \cdot \bar{GP} + (1 - \omega) \cdot (1 - GP^\sigma),
\]

where \( \bar{GP} = \frac{\sum_{g=1}^{G} GP_g}{G} \) and \( GP^\sigma = \sqrt{\frac{\sum_{g=1}^{G} (GP_g - \bar{GP})^2}{G - 1}} \) (4)
\[ GP_g = \sqrt{\sum_{q=1}^{Q} \left( \frac{E_g}{E_g} - V_q^{-1} \right)^2 \cdot W_q} \]

\[ \sqrt{\sum_{q=1}^{Q} \left( \frac{E_g}{E_g} - V_q^{-1} \right)^2 \cdot W_q} + \sqrt{\sum_{q=1}^{Q} \left( \frac{E_g}{E_g} - V_q^{-1} \right)^2 \cdot W_q} \]

where \( E_g = \begin{cases} M + 1, & g \leq S \mod M \\ M, & \text{others} \end{cases} \)

3.4 Selection Operator

The objective of selection operator is selecting the better individuals from current population to ensure the more suitable individuals can be preserved in next generation. Roulette wheel selection mechanism [21] is employed in this paper. Figure 3 presents an example of Roulette wheel. An individual \( i \) of current population has a portion \( A_i \) of all areas in the roulette according to their fitness value \( F_i \) and has a random probability to select the corresponding individual in next generation. The larger proportion an individual has in the area, the more probability it can be preserved in next generation.

3.5 Crossover Operator

The goal of crossover operator is interchanging genes of individuals to recombine features. C1 operator is one of the famous crossover operator [22]. One version of C1 operator [10] is modified to fit the chromosome data structure in this proposed strategy. There are two steps in the proposed version. Firstly, chooses two parents with crossover probability \( P_c \) to do crossover and randomly generates crossover points for each group. Next, offspring preserves the corresponding parent’s left part of genes according to the crossover point of each row while the right part of genes are derived from the order of genes in different levels of the other parent.

3.6 Mutation Operator

The goal of mutation operator is altering genes to reproduce new individuals [23]. The mutation operator includes two steps in the proposed strategy. In the first step, each
level has a probability $P_l$ to do mutation. In the second steps, if a level is selected then two genes are randomly chosen to swap in the selected level.

3.7 Elitism

In this stage, the proposed strategy uses the elitist schema to select the best individual to replace the worst one from the population in generation $k$. Therefore, it can be sure that the population is better in generation $k + 1$ than in generation $k$ and the best individual will be kept in $k + 1$ generation.

4 Experiments and Discussions

This paper employs several data sets, such as number of students and characteristics, with different problem sizes as experimental materials to analyze the solution quality, executing time, search speed and stability. Subsect. 4.1 describes the experimental setting. Subsect. 4.2 compares the performance including execution time and search speed of the proposed strategy with other competing methods. Subsect. 4.3 analyzes the solution quality of the proposed strategy. Subsect. 4.4 presents the analyses of robustness.

4.1 Experimental Setting

All experiments run on a laptop computer with an Intel Core i7, 2.10 GHz processor, 4 GB RAM using C programming language in CodeBlocks environments. There are five students in each group. The probability of crossover is set to 0.85, the probability $P_l$ is set to 0.15, the population size is set to 20 and the number of generation is set to 100. Each scenario is run 100 times for calculating the average fitness value of the 100 runs in order to get the objective representation of fitness value and execution time of each data set. There are different problem sizes of simulated (uniformly distribution) data sets with four characteristics to compare among random, GA [10] and the proposed method. The first and the second characteristics are set to positive features while the third and the fourth are set to negative features. Each weight of characteristic is set to 0.5.

4.2 Performance Comparisons

For random, GA and the proposed strategy, Tables 1 and 2 present the performance results with different number of students and characteristics, where the performance contains fitness value and execution time. Table 1 shows that random method can save more execution time than GA and the proposed method, but it has poorer fitness value than the others with different number of students. In addition, the proposed strategy can use less execution time to obtain the nearer optimal solution than GA method. Table 2 shows that no matter what the number of characteristics is, the proposed strategy is more effective.
The proposed strategy has the most effective than the other two methods. To sum, the proposed strategy has the most effective than the other two methods.

Furthermore, in order to compare the search speed of the proposed strategy with GA method, Fig. 4 presents the variations of optimal fitness value within 1000 generations. It shows the proposed strategy is more efficient than GA because that when the optimal fitness value is set to 0.787, the proposed strategy needs 54 generations and GA needs 340 generations to evolution. In other words, GA will spend more time and efforts to get the same fitness value than the proposed strategy.

Table 1. Compare the performance among random, GA, and the proposed strategy with increasing number of students

<table>
<thead>
<tr>
<th>Number of students</th>
<th>Random</th>
<th>GA</th>
<th>The proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fitness value</td>
<td>Execution time</td>
<td>Fitness value</td>
</tr>
<tr>
<td>50</td>
<td>0.777272</td>
<td>0.00024</td>
<td>0.786725</td>
</tr>
<tr>
<td>100</td>
<td>0.775255</td>
<td>0.00037</td>
<td>0.780705</td>
</tr>
<tr>
<td>150</td>
<td>0.778487</td>
<td>0.00065</td>
<td>0.782882</td>
</tr>
<tr>
<td>300</td>
<td>0.776038</td>
<td>0.00124</td>
<td>0.778784</td>
</tr>
<tr>
<td>500</td>
<td>0.778968</td>
<td>0.00227</td>
<td>0.780785</td>
</tr>
</tbody>
</table>

Table 2. Compare the performance among random, GA, and the proposed strategy with increasing number of characteristics

<table>
<thead>
<tr>
<th>Number of characteristics</th>
<th>Random</th>
<th>GA</th>
<th>The proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fitness value</td>
<td>Execution time</td>
<td>Fitness value</td>
</tr>
<tr>
<td>10</td>
<td>0.680890</td>
<td>0.00054</td>
<td>0.702620</td>
</tr>
<tr>
<td>20</td>
<td>0.689808</td>
<td>0.00083</td>
<td>0.704013</td>
</tr>
<tr>
<td>30</td>
<td>0.696040</td>
<td>0.00100</td>
<td>0.707440</td>
</tr>
<tr>
<td>50</td>
<td>0.694084</td>
<td>0.00152</td>
<td>0.702103</td>
</tr>
</tbody>
</table>

Fig. 4. Evolution of optimal fitness of 50 students with GA and the proposed strategy
4.3 Comparison of Grouping Results

In this subsection, to compare the grouping results of three methods, Tables 3 and 4 present the standard deviation of the inter-groups and intra-groups against different number of students and characteristics. Table 3 shows that despite different number of students, the proposed method always has smaller standard deviation of inter-groups and larger standard deviation of intra-groups than the random and GA methods. Table 4 shows that no matter what number of characteristics is the standard deviation of inter-groups and intra-groups of the proposed method is better than random and GA methods. In other words, the proposed method has better grouping results than random and GA methods against different number of characteristics.

Table 3. Compare standard deviation of inter-groups and intra-group among random, GA, and the proposed strategy with increasing number of students

<table>
<thead>
<tr>
<th>Number of students</th>
<th>Random</th>
<th>GA</th>
<th>The proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Inter-SD</td>
<td>Intra-SD</td>
<td>Inter-SD</td>
</tr>
<tr>
<td>50</td>
<td>0.021734</td>
<td>0.314234</td>
<td>0.003427</td>
</tr>
<tr>
<td>100</td>
<td>0.018829</td>
<td>0.276894</td>
<td>0.008167</td>
</tr>
<tr>
<td>150</td>
<td>0.018885</td>
<td>0.273964</td>
<td>0.010420</td>
</tr>
<tr>
<td>300</td>
<td>0.019386</td>
<td>0.284001</td>
<td>0.014084</td>
</tr>
<tr>
<td>500</td>
<td>0.017681</td>
<td>0.260933</td>
<td>0.014189</td>
</tr>
</tbody>
</table>

Note: Inter-SD: standard deviation of inter-groups; Intra-SD: standard deviation of intra-groups.

Table 4. Compare standard deviation of inter-groups and intra-group among random, GA, and the proposed strategy with increasing number of characteristics

<table>
<thead>
<tr>
<th>Number of characteristics</th>
<th>Random</th>
<th>GA</th>
<th>The proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Inter-SD</td>
<td>Intra-SD</td>
<td>Inter-SD</td>
</tr>
<tr>
<td>10</td>
<td>0.049219</td>
<td>0.088284</td>
<td>0.007302</td>
</tr>
<tr>
<td>20</td>
<td>0.032909</td>
<td>0.059400</td>
<td>0.005383</td>
</tr>
<tr>
<td>30</td>
<td>0.026397</td>
<td>0.050038</td>
<td>0.004316</td>
</tr>
<tr>
<td>50</td>
<td>0.018552</td>
<td>0.033570</td>
<td>0.003243</td>
</tr>
</tbody>
</table>

Note: Inter-SD: standard deviation of inter-groups; Intra-SD: standard deviation of intra-groups.

4.4 Comparisons of Robustness

To analyze the robustness of optimal fitness values obtained from the random, GA and the proposed strategy, two different data sets, such as different number of students and characteristics, will be conducted to compare the proposed strategy with random and GA methods. Each method would run 100 times with each data set then the standard deviation of these 100 optimal fitness values is computed. Figure 5 shows the variations of standard deviation of the optimal fitness values derived from the proposed strategy is significantly better than the other competing methods. The proposed strategy is more stable than the other two with different number of students. Figure 6 shows that
the variations of standard deviation of optimal fitness values derived from the proposed strategy is more stable than the other two methods.

5 Conclusion

This paper has proposed the grouping strategy based on GA to address multiple characteristics grouping problems for cooperative learning environments, which constructs better inter-homogeneous and intra-heterogeneous groups. In this paper, the precategorization stage and a well-designed chromosome-like data structure has designed to enhance the performance of the proposed strategy. Furthermore, a novel mutation operator is designed for fitting the chromosome, which improves the performance but doesn’t lead to non-convergence of the solution.
To evaluate the proposed strategy, several data sets with different problem sizes, such as number of students and characteristics, were conducted to compare the solution quality, executing time, search speed and stability of the proposed strategy with the other methods. The experimental results have demonstrated the proposed grouping strategy (1) possesses better performance, grouping result and robustness than the random and GA methods, and (2) achieves the goal of obtaining better inter-homogeneous and intra-heterogeneous groups.
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