Preface

This book provides a fundamental method of bridging data mining and knowledge management, which are two important fields recognized respectively by the information technology (IT) community and business analytics (BA) community. For a quit long time, IT community agrees that the results of data mining are “hidden patterns”, not “knowledge” yet for the decision makers. In contrast, BA community needs the explicit knowledge from large database, now called Big Data in addition to implicit knowledge from the decision makers. How to human experts can incorporate their experience with the knowledge from data mining for effective decision support is a challenge. There some previous research on post data mining and domain-driven data mining to address this problem. However, the findings of such researches are preliminary; either based on heuristic learning, or experimental studies. They have no solid theoretical foundations. This book tries to answer the problem by a term, called “Intelligent Knowledge.”

The motivation of the research on Intelligent Knowledge was started with a business project carried out by the authors in 2006 (Shi and Li, 2007). NetEase, Inc., a leading China-based Internet technology company, wanted to reduce its serious churn rate from the VIP customers. The customers can be classified as “current users, freezing users and lost users”. Using a well-known tool of decision tree classification algorithm, the authors found 245 rules from thousands of rules, which could not tell the knowledge of predicting user types. When the results were presented to a marketing manager of the company, she, with her working experience (domain knowledge), immediately selected a few rules (decision support) from 245 results. She said, without data mining, it is impossible to identify the rules to be used as decision support. It is data mining to help her find 245 hidden patterns, and then it is her experience to further recognize the right rules. This lesson trigged us that the human knowledge must be applied on the hidden patterns from data mining. The research is to explore how human knowledge can be systematically used to scan the hidden patterns so that the latter can be upgraded as the “knowledge” for decision making. Such “knowledge” in this book is defined as Intelligent Knowledge.

When we proposed this idea to the National Science Foundation of China (NSFC) in the same year, it generously provided us its most prestigious fund, called
“the Innovative Grant” for 6 years (2007–2012). The research findings presented in this book is part of the project from NSFC’s grant as well as other funds.

Chapter 1–6 of this book is related to concepts and foundations of Intelligent Knowledge. Chapter 1 reviews the trend of research on data mining and knowledge management, which are the basis for us to develop intelligent knowledge. Chapter 2 is the key component of this book. It establishes a foundation of intelligent knowledge management over large databases or Big Data. Intelligent Knowledge is generated from hidden patterns (it then called “rough knowledge” in the book) incorporated with specific, empirical, common sense and situational knowledge, by using a "second-order" analytic process. It not only goes beyond the traditional data mining, but also becomes a critical step to build an innovative process of intelligent knowledge management—a new proposition from original data, rough knowledge, intelligent knowledge, and actionable knowledge, which brings a revolution of knowledge management based on Big Data. Chapter 3 enhances the understanding about why the results of data mining should be further analyzed by the second-order data mining. Through a known theory of Habitual Domain analysis, it examines the effect of human cognition on the creation of intelligent knowledge during the second-order data mining process. The chapter shows that people’s judgments on different data mining classifiers diverge or converge can inform the design of the guidance for selecting appropriate people to evaluate/select data mining models for a particular problem. Chapter 4 proposes a framework of domain driven intelligent knowledge discovery and demonstrate this with an entire discovery process which is incorporated with domain knowledge in every step. Although the domain driven approaches have been studied before, this chapter adapts it into the context of intelligent knowledge management to using various measurements of interestingness to judge the possible intelligent knowledge. Chapter 5 discusses how to combine prior knowledge, which can be formulated as mathematical constraints, with well-known approaches of Multiple Criteria Linear Programming (MCLP) to increase possibility of finding intelligent knowledge for decision makers. The proposed is particular important if the results of a standard data mining algorithm cannot be accepted by the decision maker and his or her prior (domain) knowledge can be represented as mathematical forms. Following the similar idea of Chapter 5, when the human judgment can expressed by certain rules, then Chapter 6 provides a new method to extract knowledge, with a thought inspired by the decision tree algorithm, and give a formula to find the optimal attributes for rule extraction. This chapter demonstrates how to combine different data mining algorithms (Support vector Machine and decision tree) with the representation of human knowledge in terms of rules.

Chapter 7–8 of this book is about the basic applications of Intelligent Knowledge. Chapter 7 elaborates a real-life intelligent knowledge management project to deal with customer churn in NetEase, Inc.. Almost all of the entrepreneurs desire to have brain trust generated decision to support strategy which is regarded as the most critical factor since ancient times. With the coming of economic globalization era, followed by increasing competition, rapid technological change as well as gradually accrued scope of the strategy. The complexity of the explosive increase made only by the human brain generates policy decision-making appeared to be inadequate.
Chapter 8 applies a semantics-based improvement of Apriori algorithm, which integrates domain knowledge to mining and its application in traditional Chinese Medicines. The algorithm can recognize the changes of domain knowledge and re-mining. That is to say, the engineers need not to take part in the course, which can realize intellective acquirement.
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