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Abstract  The alignment of the nuclear spins in parahydrogen can be transferred to other molecules by a homogeneously catalyzed hydrogenation reaction resulting in dramatically enhanced NMR signals. In this chapter we introduce the involved theoretical concepts by two different approaches: the well known, intuitive population approach and the more complex but more complete density operator formalism. Furthermore, we present two interesting applications of PHIP employing homogeneous catalysis. The first demonstrates the feasibility of using PHIP hyperpolarized molecules as contrast agents in $^1$H MRI. The contrast arises from the J-coupling induced rephasing of the NMR signal of molecules hyperpolarized via PHIP. It allows for the discrimination of a small amount of hyperpolarized molecules from a large background signal and may open up unprecedented opportunities to use the standard MRI nucleus $^1$H for, e.g., metabolic imaging in the future. The second application shows the possibility of continuously producing hyperpolarization via PHIP by employing hollow fiber membranes. The continuous generation of hyperpolarization can overcome the problem of fast relaxation times inherent in all hyperpolarization techniques employed in liquid-state NMR. It allows, for instance, the recording of a reliable 2D spectrum much faster than performing the same experiment with thermally polarized protons. The membrane technique can be straightforwardly extended to produce a continuous flow of a hyperpolarized liquid for MRI enabling important applications in natural sciences and medicine.
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1 Introduction

The hydrogenation of organic molecules with hydrogen enriched in the para-state creates a highly ordered spin state, resulting in the observation of largely enhanced NMR signals. In September 1987, Bowers and Weitekamp presented the first experimental verification of this effect. The title of the article, “para-hydrogen and Synthesis Allow Dramatically Enhanced Nuclear Alignment” [1], inspired the popular name PASADENA for experiments where the hydrogenation reaction and the NMR spectrum acquisition are accomplished within the strong magnetic field of the spectrometer. Large antiphase multiplets in the $^1$H NMR spectra were reported. These signals appeared to be approximately 100 times larger than the intensity of the signals acquired with hydrogen in thermal equilibrium at room temperature.

A few months later in the same year an independent work by Eisenschmid et al., reported similarly enhanced spectra in two different hydrogenation reactions [2]. The title “Para Hydrogen Induced Polarization in Hydrogenation Reactions” represented the inception of the widespread acronym for all kind of experiments involving enriched para-hydrogen i.e., PHIP.

In the next year (1988) another significant contribution was published by Pravica and Weitekamp [3], reporting the hydrogenation of styrene to ethylbenzene with enriched para-hydrogen. The reaction was carried out at low magnetic field and subsequently the sample tube was adiabatically transported into the high field of the spectrometer to perform the NMR experiment. The resulting spectra markedly differed from the PASADENA counterpart. It displayed two separate multiplets of opposite phases for the two proton sites of the product molecule occupied by para-hydrogen. They named this effect ALTADENA (Adiabatic Longitudinal Transport After Dissociation Engenders Net Alignment).
Since these initial publications the hydrogenation with para-hydrogen has become a promising technique to boost the low sensitivity of NMR. Hence, during the last two and a half decades the technique was used in a wide range of applications encompassing: the investigation of the kinetics of inorganic reactions \[4–6\]; to explore heterogeneous reactions \[7–9\]; the observation of the spatial distribution of hyperpolarized gases by MRI \[10, 11\]; the use as contrast agent in MRI \[12–15\]; the transfer of the accomplished hyperpolarization using either suitable pulse sequences \[16, 17\], adiabatic field cycling \[18\] or transport through level avoiding crossing \[19–21\]; the study of long lived states \[22–24\] originating from \(p\)-\(H_2\) \[25–28\] and, far from chemical applications, the particular \(p\)-\(H_2\) spin state has been used in the context of quantum information processes \[29–32\].

This chapter does not represent a thorough review of the applications of \(p\)-\(H_2\) and therefore the list of references presented here is necessarily incomplete. For a more complete discussion of the manifold applications of PHIP we refer the reader to the excellent review recently published by Green et al. \[33\] and to the contribution written by Duckett and Mewis within this book.

The emphasis of this chapter is on the theoretical aspects of PHIP, based mainly on a numerical approach, along with two experimental examples. In the theoretical part, first a short summary of the physics of para-hydrogen is given, followed by a treatment of NMR with PHIP in a population model approach. Next, the density operator formalism is introduced and the major features of PASADENA and ALTADENA are explained in this context. Finally, hyperpolarization transfer to a third spin is treated. In the experimental part we include two practical applications of PHIP. The first example shows the potential use of PHIP to create a novel contrast in \(^1\)H MRI. The second example is related to the achievement of continuous hyperpolarization with PHIP by means of hollow fiber membranes. Two model compounds are presented: one is soluble in water while the other one is soluble in organic solvents.

2 Theory

2.1 Spin Isomers of the Hydrogen Molecule

Among the applications of quantum mechanics in chemistry, one of the first triumphs was the successful calculation of the structure of very simple molecules. The simplest of all molecules is the hydrogen molecule-ion, \(H_2^+\), composed of two hydrogen nuclei and one electron. Within a year after the development of quantum mechanics, a description of the normal state of the hydrogen molecule-ion was obtained, in complete agreement with experiments. The next molecule, in terms of simplicity, is the hydrogen molecule. The contribution by Heitler and London in 1927 \[34\] is considered as the inception of the application of quantum mechanics to problems of molecular structure. However, the full treatment is rather complicated.
We include here only a short summary of the quantum mechanical properties of the hydrogen molecule (a detailed treatment can be found, for instance, in [35]).

The total wave function of the hydrogen molecule can be represented as the product of five functions:

$$\psi = \psi_{\text{orb}}^e \psi_{\text{s}}^e \psi_{\text{vib}}^n \psi_{\text{rot}}^n \psi_{\text{s}}^n,$$

(1)

describing the orbital motion of electrons, the electron spin state, the vibrational state of the nuclei, the rotational motion of the nuclei, and the nuclear spin state, respectively [35]. The first wave function, corresponding to the electronic ground state, $^1\Sigma_g^+$, is symmetric with respect to the electrons [36], the second is antisymmetric, and the rest are independent of the electrons’ variables and symmetric. This makes the entire wave function antisymmetric in the two electrons, as required by Pauli’s principle [37]. On the other hand, $\psi_{\text{orb}}^e$ is symmetric with respect to the nuclei [35]; $\psi_{\text{s}}^e$ is also symmetric because it is independent of nuclear coordinates. As the positions of both nuclei can be interchanged without affecting the vibrational state, the third function is symmetric. The overall symmetry of the total wave function depends, thus, on the symmetry of the product $(\psi_{\text{rot}}^n \psi_{\text{s}}^n)$.

Interchanging the two nuclei transforms $\psi_{\text{rot}}^n$ to [35, 37]

$$P_{12}(\psi_{\text{rot}}^n) = (-1)^J \psi_{\text{rot}}^n,$$

(2)

where $P_{12}$ represents the permutation operator that interchanges the nuclei’s positions and $J$ is the rotational quantum number. Hence, the rotational wave function is symmetric for even rotational states ($J = 0, 2, 4, \ldots$) and antisymmetric for odd rotational states ($J = 1, 3, 5, \ldots$). The nuclear spin function can be either symmetric or antisymmetric. Following the rules for adding angular momenta in quantum mechanics, it can be shown that the combination of the two spins corresponding to each nucleus gives four possible functions. They can be written as linear combinations of the direct product of the two possible spin orientations for each single spin, i.e., as

$$\psi_{+1}^T = |\alpha\alpha\rangle,$$

$$\psi_{0}^T = \frac{1}{\sqrt{2}} (|\alpha\beta\rangle + |\beta\alpha\rangle),$$

$$\psi_{-1}^T = |\beta\beta\rangle,$$

$$\psi_{0}^S = \frac{1}{\sqrt{2}} (|\alpha\beta\rangle - |\beta\alpha\rangle).$$

(3)

The functions are grouped according to their total angular momentum number. The first three functions have total spin $S = 1$ (with the z-projection indicated in the subindices) while the fourth function possesses total spin $S = 0$. They are commonly termed as triplet and singlet, respectively; the triplet is symmetric on the nuclei and the singlet is antisymmetric.
According to Pauli’s principle, the symmetric rotational functions must be combined with the singlet nuclear function, whereas each antisymmetric rotational function has to be associated with the three symmetric spin functions, to yield a total wave function being antisymmetric on the nuclei. Hence, there are two hydrogen isomers, one called para-hydrogen (p-H₂), having an antisymmetric nuclear spin function and existing only in even rotational states, and the other called ortho-hydrogen (o-H₂), having a symmetric nuclear spin function and existing only in the odd rotational states. Moreover, as the transition between even and odd rotational states implies a transition between singlet and triplet nuclear spin states, which is symmetry forbidden, the proportion of ortho- and para-hydrogen is quasistable at any given temperature. It was Dennison, back in 1927, who showed that the interconversion of o-H₂ to p-H₂ is extremely slow [38]. Two years later it was discovered by Bonhoeffer and Harteck [39] that catalysts such as charcoal accelerate the achievement of thermodynamic equilibrium, thus permitting the fast modification of the ratio o-H₂/p-H₂ by cooling or heating the gas.

### 2.2 Hydrogen Described from Statistical Mechanics

In order to quantitatively describe the state of an ensemble of hydrogen molecules it is necessary to resort to statistical mechanics. The partition function of the system [78] reads

\[ Z = \sum_i d_i e^{-E_i/kT}, \]  

(4)

where \( d_i \) represents the degeneracy of the \( i \)th energy level \( E_i \), \( k \) is the Boltzmann constant, and \( T \) the absolute temperature. Vibrational and electronic modes are not activated in hydrogen gas at room temperature or below [40] and therefore only the vibrational and electronic ground states are populated and contribute to the partition function. Thus, we need to focus only on the rotational and nuclear spin states. Using the Born–Oppenheimer rigid rotor approximation, the rotational energy levels can be expressed as

\[ E_J = J(J + 1) \frac{\hbar^2}{2I}, \]  

(5)

where \( I \) is the moment of inertia of the hydrogen molecule [35]. It can be clearly seen from Eq. (5) that the energy gap increases with the quantum number \( J \), being the first (i.e., \( E_{J=0} \rightarrow E_{J=1} \)) [40]:

\[ \Delta E_{J=0 \rightarrow J=1} = \hbar \times 3.7 \times 10^{12} \text{ Hz}. \]  

(6)
The energy differences between nuclear states are much smaller (in the order of Hz) and therefore the partition function can further be simplified by considering only the rotational energy levels with the extra degeneracy produced by the nuclear states.

The rotational energy levels are populated according to the Boltzmann equilibrium distribution, with the population of each state given by

\[ P_J = \frac{1}{Z} d_J d_S e^{-E_J/kT}. \]  

(7)

The factor \( d_J \) corresponds to the degeneracy of the rotational states, which is \((2J + 1)\) in the absence of electric and magnetic fields, and \( d_S \) is the degeneracy due to nuclear spin states. The population of each level can be recast as

\[ P_J = \frac{1}{Z} (2J + 1) d_S e^{-J(J+1)\theta_r/T}, \]  

(8)

where the rotational temperature has been defined as \( \theta_r = h^2/2IK \) [30, 41].

In Fig. 1a, b the populations of the first six rotational levels are plotted against the absolute temperature for \( \text{para} \)hydrogen \((J = 0, 2, 4)\) and \( \text{ortho} \)hydrogen \((J = 1, 3, 5)\), respectively. At very low temperatures \((T < 20 \text{ K})\) only the level corresponding to \( J = 0 \) is observably populated and, consequently, almost 100% of the hydrogen molecules in the gas will be in the \( \text{para} \)-state. As the temperature increases, more molecules initially at the lowest level populate the next levels. At room temperature the first four states are substantially more populated and contribute to the \( \text{para} \) and \( \text{ortho} \)hydrogen fractions.

The amount of \( \text{para} \)hydrogen at any temperature in thermal equilibrium is obtained by accounting the populations of all rotational levels with even quantum number:

\[ N_{\text{para}} = \frac{1}{Z} \sum_{J=\text{even}} (2J + 1) e^{-J(J+1)\theta_r/T}. \]  

(9)

This curve is displayed in Fig. 1c. The dashed vertical line points out the conversion temperature of \( T = 77 \text{ K} \), the boiling temperature of nitrogen, where the gas is comprised of equal amounts of \( p \)-H\(_2\) and \( o \)-H\(_2\). At room temperature the fraction of \( p \)-H\(_2\) is \( \sim 1/4 \).

### 2.3 Preparation of Enriched \( \text{para} \)hydrogen

The plot in Fig. 1c suggests the method of enriching hydrogen in the \( \text{para} \)-state. As stated above, the thermal equilibrium in an ensemble of hydrogen molecules involves transitions between nuclear states with different symmetry. Such
transitions are possible in the presence of perturbations involving the nuclear spins, but these perturbations are extremely small in pure hydrogen. In other words, it is possible to have hydrogen gas for a reasonably long time out of thermal equilibrium (ranging from days to weeks, depending on the container). In contact with a catalyst like charcoal, however, the paramagnetic centers make the transitions more likely, causing thermal equilibrium to occur very rapidly.

If a volume of hydrogen is cooled with, for instance, liquid nitrogen in the presence of a charcoal catalyst, it will quickly reach the situation marked with a dot in Fig. 1c. If the catalyst is removed afterwards and the gas is warmed up to room temperature the para-hydrogen amount is ~50%, in contrast to the ~25% expected in thermal equilibrium at the same temperature.

Note that if the cooling process is performed at temperatures lower than 20 K the gas will contain almost 100% para-hydrogen.

---

Fig. 1 (a) Population of the rotational levels $J = 0, 2, 4$, corresponding to para-hydrogen; (b) same as in (a) for ortho-hydrogen ($J = 1, 3, 5$); (c) para-hydrogen fraction present in an ensemble of hydrogen molecule in the gas phase at thermal equilibrium vs temperature. The dashed line depicts the nitrogen boiling temperature, i.e., 77 K
2.4 NMR Signal Enhancement with Enriched para-hydrogen: A Population-Oriented Approach

In order to understand intuitively the mechanism leading to the NMR signal enhancement when performing a hydrogenation reaction with hydrogen enriched in the \( \text{para} \)-state, it is useful to analyze the different NMR spectra focusing on the levels’ population differences. This is the most utilized approach described in several publications \([36, 42, 43]\), and we will shortly summarize it here for the sake of completeness. We will focus our attention on a homogeneous hydrogenation reaction where the hydrogen nuclei are transferred pairwise to a target molecule. The catalyst used for the hydrogenation reaction is crucial in these processes, because the enhanced signal arises only from those reactions capable to preserve the singlet symmetry of \( \text{para}-\text{H}_2 \). We assume that the \( \text{para}-\text{H}_2 \) protons in the target molecule form, at high fields, an AX system isolated from the rest of the molecule. An example of such a reaction is the hydrogenation of propiolic acid-\( d_2 \) catalyzed by \([\text{Rh(COD)}\text{dpdpb}]^+\text{BF}_4^-\)\([42]\).

When performing the reaction with thermal hydrogen at room temperature (i.e., hydrogen at thermal equilibrium) the NMR spectrum is independent of whether the reaction occurs at low or high magnetic field. We assume that the \( \text{para}-\text{H}_2 \) protons in the target molecule form, at high fields, an AX system isolated from the rest of the molecule. An example of such a reaction is the hydrogenation of propiolic acid-\( d_2 \) catalyzed by \([\text{Rh(COD)}\text{dpdpb}]^+\text{BF}_4^-\)\([42]\).

Fig. 2  NMR spectrum after a hydrogenation with natural abundance \( \text{para}-\text{H}_2 \). The four eigenstates in the initial \( \text{A}_2 \) spin system are equally populated. The transferred protons form an AX system in the target molecule.

In order to understand intuitively the mechanism leading to the NMR signal enhancement when performing a hydrogenation reaction with hydrogen enriched in the \( \text{para} \)-state, it is useful to analyze the different NMR spectra focusing on the levels’ population differences. This is the most utilized approach described in several publications \([36, 42, 43]\), and we will shortly summarize it here for the sake of completeness. We will focus our attention on a homogeneous hydrogenation reaction where the hydrogen nuclei are transferred pairwise to a target molecule. The catalyst used for the hydrogenation reaction is crucial in these processes, because the enhanced signal arises only from those reactions capable to preserve the singlet symmetry of \( \text{para}-\text{H}_2 \). We assume that the \( \text{para}-\text{H}_2 \) protons in the target molecule form, at high fields, an AX system isolated from the rest of the molecule. An example of such a reaction is the hydrogenation of propiolic acid-\( d_2 \) catalyzed by \([\text{Rh(COD)}\text{dpdpb}]^+\text{BF}_4^-\)\([42]\).

When performing the reaction with thermal hydrogen at room temperature (i.e., hydrogen at thermal equilibrium) the NMR spectrum is independent of whether the reaction occurs at low or high magnetic field. We assume that the gas is introduced in the bore and the reaction is carried out inside the magnet, as depicted in Fig. 2. The hydrogen forms an \( \text{A}_2 \) spin system described by the eigenfunctions of Eq. (3), and the four eigenstates are equally populated \((P = 0.25)\) out of the magnet. Inside the magnet the energy levels are accordingly modified and the population distribution follows the Boltzmann distribution, changing by an amount known as the Boltzmann factor, \( \epsilon = \frac{\hbar \gamma B_0}{kT_{\text{exp}}} \), of the order of \(10^{-5}\) for protons at room temperature and ordinary magnetic fields. After the reaction with thermal hydrogen, the transferred protons become an AX system described by the eigenfunctions of the Zeeman basis \([44]\), \( B = \{\alpha \alpha, \alpha \beta, \beta \alpha, \beta \beta\} \). The corresponding NMR spectrum consists of four lines of identical intensities, proportional to the Boltzmann factor, as pictorially shown in Fig. 2.
In contrast, if the experiment is performed with hydrogen enriched in the para-state, the final result strongly depends on the magnetic field at which the reaction is accomplished. There are two main procedures distinguished in the literature: PASADENA, where the gas is transported to the magnet and the reaction is carried out at the same magnetic field strength at which the NMR experiment is performed (typically high magnetic fields [1, 45]), and ALTADENA, where the reaction is conducted at low field and the product is subsequently moved into the magnet to start the NMR experiment.

Let us consider hydrogen gas with an excess of population in the para-state denoted as $\Delta P$, ranging from 0 (thermal hydrogen) to 3$P$ (pure para-hydrogen). Then the total population of the singlet and triplet states are $P + \Delta P$ and $P - \Delta P$, respectively. Inside the magnet the populations of the levels corresponding to $\psi_{+1}^T$ and $\psi_{-1}^T$ are corrected by $\epsilon$ due to the Boltzmann equilibrium distribution (see Fig. 3).

Right after the reaction the excess population of $\psi_0^S$ equally populates the levels labeled as $|\alpha\beta\rangle$ and $|\beta\alpha\rangle$ in the product molecule. As a result, the NMR spectrum presents two antiphase doublets with intensities of the order of $2\epsilon\Delta P$, as shown in Fig. 3. Note that $\Delta P$ is close to unity, whereas $\epsilon \sim 10^{-5}$, demonstrating the large signal enhancement that can be accomplished by hyperpolarization. The intensity of the PASADENA spectrum is, for the case treated here and neglecting relaxation, between four and five orders of magnitude larger than the intensity obtained in the reaction with thermal hydrogen.

If, alternatively, the reaction is performed at low field (typically at the earth field) and the sample is adiabatically transported to the magnet in the sense that the initial eigenstate $\psi_0^S$ follows the corresponding eigenstates for each magnetic field, then the total excess of population initially in $\psi_0^S$ ends up in $|\beta\alpha\rangle$, the eigenstate of the AX system. Consequently, the NMR spectrum looks different compared to the PASADENA spectrum, displaying only two peaks with opposite phases which have twice the intensities of the PASADENA peaks (Fig. 4).
The population oriented explanation helps in understanding the major features of PHIP experiments, such as the shape of the spectra and the signal enhancement. However, the analysis becomes extremely cumbersome when trying to extend it to strongly coupled (e.g., AB or A2) and larger spin systems. A more general treatment of PHIP, applicable to arbitrary spin systems, can be performed by using the enormous power of the density matrix formalism to calculate NMR signals.

2.5 Density Operator Formalism Applied to PHIP

The density operator formalism is commonly used in the NMR community to calculate signals after the application of a given r.f. pulse sequence [44, 46]. We briefly describe here the formalism applied to the calculation of experiments involving hydrogenations with para-hydrogen.

The formal definition of the density operator is

\[ \rho = \sum_i w_i |\psi_i\rangle \langle \psi_i|, \]  

(10)

where \( w_i \) represents the fraction of the \( i \)th state in the ensemble. In the absence of an external magnetic field the natural basis to express the matrix associated to the density operator of a generic ensemble of hydrogen molecules is:

\[ B_0 = \{ \psi_{1}^T, \psi_{0}^T, \psi_{-1}^T, \psi_{0}^S \}, \]

(11)

since the vectors are the eigenvectors [see Eq. (3)]. However, it is usually preferred to express the density operator in the Zeeman basis (alternatively called computational basis), \( B = \{ |\alpha\alpha\rangle, |\alpha\beta\rangle, |\beta\alpha\rangle, |\beta\beta\rangle \}. \) The components of the density operator are in this basis:
The use of this basis permits the straightforward decomposition in product operators \[44, 47\], as

\[
|\psi_{+1}^T\rangle \langle \psi_{+1}^T| = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad |\psi_0^T\rangle \langle \psi_0^T| = \frac{1}{2} \begin{pmatrix} 1 & 1 & 0 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix},
\]

(12)

\[
|\psi_{+1}^T\rangle \langle \psi_{-1}^T| = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad |\psi_0^S\rangle \langle \psi_0^S| = \frac{1}{2} \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & -1 & 1 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.
\]

\[
|\psi_{+1}^T\rangle \langle \psi_{+1}^T| = \frac{1}{4} \mathbb{I} + \frac{1}{3} (I_1^2 + I_2^2 + 2I_1^1 I_2^1),
\]

\[
|\psi_0^T\rangle \langle \psi_0^T| = \frac{1}{4} \mathbb{I} + \frac{1}{2} (2I_1^1 I_2^1 - 2I_1^1 I_2^1 - 2I_1^1 I_2^1),
\]

\[
|\psi_{+1}^T\rangle \langle \psi_{-1}^T| = \frac{1}{4} \mathbb{I} + \frac{1}{2} (-I_1^2 - I_2^2 + 2I_1^1 I_2^1),
\]

\[
|\psi_0^S\rangle \langle \psi_0^S| = \frac{1}{4} \mathbb{I} + \frac{1}{2} (-2I_1^1 I_2^1 - 2I_1^1 I_2^1 - 2I_1^1 I_2^1).
\]

(13)

Slightly modifying notation, we define one density operator for pure ortho-hydrogen and one density operator for pure para-hydrogen, setting in Eq. (10) \(w = 1/3\) for every component of \(o\)-H\(_2\) and \(w = 1\) for \(p\)-H\(_2\), to obtain an accurate normalization. Thus,

\[
\rho^{\text{ortho}} = \frac{1}{3} \{|\psi_{+1}^T\rangle \langle \psi_{+1}^T| + |\psi_0^T\rangle \langle \psi_0^T| + |\psi_{-1}^T\rangle \langle \psi_{-1}^T|\} = \frac{1}{4} \mathbb{I} + \frac{1}{3} (I_1^2 + I_2^2 + 2I_1^1 I_2^1),
\]

\[
\rho^{\text{para}} = |\psi_0^S\rangle \langle \psi_0^S| = \frac{1}{4} \mathbb{I} - (I_1^2 + I_2^2 + 2I_1^1 I_2^1).
\]

(14)

The above expressions can be more compactly written as

\[
\rho^{\text{ortho}} = \frac{1}{4} \mathbb{I} + \frac{1}{3} \mathbf{I}_1 \cdot \mathbf{I}_2,
\]

\[
\rho^{\text{para}} = \frac{1}{4} \mathbb{I} - \mathbf{I}_1 \cdot \mathbf{I}_2.
\]

(15)

Denoting by \(\rho^{\text{hydr}}\) the density matrix of an ensemble of hydrogen molecules with an arbitrary fraction of para-hydrogen represented by \(N_{\text{para}}\), we obtain

\[
\rho^{\text{hydr}} = (1 - N_{\text{para}})\rho^{\text{ortho}} + N_{\text{para}}\rho^{\text{para}} = \frac{1}{4} \mathbb{I} - \frac{4}{3} \xi \mathbf{I}_1 \cdot \mathbf{I}_2 - \frac{4}{3} (I_1^2 + I_2^2),
\]

(16)

where \(\xi \equiv (4N_{\text{para}} - 1)/3\). The third factor above, associated with thermal equilibrium in the presence of a strong magnetic field, was added for completeness. The fraction
$N_{\text{para}}$ depends on the temperature at which the hydrogen is enriched, as shown in Fig. 1c. Note that $N_{\text{para}} = \frac{1}{4}$ at room temperature and therefore the second term of the right-hand side of Eq. (16) vanishes (i.e., $\xi = 0$). Consequently, the term associated with the Boltzmann factor will dominate, recovering the density matrix for a two spin system in thermal equilibrium at that temperature. On the other hand, at low temperatures, typically $T < 20$ K, $N_{\text{para}} \approx 1$ (i.e., $\xi = 1$), the density operator is dominated by the second term on the right side of Eq. (16), and the thermal factor can be safely neglected.

In PHIP experiments the hydrogen gas is always cooled down and the para-hydrogen state is sufficiently enriched such that $1/2 \leq N_{\text{para}} \leq 1$. Therefore the thermal equilibrium is usually neglected in Eq. (16). For the rest of the chapter, and without loss of generality, we will set $\xi = 1$ in the calculations. The overall behavior of the NMR signals will still be reproduced except for a scaling factor $\xi$ influencing the intensity of the NMR spectra.

The initial density operator $\rho^{\text{para}}$ is proportional to the term $I_1 \cdot I_2$ [see Eq. (15)] which is invariant under rotations and consequently no NMR observable magnetization is achieved in principle. However, if the two protons of the same $p$-H$_2$ molecule are transferred pairwise to a molecule during a hydrogenation reaction, the thermal equilibrium density operator of the product molecule will be perturbed. Assuming that the precursor of the target molecule (educt) consists of $N$ spins-1/2, the thermal equilibrium density operator in the high temperature approximation can be expressed as [44, 46, 48]

$$\rho^{\text{ed}}(0) = \frac{1}{2^N} \mathbb{1} - \frac{1}{2^N} \sum_{k=1}^{N} \epsilon_k I_k,$$

where $\mathbb{1}$ is the identity operator with the proper dimensions, and $\epsilon_k$ the Boltzmann factor of the $k$th nucleus (to include the possibility of heteronuclei). This is the density operator for the educt molecule just before the beginning of the reaction. The density operator for the product molecule at $t = 0$ is constructed as usual:

$$\rho^{\text{pr}}(0) = \rho^{\text{hydr}} \otimes \rho^{\text{ed}}(0).$$

The symbol $\otimes$ denotes the direct product of the matrices associated with the density operators. A very useful approximation, commonly introduced to simplify the calculations, consists in neglecting the Boltzmann terms in Eq. (17), invoking the argument given above, in Eq. (16) [49, 50]. Therefore the product’s density operator just after the hydrogenation results in

$$\rho^{\text{pr}}(0) = \rho^{\text{hydr}}(0) \otimes \frac{1}{2^N} \mathbb{1}.$$

Immediately after the reaction, there evolves according to the Liouville–von Neumann equation,

$$\frac{d\rho^{\text{pr}}(t)}{dt} = -i[H^{\text{pr}}, \rho^{\text{pr}}(t)],$$

where $H^{\text{pr}}$ is the Hamiltonian of the product molecule.
where $H_{pr}$ is the spin Hamiltonian of the product molecule. The Hamiltonian can, in general, be written as [44, 46]

$$H_{pr} = 2\pi \sum_{k=1}^{N} \nu_k I_k^z + 2\pi \sum_{k,l,k} J_{k,l} I_k \cdot I_l.$$  

(21)

The terms on the right-hand side of the equation represent the chemical shift and the $J$-coupling interactions, respectively. For this time-independent Hamiltonian the formal solution of Eq. (20) is [46, 51]

$$\rho_{pr}(t) = e^{(-iH_{pr}t)} \rho_{pr}(0) e^{(+iH_{pr}t)}.$$  

(22)

This description is appropriate for the time evolution of a single reacting molecule. However, in order to treat the whole hydrogenation process, an ensemble of molecules must be considered. Let us assume that the chemical reaction is carried out in a total reaction time $t_r$. Several molecules in the ensemble will react at different times $\tau_i$, distributed in the time interval $0 < \tau_i < t_r$, prior to the beginning of the NMR experiment. Thus, at the time of the NMR measurement, there will be an ensemble of density operators $\rho_{pr}^i$ which have individually evolved for different time periods $t_r - \tau_i$.

If the reaction takes longer than the characteristic times of any internal evolution, i.e., $t_r > 1/\nu_k, 1/J_{k,l}$ for all $\nu_k$ and $J_{k,l}$ present in the Hamiltonian, the average density operator can be obtained by time averaging [4, 43]:

$$\overline{\rho}_{pr}(t_r) = \frac{1}{t_r} \int_{t=0}^{t_r} \rho_{pr}(t) \, dt.$$  

(23)

As a consequence of the reaction and subsequent evolution, hyperpolarization can spread from the para-hydrogen to the rest of the molecule, depending only on the molecular Hamiltonian [4, 49]. Under favorable conditions even the signals of heteronuclei can be significantly enhanced by hyperpolarization transfer [14, 50].

### 2.6 Two Spin Systems

The time evolution of the density operator along with the different features of the PHIP NMR spectra is revised here for the case where the para-hydrogen protons are deposited into two magnetically inequivalent sites. It is further assumed that there exists no coupling to the rest of the molecule. Thus the transferred protons will form either a weakly coupled AX spin system or a strongly coupled AB spin system depending on the comparison between their coupling strength and their chemical shift difference. If both spins are chemically equivalent, i.e., forming an $A_2$ spin system, the former para-hydrogen protons maintain the singlet nature which is NMR silent, and therefore it is excluded from this treatment [21]. It is important to note that the case $AA'$ is nonexistent in an isolated two spin system.
We consider here a reaction with enriched para-hydrogen performed at high magnetic field, such that the protons form an isolated AX spin system in the product molecule. Before the reaction, the density operator is 
\[ \rho_{\text{pr}}(0) = \frac{I_1}{C_0} \frac{I_1}{C_1} \frac{I_1}{C_2} \]

The plots in Fig. 5 display the evolution of the density operator’s components under the high field Hamiltonian during the reaction, for a single molecule \( \rho_{\text{pr}}(t_r) \) (gray line), superimposed with the ensemble average evolution \( \bar{\rho}_{\text{pr}}(t_r) \) (black line). The contribution of the identity operator is neglected.

The expectation value of the zero-quantum operator, \( ZQ_x = -(I_1^x I_2^x + I_1^y I_2^y) \) [4], initially present in the density operator \( \rho_{\text{pr}}(0) \), oscillates and produces the zero quantum term \( ZQ_y = (I_1^x I_2^y - I_1^y I_2^x) \) that oscillates as well with zero mean expectation value, as shown in Fig. 5a, b. However, the time average of both expectation values vanishes after sufficiently long reaction times. The expectation value of the longitudinal order term \( I_1^z I_2^z \), on the other hand, does not evolve and the time average yields exactly the initial value. The terms \( \langle I_1^z \rangle \) and \( \langle I_2^z \rangle \) maintain their zero-value during the process (Fig. 5c).

**Fig. 5** PASADENA AX system. Evolution of the expectation values: (a) \( ZQ_x \); (b) \( ZQ_y \); (c) \( I_1^z, I_2^z \), and \( I_1^z I_2^z \). The results for one single molecule (gray) and for the ensemble average (black) are shown. Note that only the longitudinal order expectation value remains different from zero in the ensemble. (d) Simulated spectrum

### 2.6.1 PASADENA in an AX Spin System

We consider here a reaction with enriched para-hydrogen performed at high magnetic field, such that the protons form an isolated AX spin system in the product molecule. Before the reaction, the density operator is 
\[ \rho_{\text{pr}}(0) = \mathbb{I}/4 - I_1 \cdot I_2. \]

The plots in Fig. 5 display the evolution of the density operator’s components under the high field Hamiltonian during the reaction, for a single molecule \( \rho_{\text{pr}}(t_r) \) (gray line), superimposed with the ensemble average evolution \( \bar{\rho}_{\text{pr}}(t_r) \) (black line). The contribution of the identity operator is neglected.

The expectation value of the zero-quantum operator, \( ZQ_x = -(I_1^x I_2^x + I_1^y I_2^y) \) [4], initially present in the density operator \( \rho_{\text{pr}}(0) \), oscillates and produces the zero quantum term \( ZQ_y = (I_1^x I_2^y - I_1^y I_2^x) \) that oscillates as well with zero mean expectation value, as shown in Fig. 5a, b. However, the time average of both expectation values vanishes after sufficiently long reaction times. The expectation value of the longitudinal order term \( I_1^z I_2^z \), on the other hand, does not evolve and the time average yields exactly the initial value. The terms \( \langle I_1^z \rangle \) and \( \langle I_2^z \rangle \) maintain their zero-value during the process (Fig. 5c).
In order to clarify the notation, it is convenient to introduce the variable $t_f$ to indicate the reaction time which is long enough to fulfill the condition: $t_f > 1/\nu_k$, $1/J_{k,l}$ for all $\nu_k$ and $J_{k,l}$. Then we can write $\rho^{OP}(t_f) = I/4 - I_1^z I_2^z$, which results, after a 45° radiofrequency pulse, in the spectrum shown in Fig. 5d. The following numerical data were introduced in the calculations: $B_0 = 7 \, T$, $\Delta \nu = 2 \, \text{ppm}$ and $J_{1,2} = 7 \, \text{Hz}$. Note that the spectrum’s shape is similar to that predicted by the population approach (see Fig. 3).

### 2.6.2 PASADENA in an AB Spin System

If the chemical shift difference between the *parahydrogen* protons in the product molecule is not much larger than $J_{1,2}$, they form an isolated AB spin system. The smaller chemical shift difference reduces the oscillation frequency of the zero quantum expectation values $\langle ZQ_x \rangle$ and $\langle ZQ_y \rangle$ and consequently it takes longer to reach the steady state, as can be seen in Fig. 6a, b (i.e., $t_f > \frac{1}{\Delta \nu}$). The longitudinal order is conserved in the reaction as before, but the evolution of the zero-quantum
terms generates non-zero average polarization in both sites, \( \langle I_1^z \rangle \) and \( \langle I_2^z \rangle \) (Fig. 6c) [52]. The average density operator after reaching the steady state differs considerably from its counterpart in the AX system: 

\[
\bar{\rho}^{pr}(t_f) = \frac{I}{4} - I_1^z I_2^z + 0.1(I_1^z - I_2^z).
\]

The corresponding spectrum also presents the characteristic anti-phase doublets, with slightly different intensities. The spectrum was calculated setting: \( B_0 = 7 \text{T} \), \( \Delta \nu = 0.1 \text{ ppm} \), and \( J_{1,2} = 7 \text{ Hz} \).

Although the PASADENA-AX and PASADENA-AB NMR spectra from Figs. 5, 6 do not differ substantially, it is important to note that in both cases a 45° pulse was employed before signal calculation. In general, a \( \theta \) pulse acts differently on longitudinal order operators and polarization operators. Typically, a 90° pulse applied to a polarization operator (\( I_1^z \) or \( I_2^z \)) produces maximum signal while being applied to a longitudinal order term (\( I_1^z I_2^z \)), giving zero signal. On the other hand, a 45° pulse produces maximum signal on longitudinal order operators and only a fraction of the maximum (\( \sqrt{2}/2 \) ) on polarization operators. Therefore, the PASADENA-AB spectrum shows a strong shape dependence on the radiofrequency pulse while the PASADENA-AX spectrum is just rescaled [26, 43].

2.6.3 General PASADENA

We can make the situations treated above more general by considering the former parahydrogen protons being transferred to a molecule where they form an isolated two spin system described by \( \zeta = \Delta \nu / J \). In the lower limit case, \( \zeta = 0 \), the spins form an A2 system. The initial density operator commutes with the Hamiltonian and, consequently, it does not evolve, preserving the magnetic equivalence during the reaction 

\[
\bar{\rho}^{pr}_{(\zeta=0)}(t_f) = \frac{I}{4} - I_1 \cdot I_2 \text{ and remaining NMR silent.}
\]

From the calculations it can be observed that, for any \( \zeta \neq 0 \), the steady state averaged density operator can be expressed as 

\[
\bar{\rho}^{pr}_{(\zeta \neq 0)}(t_f) = \frac{I}{4} - \eta_{ZQ_\zeta} (I_1^x I_2^x + I_1^y I_2^y - I_1^z I_2^z) + \eta_{pol}(I_1^z - I_2^z).
\]

Analytical expressions for \( \eta_{ZQ_\zeta} \) and \( \eta_{pol} \) can be found, for instance, in [4, 43]. We maintain here our numerical treatment. The latter expression can be rearranged (noting that \( I_1 \cdot I_2 = I_1^x I_2^x + I_1^y I_2^y + I_1^z I_2^z \)), to yield

\[
\bar{\rho}^{pr}_{(\zeta \neq 0)}(t_f) = \frac{I}{4} - \eta_{ZQ_\zeta}(I_1 \cdot I_2) - (1 - \eta_{ZQ_\zeta})I_1^z I_2^z + \eta_{pol}(I_1^z - I_2^z).\] (24)

In Fig. 7 the longitudinal order and the expectation values of the polarizations after the reaction are plotted vs \( \zeta \), ranging from 0 to 35. The dotted lines represent the coefficient accompanying the term \( I_1 \cdot I_2 \). In the upper limit case, when \( \zeta \to \infty \), the protons form an AX system. The terms for the coherences and polarizations are averaged out during the reaction as shown above (\( \eta_{ZQ_\zeta} = \eta_{pol} = 0 \)), and only the longitudinal order survives.

In both limiting cases, \( \zeta = 0 \) and \( \zeta \to \infty \), \( \langle I_1^z - I_2^z \rangle \) has a zero mean value. On the other hand, we have seen that for an AB system the latter mean value is nonzero. This suggests, assuming continuous behavior, the existence of a particular value \( \zeta^m \)
for which the term $\langle I_1^z - I_2^z \rangle$ reaches a maximum mean value. From Fig. 7 it can be seen that in fact the maximum occurs if $\zeta^m = 1$, i.e., if the condition $\Delta \nu = J$ is satisfied.

### 2.6.4 Hydrogenation at Low Field and Transfer to High Magnetic Field

The plot in Fig. 7 can be interpreted not only in the sense that $\zeta$ varies by changing the product molecule, i.e., the internal parameters, but also in a very different way. While the chemical shift difference between the two proton sites linearly depends on the external magnetic field ($B_0$), the J-coupling constant is related to the chemical bond and is independent of $B_0$ [44]. This means that the variation of $\zeta$ can also be achieved by changing the magnetic field at which the reaction is performed. In that case, the sample must subsequently be transported from the reaction to the acquisition field. This transportation step plays an important role in the final shape of the NMR signal.

To satisfy the ALTADENA condition, for instance, the transportation must be adiabatic with respect to the internal molecular dynamics [3, 20].

### 2.6.5 Sudden vs Adiabatic Transport

In order to illustrate the effect of the transportation step on the NMR signal, we treat here two limiting cases: adiabatic and sudden magnetic field changes. These two cases were described in the frame of hyperpolarization transfer in [19, 53], and specifically related to parahydrogen in [20].
For the sudden field change the transport is assumed to be instantaneous, in the sense that no spin evolution is allowed between the reaction and the NMR measurement. Let us assume that the reaction is performed at $B_0 = 3 \text{ mT}$ and the NMR experiment at $B_0 = 7 \text{ T}$. If the protons form an AX system at high field ($\Delta \nu = 0.2 \text{ ppm}, J = 7 \text{ Hz}$) and in (a, c) an AX spin system ($\Delta \nu = 0.2 \text{ ppm}, J = 7 \text{ Hz}$) were considered then the averaged density operator after the reaction is

$$\rho_{\text{pr AX}}(t_f) = \frac{1}{4} \left( I_x^1 I_x^2 + I_y^1 I_y^2 + I_z^1 I_z^2 \right)$$

which is close to the initial density operator for the initial density operator $\rho_{\text{pr AX}}(t_f)$ will be

$$\rho_{\text{pr AX}}(t_f) = \frac{1}{4} \left( I_x^1 I_x^2 + I_y^1 I_y^2 + I_z^1 I_z^2 \right)$$

At the end of the reaction almost 100% of the initial $p$-H$_2$ density operator is preserved. After a sudden transport to the observation field only the tiny terms corresponding to longitudinal order and polarization difference will contribute to the NMR spectrum (see Fig. 8a).

For the sudden field change the transport is assumed to be instantaneous, in the sense that no spin evolution is allowed between the reaction and the NMR measurement. Let us assume that the reaction is performed at $B_0 = 3 \text{ mT}$ and the NMR experiment at $B_0 = 7 \text{ T}$. If the protons form an AX system at high field ($\Delta \nu = 0.2 \text{ ppm}, J = 7 \text{ Hz}$), the averaged density operator after the reaction is

$$\rho_{\text{pr AX}}(t_f) = \frac{1}{4} \left( I_x^1 I_x^2 + I_y^1 I_y^2 + I_z^1 I_z^2 \right)$$

which is close to the initial density operator for the initial density operator $\rho_{\text{pr AX}}(t_f)$ will be

$$\rho_{\text{pr AX}}(t_f) = \frac{1}{4} \left( I_x^1 I_x^2 + I_y^1 I_y^2 + I_z^1 I_z^2 \right)$$

At the end of the reaction almost 100% of the initial $p$-H$_2$ density operator is preserved. After a sudden transport to the observation field only the tiny terms corresponding to longitudinal order and polarization difference will contribute to the NMR spectrum (see Fig. 8a).

The spectrum’s shape is dominated by $\langle I_i^1 - I_i^2 \rangle$. On the other hand, if the protons form an AB system in the product molecule ($\Delta \nu = 0.1 \text{ ppm}, J = 7 \text{ Hz}$), after the hydrogenation the initial $p$-hydrogen density operator remains unchanged, $\rho_{\text{pr AB}}(t_f) = I/4 - I_1 \cdot I_2$. The subsequent sudden transport does not affect it, and the system is NMR silent, as can be seen in Fig. 8b.

---

**Fig. 8** Simulated spectra obtained when the reaction is performed at low field (3 mT) and suddenly (a, b) or adiabatically (c, d) moved to the observation field (7 T). In (a, c) an AX spin system ($\Delta \nu = 0.2 \text{ ppm}, J = 7 \text{ Hz}$) and in (b, d) an AB spin system ($\Delta \nu = 0.1 \text{ ppm}, J = 7 \text{ Hz}$) were considered.
Similar calculations for both spin systems (with the hydrogenation performed again at \( B_0 = 3 \) mT), but the sample adiabatically transported to the observation magnetic field (7 T), reveal remarkable differences in the corresponding NMR spectra.

While the averaged density operators after the reaction are exactly the same as for the sudden field change case, their evolutions with the full Hamiltonian at different magnetic field strengths transform them into:

\[
\rho_{\text{AX}}^\text{pr}(t_f) = \frac{\mathbb{I}}{4} - 0.9885I_1^\text{pr}I_2^\text{pr} + 0.485(I_1^\text{pr} - I_2^\text{pr})
\]

for the AX system and

\[
\rho_{\text{AB}}^\text{pr}(t_f) = \frac{\mathbb{I}}{4} - 0.23(I_1^\text{pr}I_2^\text{pr} - 0.77I_1^\text{pr}I_2^\text{pr} + 0.495(I_1^\text{pr} - I_2^\text{pr})
\]

for the AB system, respectively.

The values displayed above correspond to simulations in which the sample evolved for long times at every magnetic field value from the reaction to the observation field (in 1,000 steps). The resulting spectra can be seen in Fig. 8c, d, where the differences of the sudden field transport are clearly manifested. The shapes of the spectra observed after adiabatic transport agree with the description given in the population approach for the ALTADENA experiment, as expected. The fact that in ALTADENA not only the reaction at low field but also the adiabaticity of the transport step is crucial to allow the coherences present in the term \( I_1 \cdot I_2 \) to be transformed into polarization difference now becomes evident.

### 2.6.6 Different Field Variations During the Transport Step

The two limiting cases treated above serve to grasp the importance of the transport step. In practice, however, during the experiments the magnetic field change will be neither completely adiabatic nor perfectly sudden. In general, we will have a spatial field variation between the place where the reaction is performed and the center of the NMR apparatus. Furthermore, the sample will be transported through the magnetic field profile with a certain velocity. In order to include those variables in the calculations, we note that

\[
\frac{d\mathbb{B}_0^z}{dt} = \frac{dB_0^z}{dz} \frac{dz}{dt}.
\]

The first factor on the right-hand side of the equation is the magnetic field profile, which can be easily measured. In Fig. 9a we have included such a profile obtained in our laboratory (the data shown were interpolated). The \( z \)-component of the magnetic field falls down from 7 T to about 3 mT in ~1.4 m. The second factor on the right-hand side of Eq. (25) represents the \( z \)-component of the sample’s velocity. By controlling both terms one can obtain the time dependency of the external magnetic field change and, therefore, the time dependence of the Hamiltonian, through the chemical shift part [see Eq. (21)]. The Liouville–von Neumann equation should be solved in this case step by step, because the Hamiltonians at different times do not commute (i.e., \([H_{\text{pr}}(t_i), H_{\text{pr}}(t_i + \Delta t_i)] \neq 0\)).
As an illustration, we have chosen three different velocity profiles. First, we assumed that the sample travels 1.4 m at constant velocity $v_z = 0.2$ m/s. Second, the sample is transported at lower constant velocity, $v_z = 0.05$ m/s for the first meter and then accelerates until being ~0.15 m apart from the coil, followed by a deceleration until it settles at 7 T. Finally, we have considered a velocity profile which includes acceleration from the reaction place to ~0.15 m from the magnet’s center followed by a deceleration until the measurement spot. Considering these three cases we treat constant velocity, acceleration only near the top of the magnet, and acceleration in a wide field range, respectively. The three profiles can be seen in Fig. 9c.

As an illustration, we have chosen three different velocity profiles. First, we assumed that the sample travels 1.4 m at constant velocity $v_z = 0.2$ m/s. Second, the sample is transported at lower constant velocity, $v_z = 0.05$ m/s for the first meter and then accelerates until being ~0.15 m apart from the coil, followed by a deceleration until it settles at 7 T. Finally, we have considered a velocity profile which includes acceleration from the reaction place to ~0.15 m from the magnet’s center followed by a deceleration until the measurement spot. Considering these three cases we treat constant velocity, acceleration only near the top of the magnet, and acceleration in a wide field range, respectively. The three profiles can be seen in Fig. 9c.

Again, an AX and an AB spin system were introduced in the calculations and the corresponding spectra are shown in Fig. 9b, d. The spectra corresponding to the weakly coupled system seem not to be affected by variations in the velocity profile, despite some little intensity changes. On the other hand, the strongly coupled system shows a more pronounced variation in the shape of the spectra with respect to the velocity profile. Accelerating at low magnetic field values, for instance, inverts a part of the spectrum.
It can be concluded that, although visible changes in the resulting NMR spectra are observed in some cases when switching between velocity profiles, the transport step seems not to be critical for a two spin system, as the overall shape of the spectra is not grossly perturbed. However, we can anticipate more pronounced changes in larger spin systems.

### 2.6.7 Enhancement Factor

Before finishing the treatment of two spin systems we will calculate the theoretical enhancement in a PASADENA experiment for an AX spin system, using the results obtained with the density operator formalism. The enhancement is derived by considering, on one hand, the maximum signal resulting from an experiment where the hydrogenation is carried out with hydrogen in thermal equilibrium at room temperature, and, on the other hand, the maximum signal obtained from a PHIP-PASADENA experiment with enrichment factor $\xi$.

Assuming that the NMR experiment is carried out at temperature $T_{\text{exp}}$, the thermal equilibrium density operator is expressed as $\rho_{\text{th}} = \frac{I}{4} - \frac{\epsilon}{4}(I_1^z + I_2^z)$ [44, 46, 48]. After a $90^\circ$ r.f. pulse, with phase $-\gamma$ for instance, we get $\rho_{\text{th}} = \frac{I}{4} - \frac{\epsilon}{4}(I_1^x + I_2^x)$, yielding $|S_{90}^{\text{th}}| = \epsilon/4$.

Regarding the experiment with enriched para-hydrogen, after the hydrogenation and before the application of the r.f. pulse, the density operator is $\rho_{\text{pr}}(t_1) = \frac{I}{4} - \xi I_1^z I_2^z$. In contrast to the thermal equilibrium case, the maximum signal results after a $45^\circ$ r.f. pulse [43]. The corresponding density operator just after the r.f. pulse is $\tilde{\rho}_{\text{pr}}(t_1) = \frac{I}{4} - \frac{\xi}{2} (I_1^z I_2^z + I_1^z I_2^z + (I_1^z I_2^x + I_1^x I_2^z))$. The NMR signal intensity is initially zero because none of the terms involved in the density operator are directly observable. However, the term $(I_1^z I_2^z + I_1^x I_2^z)$ becomes observable after evolving with the J-coupling Hamiltonian, giving $|S_{45}^{\text{PHIP}}| = \xi/4$. Here, we have supposed that the spectrum’s line width is much smaller than the J-coupling constant.

Combining both expressions, the signal enhancement as a function of the para-hydrogen fraction is

$$S_{\text{enh}}(N_{\text{para}}) = \frac{\xi}{\epsilon} = \frac{(4N_{\text{para}} - 1)kT_{\text{exp}}}{3\gamma\hbar B_0}. \quad (26)$$

Invoking Eq. (9), and after some algebraic manipulation, we can recast the signal enhancement as function of the temperature at which the para-hydrogen is enriched, as

$$S_{\text{enh}}(T) = \frac{3 \sum_{J=0} (2J + 1) e^{(J+1)\theta_\epsilon/T}}{Z(3\gamma\hbar B_0/kT_{\text{exp}})}. \quad (27)$$
In Fig. 10 the signal enhancement is plotted for different magnetic field strengths $B_0$ at which the PASADENA experiment is performed, setting $T_{\text{exp}} = 300$ K. Note that the enhancement is larger for smaller magnetic fields. Remarkably, the liquid nitrogen boiling temperature falls close to the point where $|dS_{\text{enh}}/dT|$ is maximum.

At this point it must be emphasized that the enhancement shown above is the maximum enhancement theoretically achievable. In practice, however, lower (and even much lower) values are observed associated with relaxation effects and partial peak cancellation due to the magnetic field inhomogeneity across the sample (NMR line width).

2.7 Larger Spin Systems and Hyperpolarization Transfer

If the former parahydrogen protons are deposited into sites exhibiting nonzero interaction with the rest of the product molecule (or parts of the molecule), a new issue might appear: the hyperpolarization can be partially transferred to other involved nuclei, depending on the Hamiltonian $H_{\text{pr}}$ \cite{14, 20, 49}.

During a PASADENA experiment, the hyperpolarization might or might not be transferred from one of the former parahydrogen protons to a third nucleus, depending on the coupling network. If the third nucleus, labeled as $k$, is strongly coupled to at least one of the parahydrogen protons, the transfer will occur. In contrast, if the third nucleus is weakly coupled to both parahydrogen protons the hyperpolarization will remain confined to the $p$-H$_2$ sites \cite{14}.

By lowering the magnetic field at which the reaction is carried out, the weakly coupled spins can become strongly coupled and then allow the hyperpolarization to be redistributed. At very low magnetic field values, all spins are strongly coupled, even to heteronuclei. In this case, the hyperpolarization will spread over the whole molecule \cite{43, 49}. 

![Fig. 10](image-url)
We will concentrate here on a particular three-spin system, the hydrogenation of propiolic acid with \textit{para}hydrogen (see Fig. 11), to illustrate the major features of PASADENA and ALTADENA experiments. The choice of the system fulfills two purposes: first, it represents an interesting three-spin system, with a particularly large coupling between the third proton and one of the \textit{para}hydrogen protons; second, as ALTADENA experiments on this system were already reported [26] and a set of theoretical spectra were published recently [20], it appears as a suitable well known system to be used as an example. The molecular parameters are: $\nu_1 = 6.0$, $\nu_2 = 5.8$, and $\nu_3 = 6.25$ ppm; $J_{1,2} = 10.2$, $J_{1,3} = 17.2$, and $J_{2,3} = 1.8$ Hz, respectively (data extracted from [20]).

### 2.7.1 PASADENA in a Three Spin System

At 300 MHz Larmor frequency, the protons labeled as 1 and 2 (stemming from \textit{para}hydrogen) are relatively strongly coupled, with $\zeta_{1,2} \sim 6$, as well as the protons labeled as 1 and 3, with $\zeta_{1,3} \sim 4.5$. In contrast, the protons labeled as 2 and 3 are weakly coupled, with $\zeta_{2,3} \sim 75$. Therefore, one would expect a considerable amount of hyperpolarization to be transferred to the third proton. However, the dynamics are dominated by the spins 1 and 2, and the hyperpolarization mostly remains on the former \textit{para}hydrogen protons, at this Larmor frequency. This can be observed from the simulation shown in Fig. 12, where the peaks of the former $p$-$H_2$ protons are marked with asterisks. Although a tiny amount of polarization is observed at the site of spin 3, the calculation shows that more than 95% of the initial polarization is still at the sites 1 and 2 after the hydrogenation (of the form $I_1^*I_2^*$).

### 2.7.2 ALTADENA in a Three Spin System

A very different result is obtained with the same spin system in an ALTADENA experiment. Carrying out the hydrogenation at, for instance, $B_0 = 3$ mT, the chemical shift to J-coupling ratios are: $\zeta_{1,2} \sim 2.5 \times 10^{-3}$, $\zeta_{1,3} \sim 1.9 \times 10^{-3}$, and $\zeta_{2,3} \sim 3.2 \times 10^{-2}$, respectively. Starting with $\rho^{pr}(0) = I/4 - I_1 \cdot I_2$, the following averaged density operator results after the reaction:

$$\bar{\rho}^{pr}(t_f) = I/4 - 0.335(I_1 \cdot I_2) - 0.363(I_1 \cdot I_3) - 0.302(I_2 \cdot I_3).$$  \hfill (28)

**Fig. 11** Scheme of the hydrogenation of propiolic acid with $p$-$H_2$. The former $p$-$H_2$ protons are marked with asterisks in the product molecule.
The initial hyperpolarization is almost equally distributed in the three spin system. The expectation values are directly related to the ratios of $\zeta$. If the averaged density operator is expressed as $\rho^{pr}(t_f) = \frac{I}{4} - \sum_{i,j} c_{i,j} I_i \cdot I_j$ (with $\sum_{i,j} c_{i,j} = 1$), it is observed that $c_{1,3} > c_{1,2} > c_{2,3}$ when $\zeta_{1,3} < \zeta_{1,2} < \zeta_{2,3}$. This means the stronger the coupling the larger the hyperpolarization fraction obtained.

The hyperpolarization distribution can be directly seen in the plot in Fig. 13a. The NMR spectrum (45º r.f. pulse) acquired in a 7-T magnet after an adiabatic sample transportation, i.e., the typical ALTADENA experiment, is shown in Fig. 13b.

Despite the hyperpolarization transfer, which is almost absent in PASADENA experiments, there is another remarkable difference between ALTADENA and PASADENA spectra: while the signals in PASADENA are in antiphase, the adiabatic sample transport to the acquisition magnetic field in ALTADENA produces net polarization in the spins 2 and 3, keeping the antiphase character only on spin 1. If the transport step is modified, however, the overall shape of the spectrum is strongly affected. The five spectra in Fig. 14 show the differences when varying the way in which the sample is transported to the magnet from the same reaction field. The labels correspond to the velocity profiles introduced in Fig. 9. Moving the sample constantly at 0.05 m/s seems not to affect the adiabaticity of the transport, while doing it at 0.2 m/s nearly destroys the signal, as expected in the case of a sudden transport (see Fig. 8). On the other hand, accelerating the sample either from the reaction field or only from relatively high field produces a great discrepancy with the adiabatic case.

The results described in this section can generally be extended to cases when the protons originating from para-hydrogen are deposited into sites coupled to larger spin systems. The most striking difference will appear in ALTADENA experiments where, depending on the reaction field, the hyperpolarization might migrate even to heteronuclei. At the Earth’s magnetic field or lower, for example, hyperpolarization transfer to $^{13}$C is very well feasible [14, 50, 54].

Fig. 12 Spectrum simulated for the three spin system under PASADENA conditions. The marked peaks refer to the former $p$-H$_2$ protons. The third proton is not influenced by the hyperpolarization.
3 Experimental Results and Applications

In this section, two practical applications and experiments using para-hydrogen Induced Polarization employing homogeneous catalysis to enhance NMR signals are presented. There are numerous fields where nuclear magnetic resonance (NMR) has nowadays proved to be essential. However, the poor NMR signal has always been a drawback which can be overcome by means of PHIP [55]. The first application presented in this chapter shows the capability of using PHIP in 1H magnetic resonance imaging (MRI) where not only the enhanced signal can be exploited to generate MRI contrast but also the difference in the initial spin state of the PHIP polarized protons compared to the thermal polarization of the background. The second application chosen for this chapter shows a method to provide the enhanced hyperpolarized signal in a continuous fashion, making it possible to perform traditional 2D NMR experiments much faster.

In this chapter, two different substrates are used as model compounds for the hydrogenation with $p$-H$_2$. Both of them show an excellent acceptance of the $p$-H$_2$ molecule. The model compounds are chosen because of their different properties: one is soluble in water and the other one in acetone, thus providing examples for experiments in aqueous and organic systems. As explained in the preceding section, the experiments shown here correspond to a homogeneous reaction with enriched $p$-H$_2$, which enables a pairwise transfer of the $p$-H$_2$ protons to the substrate.

### 3.1 Catalytic Systems

The catalytic systems presented here for PHIP are homogeneous catalyst complexes with rhodium as metal center. They are cationic in order to prevent isomerization as a side reaction. Unfortunately, most commercially available homogeneous catalysts
are soluble only in organic solvents like acetone or methanol, not in water. This is the case for the catalyst shown in Fig. 15a.

To date, water-soluble PHIP catalysts are not commercially available, but the most popular one can be easily synthesized [56]. In order to enhance the solubility in aqueous solvents, polar groups, e.g., sulfonate groups, are added to the ligand system of the catalyst. One drawback of this intervention into the electron density of the ligand system is the possible deactivation of the total catalyst. Fortunately, this is not always the case and, in Fig. 15b a water-soluble catalyst is shown whose capability to enable the pairwise transfer of the protons to the substrate had been proved [56].

**Fig. 14** Hydrogenation of propiolic acid: simulated spectra were obtained by using different velocity profiles during the transportation to high magnetic field.
Both catalyst systems presented here have shown a high activity and low substrate specificity; moreover they ensure the pairwise transfer of H₂ to the substrate molecule. The embedding of stereo information is possible. Unfortunately, the most important disadvantage of them is that both are toxic and they must be removed if a medical application is considered [57].

3.2 The Model Compounds

As mentioned above, two model compounds are used in the presented experiments. Whenever possible, the experiments are shown in both compounds in order to allow for a comparison: 1-hexyne is used for reactions in organic solvents and 2-hydroxyethylacrylate for reactions under aqueous conditions.

3.2.1 1-Hexyne

1-Hexyne is a highly flammable liquid, with a boiling point between 71°C and 72°C, and it is commercially available. As can be seen in Fig. 16, hydrogenation of the terminal triple bond results in 1-hexene.

1-Hexyne is barely sterically hindered, which makes it a good model compound allowing excellent interaction to several catalysts. The hyperpolarized double bond shows a long spin-lattice relaxation time $T_1$ of approximately 30 s, whereas the relaxation times of all other protons in the molecule are around 15 s.

3.2.2 2-Hydroxyethyl Acrylate

2-Hydroxyethyl acrylate is the water soluble model compound used in the experiments. It is a toxic liquid having its boiling point between 210°C and
215°C, and it is also commercially available. In Fig. 17 the hydrogenation of 2-hydroxyethyl acrylate is shown, resulting in the reaction product 2-hydroxyethyl propionate. The T1 relaxation time of the hyperpolarized protons is approx. 5 s, which is substantially shorter than the one of 1-hexene.

3.3 **PHIP Hyperpolarized Substances as Contrast Agents in \(^1\)H MRI**

Magnetic Resonance Imaging (MRI) is one of the most interesting targets for PHIP applications. So far, medical imaging with hyperpolarized compounds was realized with \(^{13}\)C or \(^{15}\)N hyperpolarized substances, which have the advantage of negligible background signal, very long \(T_1\) times, and large chemical shift ranges [58].

Very exciting medical applications of substances with hyperpolarized heteronuclei have already been demonstrated like tumor diagnosis [59–61] or in vivo pH mapping [62]. However, MRI of heteronuclei is technically demanding and thus expensive, because it requires the use of additional hardware (e.g., broadband amplifiers and coils). Moreover, co-registration with a high-resolution proton image is necessary to obtain anatomical information. Thus, using the standard NMR and MRI nucleus—the proton—for molecular imaging would be beneficial. However, the huge amount of protons present in the body gives rise to an NMR signal far exceeding that of a small amount of hyperpolarized protons. As a consequence the hyperpolarized signal is difficult to distinguish from the thermal background. In addition, the antiphase character of the PHIP signal can produce signal cancellation, making the desired contrast even more difficult to achieve. However, there is a simple method recently proposed [15] which manages to take advantage of the special PHIP spin state, thus enabling the use of PHIP hyperpolarized compounds as contrast agents in \(^1\)H MRI. Because of its practical interest and novelty this was chosen to be the first application presented in this chapter.
The idea exploits the differences between the initial spin state of the $p$-H$_2$ and the thermally polarized protons (see the theoretical section). The procedure was applied to both model compounds introduced above. In both cases good contrast was observed, manifesting the general validity of the proposed method. Below, the method is introduced and each experiment is preceded by a short theoretical description of the main concepts involved. As the theoretical descriptions are intended to be only pictorial, some helpful assumptions are made:

1. For the PHIP compound an AX spin system is assumed, even though the real systems are more complicated (see Figs. 16 and 17) and, as explained in the theoretical section, more than two spins should be used when performing exact calculations. However, the main features of the PHIP signal observed here can be explained using this simplification.

2. The thermally polarized molecules of the background, i.e., the system from which the PHIP signal should be distinguished, possess a single resonance line (for example water).

3. The pulses of the NMR sequence are set on-resonance with the thermal background.

All experiments treated here were performed under PASADENA conditions (although the contrast works also for ALTADENA) using a clinical 1.5-T MRI system (Magnetom Sonata, Siemens Medical, Erlangen, Germany) and a basic FLASH imaging pulse sequence with centric reordering.

There are several cases regarding the spatial confinement of the hyperpolarized substance we should distinguish when discussing these experiments. These different cases depend not only on the $T_2^*$ decay times of each component but also on the relative signal amplitude differences. According to the relative $T_2^*$ relationship the following two cases should be separately analyzed.

### 3.3.1 Case 1: Thermal Signal Decays Faster than Hyperpolarized Signal

Let us first consider the case where the decay of the thermal signal of the background molecules is faster than the decay of the hyperpolarized signal. Experimentally this condition can be achieved by confining the hyperpolarized molecules to a small volume placed in the middle of the magnet and by surrounding them with a large volume of thermally polarized molecules. As the magnetic field is more homogeneous close to the center of the magnet, $T_2^*$ in this region should be longer than in the outer part. In Fig. 18 the phantom used for this experiment is shown together with a representation of the FIDs corresponding to the AX system (Fig. 18a) and the experimentally data obtained with 1-hexene (Fig. 18b).

In a PASADENA experiment, the initial state of an AX spin system is

$$\rho^{pr}(t_f) = \frac{1}{4} - \frac{1}{2} I^2_1 I^2_2,$$

as theoretically explained in the first section, and after application of a 45° pulse it is converted into an oscillating observable signal of the form...
\[ \rho^{45^{-1}}(t) = \frac{1}{4} - \xi \sin(\pi J_{AX} t) (I_1^2 + I_2^2). \]  

(29)

From this equation it can be shown that the maximum signal of the hyperpolarized compound occurs at \( t = \frac{1}{2J_{AX}} \), as indicated in Fig. 18a. The possibility of exploiting this oscillatory behavior to generate the desired contrast can be understood from the figure: at the time when the amplitude of the hyperpolarized signal is maximal, the thermal signal is almost negligible. In Fig. 18b the experimental data obtained for a phantom with hyperpolarized 1-hexene in the inner tube and water in the outer tube are shown. Even though 1-hexene is a large spin system as shown in Fig. 16, the oscillatory behavior of the two \( \rho\text{-}H_2 \) protons dominates the FID and the position of the maximum signal (\( \approx 16 \text{ ms} \)) can easily be determined.

Once the position of this maximum difference between both signals is known this time can be set as the echo time \( T_E \) in the imaging sequences to highlight the difference, i.e., maximize the contrast. In Fig. 19, images obtained for eight different echo times (\( T_E \)) in the imaging pulse sequence are shown for the two model compounds. The oscillation of the signal amplitude of the inner tube can be clearly recognized for both hyperpolarized substances, whereas the signal of the outer tube, containing water, decays with increasing echo time. As predicted, the best contrast is observed when the echo time corresponds to the maximum of the hyperpolarized signal (for 1-hexene \( T_E \approx 16 \text{ ms} \) and for 2-hydroxyethyl propionate \( T_E \approx 15 \text{ ms} \)). Of course, the spin systems of the two hyperpolarized components are different but both show the J-coupling induced refocusing of the signal as theoretically predicted when starting from a PASADENA experiment. This demonstrates that the method can easily be applied to different molecules which can be hyperpolarized via PHIP and highlights its general applicability.
3.3.2 Case 2: Similar or Identical Decay Times

Another interesting case occurs when the hyperpolarized and the thermal signal both decay with the same $T_2^*$ time constant. In Fig. 20 the theoretical representations of the FID signals are schematized for this case. The experimental set up can be either two tubes at the same position relative to the center of the magnet or a mixture of both (thermally polarized and hyperpolarized) compounds contained in the same tube.

In Fig. 20 two possible scenarios for the amplitude of the thermal signal are plotted. The dotted line corresponds to the case where the amplitude of the thermal signal is comparable to the amplitude of the hyperpolarized signal. The solid line resembles the case where the hyperpolarized signal is noticeably larger than the thermal signal.

In the latter case we can once more obtain a good MRI contrast by choosing the optimal echo time for the hyperpolarized substance as can be concluded from the experimental data representing this case shown in Fig. 21.
The phantom consisting of two tubes contained water and hyperpolarized 1-hexene, whereas the experiments with only one tube (containing both the hyperpolarized fluid and the thermally polarized background molecules) were performed with 1-hexene dissolved in non-deuterated acetone. The spin density of the proton background is somewhat smaller in this case, as for the pure water phantom, but still much higher than the spin density of the hyperpolarized protons. Because 1-hexene can be hyperpolarized very efficiently by using PHIP it is nonetheless easy to fulfill the condition that the hyperpolarized signal is exceeding the thermal one. The experiments in Fig. 21 show once more the good contrast that can be obtained for the echo time agreeing with the position of the maximal hyperpolarized signal, $T_E = 15$ ms, for both phantom geometries.

In the less preferable case, where both signal amplitudes are identical, it is not possible to generate a contrast by using an echo time which corresponds to the maximum of the hyperpolarized signal. Certainly it is still possible to obtain a negative contrast if the chosen echo time corresponds to a minimum of the hyperpolarized signal. In this case the hyperpolarized signal cannot be observed and its location appears dark in the images.

However, a negative contrast is not optimal because dark regions in MRI images can have many causes (e.g., susceptibility differences, etc.). Therefore we developed a method to obtain a positive contrast even in this case, which is explained in the following.
3.3.3 Contrast by Subtraction Method

The method requires the acquisition of two images with different echo times and is schematized in Fig. 22. The echo times should be chosen such that for the first echo time the signal of the thermally polarized background is maximal whereas the contribution of the hyperpolarized substance is almost zero and for the second echo time the hyperpolarized signal should be maximal while the thermal signal remains almost unaltered. These echo times are labeled as M1 and M2 in Fig. 22. Subtraction of these images results in a new image where the hyperpolarized signal is positive in contrast to the signal of the thermally polarized background which is always negative due to its decay with $T_2^*$. This allows for an unambiguous differentiation of the two areas by sign.

In Fig. 23 the subtraction method is applied for the two model compounds studied in this section. In both cases an excellent contrast is obtained and the differentiation of the two areas by signal sign could be verified. This method would allow for a substantial reduction of the concentration of the hyperpolarized component in the experiments. It reaches its limits when the signal of the hyperpolarized component becomes comparable to the noise level of the images.

In this section we introduced a novel MRI contrast which allows for the discrimination of a small amount of PHIP hyperpolarized protons from a huge amount of surrounding thermally polarized protons. The contrast arises from the different time evolution of the PHIP hyperpolarized proton signal compared to the evolution of the normal (thermally polarized) proton signal and can be simply implemented by using basic product pulse sequences (FLASH, TrueFISP, EPI), which are varied in a minor way by only choosing the optimal echo time for the hyperpolarized substance. The optimal echo times can simply be found by recording an FID of the hyperpolarized substance prior to image acquisition.

The new method might be applied for metabolic imaging, perfusion MRI, or catheter visualization during MRI guided interventions using only conventional proton pulse sequences and equipment (NMR coils), which reduces the technical
demands that arise from MRI of heteronuclei. Moreover, Most heteronuclei (especially $^{13}$C and $^{15}$N) have a low gyromagnetic ratio, which makes it difficult to provide images with very high spatial resolution because the gradient strengths of conventional MRI systems is limited and usually optimized for protons. Our method can be used not only for our model substances but for every molecule which can be hyperpolarized via parahydrogen Induced Polarization, which includes a large number of biological relevant molecules, e.g., succinate [63] (component of the citrate cycle) or barbiturates [64] (anesthetics). This variability concerning molecules and different clinical applications in combination with the simplicity of our method may result in widespread usage in MRI.

3.4 Continuous Generation of a Hyperpolarized Fluid Using PHIP and Hollow Fiber Membranes

Despite the many important applications hyperpolarization techniques have found in natural sciences and medicine, several general problems remain. The most severe limitation is the limited lifetime of the hyperpolarized state caused by $T_1$ relaxation. This problem is less pronounced for hyperpolarized noble gases ($^{129}$Xe, $^3$He) which exhibit $T_1$ times of hours [65]. In liquids efficient relaxation processes restrict the hyperpolarization to last typically from seconds to, at best, a few minutes. Fortunately, this drawback can be at least partially overcome by storing the fast decaying hyperpolarization in slowly relaxing singlet states [22, 23, 28, 66, 67]. Another shortcoming is the partial destruction of the hyperpolarization by the application of r.f.-pulses, rendering the usage of complex pulse sequences for multi-dimensional NMR experiments difficult. This can be circumvented via stepwise use of the generated hyperpolarization by applying only small flip angles [68] or by using specially designed sampling strategies [69, 70]. Another very intriguing concept to avoid these severe limitations is to use the hyperpolarization methods in a continuous flow fashion providing a continuous supply of hyperpolarized molecules or atoms.
In the following section a very efficient method to generate continuously a hyperpolarized fluid via PHIP using hollow fiber membranes is presented. The technique employs commercially available hollow fiber membranes for the dissolution of the $p$-H$_2$ gas in the liquid sample [71]. The idea was originally developed for the dissolution of hyperpolarized $^{129}$Xe into liquids and was introduced in 2006 under the name XENONIZER [72, 73]. The microfibers of the membranes are thin-walled, opaque, and made from polypropylene (see Fig. 24).

Polypropylene is a hydrophobic polymer and therefore a polar solvent is unable to pass through the membrane walls. By implementing hollow fiber membranes into an NMR tube containing the PHIP precursor and catalyst dissolved in a polar solvent (e.g., water) and connecting the membranes to a reservoir of $p$-H$_2$ gas, hyperpolarization of the sample can be achieved over a long time until all precursor molecules are consumed. This continuously generated hyperpolarization can easily be used either for averaging (to obtain a high SNR in very diluted samples) or to perform 2D experiments. The membranes exhibit very large gas–liquid interfaces, providing the opportunity to bring gas molecularly into solution, thereby preventing the formation of bubbles and foam. Therefore a high spectral resolution can be maintained with the membrane setup while the $p$-H$_2$ gas is continuously delivered to the sample. This is normally a problem when the gas is introduced into the sample by bubbling where strong susceptibility artifacts occur. Because of this absence of foaming and bubbles, it is not necessary to stop the gas flow in the membrane experiments and wait before the measurement, thus avoiding unnecessary $T_1$ relaxation of the sample.

It was proved that the dissolution of the gas into the solvent via the membranes happens on a time scale of milliseconds and also that the amount of dissolved gas

---

**Fig. 24** (a) Hollow fiber membranes implemented in an NMR tube; (b–d) different magnifications of the membrane fibers.
It is, however, important to mention a drawback of the membrane setup: it can only be used in aqueous solutions. This fact limits the possibility of using the membranes in all PHIP applications since the majority of PHIP catalysts are not soluble in water.

We present below the hydrogenation of the model compound 2-hydroxyethyl acrylate (Fig. 17) by continuously dissolving $p$-H$_2$ in an aqueous solution employing such hollow fiber membranes under PASADENA conditions. To enhance the conversion of the PHIP reaction the experiments are performed at 80°C. The generated hyperpolarized product shows an anti-phase spectrum free of artifacts. In Fig. 25 the signal amplitude of the hyperpolarized protons is plotted as a function of time.

At the beginning of the experiment, a build-up of the hyperpolarized signal can be observed, due to the increasing conversion of the hydrogenation reaction after the $p$-H$_2$ flow is switched on. In the course of the reaction the intensity of the hyperpolarized signal decreases owing to lower amounts of starting material. However, during a time of approximately 7 min (much longer than the spin-lattice relaxation of the hyperpolarized protons of ~5 s) the achieved hyperpolarized signal remains almost constant.

### 3.4.1 PHIP $^1$H–$^1$H COSY

As an example of the possibilities arising when the hydrogenation is performed in a continuous fashion through the membranes, we present here an interesting application: the fast acquisition of a 2D NMR spectrum, namely a $^1$H–$^1$H COSY [74, 75] spectrum. This kind of routine experiment, which is very useful and widely employed in spectroscopic NMR, also provides a rigorous test in order to check whether or not
constant hyperpolarization is obtained with the described setup. In the presented PHIP experiments the first 90° pulse of the COSY sequence was replaced by a 45° pulse [76] to ensure an optimal excitation of the PASADENA spin state.

In Fig. 26a, the PHIP 1H–1H COSY spectrum acquired with one scan is shown; the experimental time was only 7 min 18 s. After full conversion of the hydrogenation reaction a reference experiment was performed and the thermally polarized 1H–1H COSY spectrum obtained is shown in Fig. 26b. The COSY experiment of the thermally polarized sample required eight scans and lasted 57 min 45 s. Two main differences are observed between the two 2D spectra: in the PHIP case only the cross-peaks of the hyperpolarized protons at around 1.5 and 3.0 ppm are visible due to the enhanced signal of these protons and their particular initial spin state. Additionally, the acquisition during the ongoing reaction led to the observation of small signals between 6 and 7 ppm stemming from the double bond of the starting material. These peaks are not observed in the thermal case because the latter was acquired with the fully converted sample. A small artifact (at 5 ppm) can be identified in the middle of the PHIP 2D spectrum, which arises from the lack of phase cycling in the one scan PHIP COSY experiment.

The experiments presented above show the possibility of recording a reliable 2D spectrum with chemical selectivity in a much shorter time than by measuring a sample with thermal polarization only. From the comparison between the PHIP and reference COSY experiments it can also be concluded that the enhanced signal achieved with the membrane setup remained almost constant at least for the time required for the COSY experiment.

There are many possible applications for PHIP experiments employing hollow fiber membranes. It is worth emphasizing, for example, that by using appropriated pulse sequences (like the PH-INEPT+ sequence [16]) the accomplished proton polarization can be continuously transferred to heteronuclei, like 13C, allowing for experiments with continuously hyperpolarized heteronuclei [71]. The presented

Fig. 26 (a) PHIP 1H–1H COSY spectrum, one scan, duration: 7 min 18 s. (b) Reference 1H–1H COSY spectrum, eight scans, duration: 57 min 45 s
technique opens up the possibility of investigating otherwise elusive reaction
intermediates because of the possibility of accumulating several scans during the
ongoing reaction. Thus, the full site selectivity provided by PHIP can be exploited.
The membrane technique can easily be extended to produce a continuous flow of a
hyperpolarized liquid by using a slightly different setup which we described in [72].
This method, especially when combined with an important technique recently
developed by Adams et al. [77], which overcomes the restriction of the PHIP
technique to unsaturated molecules, would allow for the continuous production of
hyperpolarized molecules giving rise to new applications in natural sciences and
medicine.

The two applications presented here are of course only examples of the many
possibilities in the still open and constantly developing field of NMR and PHIP.

4 Conclusion

In this chapter we have presented an overview of the major features of
para-hydrogen Induced Polarization (PHIP) employing homogeneous catalysis to
enhance NMR signals. An introductory theoretical approach was depicted and
illustrated with two interesting applications.

First, we have explained in simple terms how hydrogen can be enriched in the
para-state. In order to explain the NMR signal enhancement associated with PHIP
experiments, two different approaches were used. The first was the well known
population approach, commonly found in the PHIP literature [36]. In this context,
the former para-hydrogen protons are considered as a weakly coupled two spin
system (AX) in the target molecule. The overall shape and intensity of the different
PHIP spectra, i.e., PASADENA and ALTADENA, can be understood from the
population differences of the two-spin energy levels. Even though this model is
useful to understand the physics of PHIP in an intuitive fashion, it represents a
simplification. If, for instance, the $p$-H$_2$ protons form a more strongly coupled spin
system in the target molecule, such as an AB spin system, the model is no longer
suitable. Moreover, if couplings to other nuclei are present, the model rapidly
becomes extremely complicated. With this in mind, we have introduced a second
theoretical approach in this chapter: the treatment of PHIP experiments with the
density operator formalism. This method is more flexible and can be used to
describe more complex spins systems, although it is mathematically more
demanding. In particular, we have adopted a numerical approach here. Features
such as the dependence of the shape of the spectra on the pulse duration, hyperpo-
larization transfer to a third nucleus, different ways to transport the sample from the
hydrogenation place to the NMR apparatus, and the response to pulse sequences can
be included here in a relatively simple way.

In the second part of the chapter, two examples of recent applications of PHIP
are presented. The first example shows the feasibility of using PHIP hyperpolarized
molecules as contrast agents in $^1$H MRI. The method exploits the fact that thermal
in-phase and hyperpolarized anti-phase signals originate from different initial spin states and, as a consequence, evolve differently during the period between excitation and acquisition in NMR experiments. Because of this difference, a simple variation of a waiting time in the MRI sequence is sufficient to generate outstanding contrast between a small amount of hyperpolarized molecules and a large excess of thermally polarized molecules. Optimal waiting times can simply be found by recording an FID of the hyperpolarized substance prior to image acquisition. Possible applications of this method include metabolic imaging, perfusion MRI, or catheter visualization during MRI guided interventions. Additionally, it could be of considerable help in chemistry, for instance for the investigation of different reactor designs, or for the optimization of lab-on-a-chip devices like micromixers, where the flow and mixing of two components must be studied on very small length scales.

The second example shows the possibility of producing hyperpolarization with PHIP in a continuous fashion by employing hollow fiber membranes. The continuous generation of hyperpolarized samples can overcome the problem of fast relaxation times commonly involved in liquid state NMR. The use of hollow fiber membranes to dissolve molecularly \( p \)-H\(_2\) gas in the PHIP reaction mixture in a continuous fashion enables one to generate hyperpolarization in a sample over at least some minutes. This allows for the recording of a reliable 2D spectrum much faster than when performing the same experiment with thermally polarized protons. Furthermore, the described membrane setup opens up new possibilities in the field of reaction intermediates research because of the feasibility of accumulating several scans during the reaction. The membrane technique can be easily extended to produce a continuous flow of a hyperpolarized liquid for MRI, with direct applications in chemistry, biology, or medicine.
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