Chapter 2
Introduction and Basic Theory

2.1 A Classical Mechanical Harmonic Oscillator

The harmonic oscillator is a prominent, basic textbook example of a classical mechanical system. While we do not want to discuss it in great detail as it can be found in any introductory physics textbook (see for example [1]), we would like to briefly review its features and introduce some of the nomenclature that will be used throughout this thesis.

Mechanical oscillations are a widespread form of motion in nature, for example, it can be found in almost any kind of physical system—from microscopic objects such as molecules up to the biggest found in our universe including neutron stars or more familiarly in systems like clocks, engines or musical instruments. The concept is always the same: an oscillation is the repetitive variation of some parameter around a central value. For example, a system at an initial position \( x_0 \) experiences a restoring force \( F \) that is proportional to its position \( x \), returns to its point of origin and subsequently moves back to \( x_0 \). As long as the system stays decoupled from its environment it continues with this oscillatory movement. According to Newton’s second law, the system is described by

\[
F = m\ddot{x} = -kx,
\]

(2.1)

where \( F \) is a force, \( m \) is the mass of the harmonic oscillator, \( \ddot{x} \) is the second derivative of its position with respect to time and \( k \) is a positive constant, usually referred to as the spring constant. This is a simple differential equation and one easily sees that the equation of motion is given by

\[
x(t) = A \sin(\omega_m t + \varphi).
\]

(2.2)

Here \( A \) is the amplitude, which is determined by the initial conditions and \( \omega_m = 2\pi f_m \) is the oscillator’s eigenfrequency. The phase \( \varphi \) is the position of the oscillator
relative to the point of origin at \( t = 0 \) and is also determined by the initial conditions. In fact \( A \) and \( \varphi \) are given by [1]

\[
A = \sqrt{\frac{\dot{x}^2(0)}{\omega_m} + x^2(0)}, \quad (2.3)
\]

\[
\varphi = \arctan \left( \frac{\omega_m x(0)}{\dot{x}(0)} \right). \quad (2.4)
\]

The eigenfrequency of the system is

\[
\omega_m = \frac{2\pi}{\tau_m} = \sqrt{\frac{k}{m}}, \quad (2.5)
\]

with \( \tau_m \) being the oscillation period. The total energy \( E_{\text{tot}} \) of the system is conserved and only its kinetic \( E_k \) and potential \( E_p \) components vary over time

\[
E_k(t) = \frac{m}{2} \dot{x}^2 = \frac{k}{2} A^2 \cos^2(\omega_m t + \varphi) \quad (2.6)
\]

\[
E_p(t) = \frac{k}{2} x^2 = \frac{k}{2} A^2 \sin^2(\omega_m t + \varphi). \quad (2.7)
\]

As a result the total energy is

\[
E_{\text{tot}} = E_k + E_p = \frac{m}{2} \omega_m^2 A^2. \quad (2.8)
\]

Any real harmonic oscillator, however, experiences some kind of friction as it interacts with its environment and therefore we have to include a damping term in the differential equation describing the system:

\[
\ddot{x} + \gamma_m \dot{x} + \omega_m^2 x = 0. \quad (2.9)
\]

Here \( \gamma_m \) is the damping rate and it determines how fast the oscillation decays. Again, the equation of motion can be easily solved and is given by [1]

\[
x(t) = A_d e^{-\frac{\gamma_m}{2} t} \sin \left[ \sqrt{\frac{\omega_m^2}{m} - \left( \frac{\gamma_m}{2} \right)^2} \right] t + \varphi_d. \quad (2.10)
\]

A very useful quantity for a damped harmonic oscillator is its quality factor \( Q \), which is a measure of how many oscillations it undergoes before its amplitude decays by a factor of \( e \):

\[
Q := \frac{\omega_m}{\gamma_m}. \quad (2.11)
\]
The quality factor determines the behavior of the damped harmonic oscillator and the three different alternatives are:

- $Q > \frac{1}{2}$: The underdamped oscillator is a system that oscillates at a slightly different frequency than the free harmonic oscillator and gradually decays to zero.
- $Q = \frac{1}{2}$: The critically damped oscillator attempts to return to its equilibrium position as quickly as possible and does this without oscillating at all.
- $Q < \frac{1}{2}$: The overdamped oscillator also returns to its equilibrium position without oscillations but takes longer than in the critically damped case—the smaller $Q$ becomes, the longer it takes (Fig. 2.1).

Often harmonic oscillators are not only damped but they are also coupled to an external bath that drives their motion. The differential equation describing such a damped, driven harmonic oscillator reads

$$\ddot{x} + \gamma_m \dot{x} + \omega_m^2 x = \frac{F(t)}{m},$$

where $F(t)$ in the simplest case is a harmonic driving force of the form $F(t) = F_0 \sin(\omega t)$ but can in general take the form of any arbitrary external force. We can again take an Ansatz of the form $x(t) = A \sin(\omega t + \varphi)$ (if we neglect the initial transient behavior of the system [2]) and after some simple calculations we obtain

$$A = \frac{F_0/m}{\sqrt{(\omega_m^2 - \omega^2)^2 + \omega^2 \gamma_m^2}},$$

for the amplitude of the motion of the oscillator, while the phase evolves according to

$$\varphi = \arctan \frac{-\omega \gamma_m}{\omega_m^2 - \omega^2}.$$

Fig. 2.1 The amplitude response $A$ of a damped, driven harmonic oscillator described by (2.13) as a function of frequency $\omega$. In this example the unperturbed frequency $\omega_m = 1$ and the damping $\gamma_m = 0.1 \cdot \omega_m$, which is defined as the full width at half maximum (FWHM) of the resonance.
The response of the damped, driven harmonic oscillator is similar to a Lorentzian and has its resonance close to the natural frequency of the oscillator. It is given by

\[ \omega_{res} = \omega_m \sqrt{1 - \frac{\gamma_m^2}{2\omega_m^2}}. \] (2.15)

The general form of \( x(t) \) in its Fourier space is \([2]\)

\[ \tilde{x}(\omega) = \frac{\tilde{F}(\omega)}{m} \cdot \frac{1}{\omega_m^2 - \omega^2 + i\omega\gamma_m}, \] (2.16)

where \( \tilde{F}(\omega) \) is the Fourier transform of an external driving force \( F(t) \). For an oscillator subject to Brownian noise, i.e. coupled to a thermal bath at temperature \( T \), the bath can be described as an infinite sum of harmonic oscillators exerting a force of equal amplitude, i.e. \( F_{th}(t) = \sum_i F^i_{ext} \). Its power spectrum \( S_{xx}(\omega) = \langle \tilde{x}(\omega)\tilde{x}^*(\omega) \rangle \) is given by

\[ S_{xx}(\omega) = \frac{\tilde{F}_{th}}{m^2} \cdot \frac{1}{(\omega_m^2 - \omega^2)^2 + \omega^2\gamma_m^2}, \] (2.17)

where \( \tilde{F}_{th} \) is constant in frequency for the Brownian bath. Throughout this thesis \( \gamma_m \) is defined as the full width at half maximum (FWHM). The Wiener-Khinchin theorem states that the power spectral density of a wide-sense stationary random process, i.e. a stochastic process with a constant mean (here \( x(t) \)), is equal to the Fourier transform of its autocorrelation function \([3]\):

\[ S_{xx}(\omega) = \int_{-\infty}^{+\infty} \langle x(t)x^*(t-\tau) \rangle e^{-i\omega\tau} d\tau, \] (2.18)

or equivalently for \( \tau = 0 \)

\[ \langle x^2 \rangle = \int_{-\infty}^{+\infty} S_{xx}(\omega) d\omega = \frac{F_{th}}{m^2} \cdot \frac{\pi}{\omega_m^2 \gamma_m}. \] (2.19)

Here the solution of the integral for Brownian noise is taken from \([4]\), where the integral is done from 0 to \( \infty \) and therefore differs by a factor of 2. This result is very important for this work—it connects the measured power spectrum of a harmonic oscillator to its temperature. This can be seen by using the equipartition theorem: for a 1-dimensional oscillator in thermal equilibrium the total average energy \( \langle E \rangle \) is equally distributed between the kinetic \( E_k \) and the potential energy \( E_p \) of the system.
\[ \langle E \rangle = \langle E_k \rangle + \langle E_p \rangle = \frac{1}{2} k_B T + \frac{1}{2} k_B T = k_B T, \quad (2.20) \]

where \( k_B \) is the Boltzmann constant and \( T \) the oscillators temperature. Therefore, using (2.7) and (2.20) we obtain \( m \omega_m^2 \langle x^2 \rangle = k_B T \). Given that (2.19) holds

\[ F_{th} = \frac{m \gamma_m \cdot k_B T}{\pi}. \quad (2.21) \]

The power spectrum for a damped harmonic oscillator, driven by Brownian noise is finally given by

\[ S_{xx}(\omega) = \frac{\gamma_m \cdot k_B T}{\pi m} \cdot \frac{1}{(\omega_m^2 - \omega^2)^2 + \omega^2 \gamma_m^2}. \quad (2.22) \]

### 2.1.1 Normal Modes of Coupled Harmonic Oscillators

An interesting effect occurs if two harmonic oscillators are coupled together (see Fig. 2.2)—for sufficiently strong coupling the two oscillators can be described as one single system oscillating at frequencies that are determined by their coupling strength. The differential equations for two simple harmonic oscillators that are coupled by a spring with spring constant \( k_j \) are

\[ m \ddot{x}_1 = -kx_1 + k_j (x_2 - x_1), \]
\[ m \ddot{x}_2 = -kx_2 + k_j (x_1 - x_2). \quad (2.23) \]

**Fig. 2.2** Coupled harmonic oscillators. Two oscillators with masses \( m \) and frequencies \( \omega_m \) are each coupled to an environment via a spring with a spring constant \( k \) and a damping rate \( \gamma_m \). In addition, they are coupled to each other via a joint spring with a spring constant \( k_j \). In Chap. 6 we present an experiment where the two oscillators are a mechanical resonator and an optical field that are strongly coupled to each other.
For simplicity, here the oscillators have the same mass $m$ and spring constant $k$. Taking the Ansatz $x_1(t) = A \sin(\omega t + \varphi)$ and $x_2(t) = B \sin(\omega t + \varphi)$ and substituting into (2.23) we find

$$(k + k_j - m\omega^2)A - k_j B = 0,$$

$$-k_j A + (k + k_j - m\omega^2)B = 0. \quad (2.24)$$

For the equation to have a non-trivial solution the determinant of the system of equations must be singular, i.e. zero:

$$(k + k_j - m\omega^2)^2 - k_j^2 = 0. \quad (2.25)$$

This is a simple quadratic equation in $\omega$ and assuming that $\omega \geq 0$ we obtain

$$\omega_1 = \sqrt{\frac{k + 2k_j}{m}}, \quad (2.26)$$

$$\omega_2 = \sqrt{\frac{k}{m}}. \quad (2.27)$$

Substituting back into (2.24) we find $A = B \equiv A_1$ and $A = -B \equiv A_2$ for the two frequencies, respectively. The most general equations of motions now are

$$x_1(t) = A_1 \sin(\omega_1 t + \varphi_1) + A_2 \sin(\omega_2 t + \varphi_2),$$

$$x_2(t) = -A_1 \sin(\omega_1 t + \varphi_1) + A_2 \sin(\omega_2 t + \varphi_2). \quad (2.28)$$

The amplitudes $A_{1,2}$ and the phases $\varphi_{1,2}$ are determined by the initial conditions of $x_{1,2}(0)$ and $\dot{x}_{1,2}(0)$. The motion of the oscillators can therefore be decomposed into two normal modes with frequencies $\omega_{1,2}$ and amplitudes $A_{1,2}$, which are non-degenerate for $k_j \neq 0$. This is true for arbitrarily small $k_j$ as the damping $\gamma_m$ is zero.

The system becomes even more interesting for two damped (and driven) oscillators. Their uncoupled equations of motions are given by (2.12)

$$\ddot{x}_1 + \gamma_m \dot{x}_1 + \omega_m^2 x_1 - \frac{k_j}{m} (x_2 - x_1) = 0,$$

$$\ddot{x}_2 + \gamma_m \dot{x}_2 + \omega_m^2 x_2 - \frac{k_j}{m} (x_1 - x_2) = \frac{F(t)}{m}. \quad (2.29)$$

For simplicity we have assumed that the damping rates $\gamma_m$, the masses $m$ and the frequencies $\omega_m$ of the oscillators are the same, while only one oscillator is externally driven by a force $F(t)$. These differential equations are solved by (if we neglect the transient terms) [5]
Fig. 2.3 Normal mode splitting of coupled damped harmonic oscillators. The spectrum of two coupled oscillators (Eq. (2.32)) is shown for different coupling constants $k_j$. The parameters of the oscillators are chosen to be $F(t) = m = k = \omega_m = 1$ and $\gamma_m = 0.1 \cdot \omega_m$. a For a coupling $k_j = 0.5 \cdot \gamma_m$ the normal modes are still degenerate, while for $k_j = \gamma_m$ the splitting can already be observed b. c When increasing the coupling further to $k_j = 4 \cdot \gamma_m$ the modes become very distinct

$q_1(t) = A_1 \sin(\omega t + \varphi_1)$,
$q_2(t) = A_2 \sin(\omega t + \varphi_2)$,  

(2.30)

where we have introduced the normal mode coordinates $q_1 = x_1 + x_2$ and $q_2 = x_2 - x_1$. The frequencies of the normal modes are given by

$\omega_1 = \sqrt{\frac{k + 2k_j}{m - \gamma_m^2 / 4}}$,
$\omega_2 = \sqrt{\frac{k}{m - \gamma_m^2 / 4}}$,  

(2.31)

and their respective amplitudes

$A_i = \frac{F_0}{m \sqrt{(\omega_i^2 - \omega^2)^2 + \omega^2 \gamma_m^2}}$,  

(2.32)

with $i = 1, 2$. If we now look at the spectrum of the normal modes (Fig. 2.3) we see that the modes are degenerate as long as the coupling strength between the oscillators is small, i.e. $k_j < \gamma_m$. A splitting of the spectrum only occurs if the coupling is stronger than the damping to the environment. In Chap. 6 we use this condition to demonstrate that we enter the strong coupling regime of an optomechanical system.

2.2 A Quantum Mechanical Harmonic Oscillator

In quantum mechanics the harmonic oscillator is one of the simplest examples that is analytically solvable. But already this simple system shows some of the peculiar quantum features that make it so distinct from classical mechanics. The usual starting
point is the classical Hamiltonian function, i.e. the total energy of the system \(2.8\). If one replaces the classical variables with their corresponding quantum operators, i.e. \(x \rightarrow x\) and \(m \dot{x} = p \rightarrow -i\hbar \frac{d}{dx}\) one obtains the quantum mechanical Hamiltonian operator

\[
H = -\frac{\hbar^2}{2m} \frac{d^2}{dx^2} + \frac{m\omega^2 x^2}{2},
\]

(2.33) with \(\hbar\) being the reduced Planck constant. One can rewrite the operators \(x\) and \(p\) in terms of the creation \(a^\dagger\) and annihilation \(a\) operators

\[
x = \sqrt{\frac{\hbar}{2m\omega}}(a + a^\dagger),
\]

\[
p = \sqrt{\frac{m\omega\hbar}{2}}(a - a^\dagger).
\]

(2.34) As \(x\) and \(p\) fulfill the commutation relation \([x, p] = i\hbar\), \(a\) and \(a^\dagger\) obey the following relations

\[
[a, a^\dagger] = 1 \text{ and } [a, a] = [a^\dagger, a^\dagger] = 0.
\]

(2.35) Hence the Hamiltonian can be expressed as

\[
H = \hbar\omega \left( a^\dagger a + \frac{1}{2} \right),
\]

(2.36) and the corresponding Schrödinger equation reads

\[
a^\dagger a \psi = \left( \frac{E}{\hbar\omega} - \frac{1}{2} \right) \psi.
\]

(2.37) This is an eigenvalue equation for the so-called number operator \(a^\dagger a\), which obeys the commutation relations \([a^\dagger a, a^\dagger] = a^\dagger\) and \([a^\dagger a, a] = -a\). The eigenfunctions of the eigenvalue equation are solutions of the Schrödinger equation. The lowest eigenfunction \(\psi_0\) is the ground state of the harmonic oscillator, which we can calculate using \(a \psi_0 = 0\)

\[
\psi_0(x) = \left( \frac{m\omega}{2\hbar} \right)^{1/4} \exp \left( -\frac{m\omega}{2\hbar} x^2 \right).
\]

(2.38) The eigenfunction for the \(n\)th energy eigenstate then is

\[
\psi_n(x) = \sqrt{\frac{1}{n!}} (a^\dagger)^n \psi_0(x).
\]

(2.39)
It is now easy to find the energy spectrum for the harmonic oscillator by simply writing down the eigenvalue equation for the Hamiltonian defined in Eq. (2.36), which is discrete and the energy levels are equidistant:

\[ E_n = \hbar \omega \left( n + \frac{1}{2} \right). \]  

We can now also calculate the expectation value for the position operator \( x \) and the position operator squared \( x^2 \) and find

\[ \langle x \rangle = \langle \psi_n | x | \psi_n \rangle = 0, \]  
\[ \langle x^2 \rangle = \langle \psi_n | x^2 | \psi_n \rangle = \frac{\hbar}{m \omega} \left( n + \frac{1}{2} \right). \]

The ground state of a quantum mechanical oscillator therefore has non-zero energy and an associated extension

\[ E_0 = \frac{1}{2} \hbar \omega, \]
\[ x_{zp} = \sqrt{\langle x^2 \rangle_0 - \langle x \rangle_0^2} = \sqrt{\frac{\hbar}{2 m \omega}}. \]

This so-called zero-point energy is the minimal energy compatible with the Heisenberg uncertainty principle. Another widely used definition of the zero-point extension is the half width at half maximum of the associated wavepacket (2.38) of the oscillator, which differs by a factor \( \sqrt{2} \) from how \( x_{zp} \) is defined here.

### 2.2.1 Quantum States

The quantum state that most closely resembles a classical harmonic oscillator is the so-called coherent state, which was first described by Schrödinger in 1926 [6], while the term itself was introduced by Glauber [7]. It is defined as

\[ |\alpha\rangle = e^{-\frac{1}{2} |\alpha|^2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} |n\rangle, \]  

where \(|n\rangle\) are the number or Fock states and the average occupation number of the state is given by \( \bar{n} = |\alpha|^2 \). The variance then is \( \Delta n = \sqrt{\bar{n}} = |\alpha| \). The probability \( P_\alpha(n) \) of finding an oscillator described by the coherent state in its \( n \)th state is given by a Poissonian distribution

\[ P_\alpha(n) = e^{-|\alpha|^2} \frac{|\alpha|^{2n}}{n!}. \]
Often the coherent state is also defined as a displaced vacuum state [7]

\[ |\alpha\rangle = D(\alpha)|0\rangle, \tag{2.46} \]

where \(|0\rangle\) is the vacuum state and \(D(\alpha) = \exp(\alpha a^\dagger - \alpha^* a)\) the displacement operator. As \(D(\alpha)\) is unitary, it is relatively easy to see (cf. [7]) that the coherent state is an eigenfunction of the annihilation operator, i.e. \(a|\alpha\rangle = \alpha|\alpha\rangle\). The output field of a laser, for example, is well described by a coherent state. The phase of such a coherent state has an uncertainty of \(\Delta \phi = 1/2\sqrt{\bar{n}}\) (see e.g. [3]) for \(\alpha \gg 1\) and hence the coherent state obeys the uncertainty relation \(\Delta \phi \cdot \Delta n = \frac{1}{2}\). In other words, the coherent state has an equally spread uncertainty in phase-space with a width of 1/2. It approaches the case of a classical oscillator that has no uncertainty with increasing \(\alpha\) as the uncertainty becomes less significant.

A harmonic oscillator in thermal equilibrium with a bath at temperature \(T\) must be described as a mixture of pure states, i.e. it is in a thermal state (see for example [8])

\[ \rho = \sum_{n=0}^{\infty} \frac{\bar{n}^n}{(1 + \bar{n})^{n+1}} |n\rangle \langle n|, \tag{2.47} \]

where \(\bar{n} = (\exp\{\hbar \omega / k_B T\} - 1)^{-1}\) is the oscillator’s mean occupation number following the Bose-Einstein statistics. In the large temperature limit, i.e. \(k_B T \gg \hbar \omega\), the mean thermal occupation \(\bar{n}\) due the equipartition of energies is

\[ \bar{n} \approx \frac{k_B T}{\hbar \omega} - \frac{1}{2}. \tag{2.48} \]

Only close to the ground state, i.e. for \(\bar{n} = O(1)\), this approximation does not hold and one has to use the full Bose-Einstein statistics. Here we have used the density matrix representation of the state in the Fock basis, which is defined as

\[ \rho = \sum_{m,n} c_{m,n} |m\rangle \langle n|, \tag{2.49} \]

with \(c_{m,n} = \langle m|\rho|n\rangle\).

### 2.2.2 Phase-Space Distribution

A classical particle has well defined position \(x\) and momentum \(p\). For an ensemble of such particles one can define a probability distribution, which gives the probability of finding a particle for a given \(x\) and \(p\) in phase space. In the quantum domain there is no exact analogue due to the Heisenberg uncertainty principle, but nonetheless a quasi-probability distribution can be defined, the Wigner function [9]. If one takes
the marginal of the Wigner function, i.e. the projection onto the vertical plane defined by for example the \(x\)-axis, one recovers the distribution obtained by measurements of (in this example) the \(x\)-quadrature of an ensemble of equally prepared quantum systems. This is completely analogous to the classical case. The Wigner function has many properties of a classical probability distribution, e.g. it is real and normalized. However, it can also have negative values, which is the reason why it is called a quasi-probabilistic distribution. The negativity is often taken to determine whether a state is non-classical or not—while this is a sufficient condition, it is not a necessary one. Often states that have a fully positive Wigner distribution, such as the vacuum state or a squeezed coherent state (in fact this is the case for all Gaussian states), are still considered to be quantum (for a more detailed discussion see for example [10]).

The Wigner function is defined as [11]

\[
W(x, p) = \frac{1}{\pi \hbar} \int_{-\infty}^{+\infty} e^{2ipy/\hbar}(x - y|\rho|x + y)dy,
\]

(2.50)

where \(\rho\) is the density matrix of a general mixed state. The marginals for example for \(x\) and \(p\) are

\[
\begin{align*}
\int_{-\infty}^{+\infty} dx \ W(x, p) &= \langle x|\rho|x\rangle = |\psi(x)|^2, \\
\int_{-\infty}^{+\infty} dp \ W(x, p) &= \langle p|\rho|p\rangle.
\end{align*}
\]

(2.51)

And as it is normalized \(\int dx \int dp \ W(x, p) = \text{Tr}(\rho) = 1\), where \(\text{Tr}\) is the trace. The Wigner function for the thermal state (2.49) and a squeezed coherent state are shown in Fig. 2.4. More details on Wigner functions can be found in [4].

---

**Fig. 2.4** a shows the Wigner function \(W(x, p)\) of a thermal state. The state has no phase and its mean occupation \(\bar{n}\) follows the Bose-Einstein statistics. b in contrast, is the Wigner function of a squeezed coherent state, where squeezing of approximately 6 dB in the \(x\)-quadrature is shown. All axes are in arbitrary units.
2.3 Radiation Pressure

Radiation-pressure effects, i.e. forces acting solely due to the momentum of light, have been discussed as early as the seventeenth century when Johannes Kepler suspected that the inclination of the tails of comets could be due to a mechanical force exerted by the sun [12, 13]. In fact, the tails of a comet are due to the solar radiation that vaporizes particles on the surface of the comet. Radiation pressure from the sun then exerts a force on the coma of the comet (white tail), while the force of the solar wind creates the ionized (blue) tail. In the early twentieth century, experiments by Lebedev [14] and Nichols and Hull [15] first verified unambiguously predictions by Maxwell [16] and Bartoli [17] on the strength of the radiation-pressure force.

In the 1960s and 70s, Braginsky and colleagues studied radiation-pressure effects in the context of gravitational wave antennae—they experimentally and theoretically analyzed the sensitivity limits due to the quantum nature of light [18, 19]. Braginsky also predicted that the radiation pressure inside a cavity with finite decay time would give rise to dynamic backaction, the underlying mechanism to the parametric instabilities and cooling of a mechanical oscillator, which will be discussed later in this section [20]. In the 1980s, also Caves [21] and Meystre et al. [22] analyzed the radiation-pressure noise in interferometers. First experiments on radiation-pressure effects in cavities with macroscopic mechanical oscillators were performed in the 1980s [23]. Subsequently, several theoretical proposals for quantum optics experiments in a cavity using radiation-pressure effects were published, such as the generation of squeezed light [24, 25], quantum non-demolition measurements of photon numbers [26, 27], feedback-cooling of the mechanical motion [28] (which was experimentally realized in [29]), entanglement between the optical and the mechanical mode [30–32], and the quantum-state transfer from the light field to the mechanical oscillator [33]. However, first experiments were only realized in recent years (except for [23]): measurements of the motion of a mechanical oscillator [34–36], parametric amplification of the mechanical motion [37], cavity cooling of the mechanical resonator [38–41], cryogenic cavity cooling [42–45] and strongly coupled optomechanics [46, 47]. For a more detailed historic overview of radiation-pressure forces up to the early twentieth century see [14, 48] and for the more recent developments see for example [49–54]. It is important to note that experiments involving nanomechanical oscillators and microwave cavities have achieved similar results [55–59]. And very recently, the first experimental observation of the quantization of mechanical motion in an optomechanical system was demonstrated [60]. In experiments involving mechanics and qubits [61], as well as microscopic mechanical oscillators quantum effects have also been observed [62].

The system studied throughout this thesis is a Fabry-Pérot cavity, in which one of the end-mirrors is suspended, i.e. it can be described as a damped harmonic oscillator with a resonance frequency $\omega_m$ and a mass $m$, subject to an external thermal bath and coupled to the light inside the cavity via the radiation-pressure force (Fig. 2.5). The interaction between the mechanical and the optical system can be understood qualitatively as follows: light with a wavelength $\lambda$ impinges on the moving mirror.
and each photon transfers momentum of $2\hbar k$ onto the mechanics, where $k = 2\pi/\lambda$ is the wavenumber of the light. A quasi-static displacement of the mirror due to the light force changes the length of the cavity and hence the phase of the light field. In a cavity detuned from resonance, the sensitivity of the intra-cavity intensity strongly depends on the length of the cavity and even the typically very small displacement of the suspended end-mirror can modify the light fields’ amplitude and phase significantly (see Sect. 3.2.1 for details). In turn, the mechanical displacement is modified by the momentum transfer of the radiation-pressure force. This interaction hence generates an intensity dependent phase shift of the light incident onto the cavity, which is equivalent to the optical or AC Kerr effect [63]. Also, the frequency of the photons hitting the mirrors is changed due to a Doppler-shift from the oscillating mirror, resulting in frequency sidebands in the optical field that are spaced by $\omega_m$.

The radiation-pressure interaction can now be exploited to modify the dynamics of the mechanical oscillator, which is described in detail in the following subsections. One particularly interesting effect is the possibility to damp, i.e. cool, the mechanical motion with the help of the radiation-pressure force. In a very intuitive picture, in close analogy to the sideband cooling of atoms [64], the sidebands in the light field are created due to an energy exchange between the optical and the mechanical mode, where the creation of a photon at the frequency $\omega_c + \omega_m$ ($\omega_c$ is the cavity frequency) results in the annihilation of a phonon in the mechanical oscillator, while the optical sideband at $\omega_c - \omega_m$ comes from the creation of a phonon. If we now detune the cavity resonance with respect to the incoming laser, or vice versa, an imbalance between the two first-order sidebands is created resulting in an effective cooling of the mechanical mode or a net heating, depending on the sign of the detuning (cf. Fig. 2.6). The latter case also gives rise to entanglement between the optical and the mechanical mode, a true optomechanical feature. The detailed physical mechanisms behind the cooling, the entanglement and the modification of the dynamics in general, both in a classical and a quantum framework, are derived in the following sections.
Fig. 2.6  a A laser field (green) with frequency \( \omega_l \) drives the optomechanical cavity (dashed black line) on resonance. Due to the radiation-pressure interaction frequency sidebands are created at \( \omega_l - \omega_m \) (red) and \( \omega_l + \omega_m \) (blue) with rates \( A\pm \), respectively, given by Eq. (2.72). The rates \( A\pm \) are equal and this configuration allows for example to perform quantum non-demolition measurements as proposed in [26, 27]. b The situation becomes quite different if the cavity is detuned with respect to the laser by \( \Delta = \omega_m \). The rates become unbalanced and \( A_- > A_+ \), which results in cooling of the mechanical mode. This can be intuitively understood as the sideband with higher energy (which is created by extracting phonons from the mechanical resonator), the anti-Stokes sideband, becomes stronger than the lower energy Stokes sideband. The corresponding effective interaction Hamiltonian is \( \propto a^\dagger b + ab^\dagger \) (see Sect. 2.3.3). c When detuning the cavity by \( \Delta = -\omega_m \) the effective interaction Hamiltonian becomes a two-mode squeezer, i.e. is \( \propto ab + a^\dagger b^\dagger \), which can be used for creating optomechanical entanglement (see Sect. 2.3.6 and Chap. 7). The effective interactions in b and c are valid in the rotating wave approximation (RWA), i.e. for weak coupling and sideband resolved operation (\( \omega_m > \kappa \)).

2.3.1 Classical Analysis

The radiation-pressure force \( F_{rp} \) inside a Fabry-Pérot cavity is proportional to the intra-cavity light intensity \( I \) (see Sect. 3.2.1), which in turn is a function of the length of the cavity (and of the detuning of the laser with respect to the cavity resonance) and hence \( F_{rp} = F_{rp}(x) \). If a damped harmonic oscillator is now not only driven by Brownian noise but in addition by an external radiation-pressure force, the differential Eq. (2.12) is modified to

\[
\ddot{x} + \gamma_m \dot{x} + \omega_m^2 x = \frac{F_{th}(t) + F_{rp}(x(t))}{m}.
\]

(2.52)

The equation of motion for such an oscillator in thermal equilibrium can be expressed in terms of its susceptibility, which is simply the response of the system to an applied force, i.e. \( \chi(\omega) = \tilde{x}(\omega)/F(\omega) \), or for our case

\[
\tilde{x}(\omega) = \chi(\omega) \left( \tilde{F}_{th} + \tilde{F}_{rp}(\omega) \right).
\]

(2.53)

For a damped harmonic oscillator driven by Brownian noise we know from (2.16) that the susceptibility is given by
The radiation-pressure force modifies the dynamics of the oscillator and therefore the susceptibility can be rewritten as an effective susceptibility, with an effective frequency \( \omega_{\text{eff}} \) and an effective oscillator damping \( \gamma_{\text{eff}} \)

\[
\chi_{\text{eff}}(\omega) = \frac{1}{m \cdot (\omega_{\text{eff}}^2 - \omega^2 + i \omega \gamma_{\text{eff}})},
\]

(2.55)

where, in the limit of \( Q \gg 1 \), the modified frequency and damping rate are given by [39]

\[
\omega_{\text{eff}}(\omega) = \omega_m \left(1 + M \cdot \left[1 - \frac{\omega^2 + \Delta_0^2}{\kappa^2}\right]^{-1}\right),
\]

(2.56)

\[
\gamma_{\text{eff}}(\omega) = \gamma_m \left(1 + M \cdot \frac{Q \kappa}{\omega}\right).
\]

(2.57)

Here \( M = \frac{4\pi\Delta_0 I}{\lambda \kappa^2 L m \omega_m^3} \) and \( \kappa = \frac{\pi c}{2L F} \) is the cavity amplitude decay rate, with \( L \) being the cavity length, \( c \) the speed of light and \( F \) the finesse, while \( \Delta_0 = \omega_c - \omega_l \) is the cavity detuning (modulo \( 2\pi \cdot \text{FSR} \)), with the free spectral range \( \text{FSR} = c/2L \) and the laser frequency \( \omega_l \). The dynamics can be modified by choosing the sign of the detuning, which will be explained in more detail later. We can now write down the spectral response of the oscillator

\[
S_{xx}(\omega) = \frac{\gamma_m}{\pi m} \frac{k_B T}{(\omega_{\text{eff}}^2 - \omega^2)^2 + \omega^2 \gamma_{\text{eff}}^2}.
\]

(2.58)

It is interesting to note that the radiation-pressure force is completely contained in the effective frequency and damping rate and that only the Brownian noise force appears in the equation of motion \( \ddot{x}(\omega) \). According to the fluctuation-dissipation theorem the coupling to the thermal bath at temperature \( T \) is uniquely described by \( \gamma_m \) [3, 65]. In analogy to the damped harmonic oscillator subject to a thermal Brownian driving force we use the Wiener-Khinchin theorem and find

\[
m \omega_{\text{eff}}^2 \langle \dot{x}^2 \rangle = m \omega_{\text{eff}}^2 \int_{-\infty}^{+\infty} \ddot{x}(\omega) d\omega = k_B T \cdot \frac{\gamma_m}{\gamma_{\text{eff}}} = k_B T_{\text{eff}},
\]

(2.59)

here we have introduced an effective temperature \( T_{\text{eff}} = T \frac{\gamma_m}{\gamma_{\text{eff}}} \), which again satisfies the equipartition theorem for the harmonic oscillator. For an experiment where the parameters are chosen such that \( \gamma_{\text{eff}} \) is increased, the radiation-pressure interaction allows for cooling of the mechanical mode.
In our optomechanical system the mass in the radiation-pressure interaction is not the actual mass $m$ of the oscillating mirror but rather a quantity that takes the finite overlap of the optical and the mechanical mode into account, the effective mass $m_{\text{eff}}$. An extensive theoretical analysis of the matter can be found in [66], while the experimental procedure to determine the effective mass is described in Sect. 3.10.

### 2.3.2 Quantum Analysis

In this section we will analyze the radiation-pressure interaction between an optical cavity mode and a mechanical oscillator in a quantum framework. The derivation closely follows [67, 68] and assumes that we detect a single mechanical mode only, that the individual mechanical modes do not couple to each other and that we only have to consider a single cavity mode, i.e. $\omega_m \ll c/2L$. The full Hamiltonian of the system at hand is [69]

$$H = \hbar \omega_c a^\dagger a + \frac{1}{2} \hbar \omega_m \left( p_m^2 + x_m^2 \right) - \hbar g_0 a^\dagger a x_m + i \hbar E \left( a^\dagger e^{-i\omega_l t} - a e^{i\omega_l t} \right).$$

(2.60)

Here $\omega_c$ is the cavity frequency, $a$ and $a^\dagger$ are the annihilation and creation operators of the cavity field, with $[a, a^\dagger] = 1$, $p_m$ and $x_m$ are the dimensionless versions of the momentum and position operators of the mechanical oscillator defined in Eq. (2.34), i.e. $[x_m, p_m] = i$ and their creation and annihilation operators are $b$ and $b^\dagger$, respectively, $g_0$ is the frequency shift of the cavity due to the displacement of the mechanical oscillator by a single-photon, $E$ related to the input laser power $P$ by $|E| = \sqrt{2 P \kappa / \hbar \omega_l}$ and $\omega_l$ the laser frequency. The optomechanical coupling rate $g_0$ is a measure for the frequency shift of the cavity when the mechanics is displaced by $x_{zp}$ and is defined as $g_0 = \frac{\partial \omega_c}{\partial x} \cdot x_{zp}$. For a Fabry-Pérot cavity $g_0$ is given by

$$g_0 = \frac{\omega_c}{L} \sqrt{\frac{\hbar}{m_{\text{eff}} \cdot \omega_m}},$$

(2.61)

as $\omega_c = \frac{2 \pi c}{\lambda} = \frac{2 \pi c \cdot n}{L}$, with $n \in \mathbb{N}$, where $L$ is the cavity length. The first term of the Hamiltonian is the energy of the cavity field, while the second term is the corresponding quantity for the mechanical mode. The third term is the optomechanical interaction Hamiltonian $H_{\text{rp}}$ on which we will concentrate in the following and the last term describes the coupling of the laser to the cavity mode.

In order to obtain the dynamics of the optomechanical system, one usually finds the Langevin equations of the system—they are stochastic differential equations describing the time evolution of a subset of degrees of freedom, where the mean value of the system slowly varies and is treated dynamically, while the small fluctuations around the mean value are treated probabilistically. Paul Langevin initially considered the Brownian motion of particles [70] and assumed that such a particle
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is subject to a systematic force, i.e. a viscous drag, and a rapidly fluctuating force, which comes from surrounding particles randomly impacting on the system under investigation with a mean amplitude of zero, i.e. the net force is zero on average. He treated this rapid force statistically, assuming that it was independent from the viscous drag and arrived at an expression for the mean motion of the particle (for an introduction to Langevin equations see for example [71]). In general, the Langevin equations for an operator \(\hat{O}\) are given by

\[
\frac{\partial \hat{O}}{\partial t} = \left(\frac{i}{\hbar}\right)\left[H, \hat{O}\right] + \hat{N},
\]

where \(\hat{N}\) is the corresponding noise operator of \(\hat{O}\). The quantum Langevin equations for the optomechanical system therefore are

\[
\begin{align*}
\dot{x}_m &= \omega_m p_m, \\
\dot{p}_m &= -\omega_m x_m - \gamma_m p_m + g_0 a^\dagger a + \xi, \\
\dot{a} &= -\left(\kappa + i \Delta_0\right)a + ig_0 ax_m + E + \sqrt{2}\kappa a^\dagger n,
\end{align*}
\]

(2.62)

where \(\gamma_m\) is the damping of the viscous force that acts on the mechanical mode and \(\xi\) is the Brownian stochastic force with zero mean amplitude. We have also introduced the cavity detuning \(\Delta_0 = \omega_c - \omega_l\) and the optical vacuum input noise \(a^\dagger n\). In order to simplify the problem we can take a semi-classical approach by assuming a strong intra-cavity field amplitude \(|\alpha_s| \gg 1\), which allows us to write down a steady state amplitude for each operator with small zero-mean fluctuations, i.e. for the generic operator \(\hat{O} = \hat{O}_s + \delta \hat{O}\), where \(\hat{O}_s\) now is the mean value with the fluctuation operator \(\delta \hat{O}\). We first find the steady state values by setting the time derivatives in (2.62) to zero

\[
\begin{align*}
\dot{x}_s &= \frac{g_0|\alpha_s|^2}{\omega_m}, \\
\dot{\alpha}_s &= \frac{E}{\kappa + i \Delta}.
\end{align*}
\]

(2.63)
(2.64)

Due to the bright light field inside the cavity the mechanical oscillator is displaced by \(x'_s = x_s \cdot x_{zp}\) into a new equilibrium position. Here \(\Delta\) is the detuning of the cavity including radiation-pressure effects

\[
\Delta = \Delta_0 - \frac{g_0^2|\alpha_s|^2}{\omega_m}.
\]

(2.65)

The nonlinear equation for \(\Delta\) can be solved analytically but gives a rather lengthy expression which will not be shown here.\(^1\) The Langevin equations can now be rewritten for the fluctuation operators, while neglecting their higher order terms:

\(^1\) Note that the detuning of the laser to the cavity in an experiment equals the detuning for an empty cavity, if the laser frequency is kept on resonance with the cavity and only part of it is detuned and used for radiation-pressure coupling, i.e. \(\Delta = \Delta_0\) for our experimental situation (cf. Chaps. 5 and 6). This of course does not imply \(\frac{g_0^2|\alpha_s|^2}{\omega_m} = 0\) in (2.65).
\[ \delta \dot{x}_m = \omega_m \delta p_m, \]
\[ \delta \dot{p}_m = -\omega_m \delta x_m - \gamma_m \delta p_m + g \delta X + \xi, \]
\[ \delta \dot{X} = -\kappa \delta X + \Delta \delta Y + \sqrt{2} \kappa X^{in}, \]
\[ \delta \dot{Y} = -\kappa \delta Y - \Delta \delta X + g \delta x_m + \sqrt{2} \kappa Y^{in}. \quad (2.66) \]

We have introduced the cavity field quadratures \( \delta X = (\delta a + \delta a^\dagger) / \sqrt{2} \) and \( \delta Y = (\delta a - \delta a^\dagger) / i \sqrt{2} \), as well as the corresponding Hermitian input noise operators \( X^{in} = (a^{in} + a^{in.\dagger}) / \sqrt{2} \) and \( Y^{in} = (a^{in} - a^{in.\dagger}) / i \sqrt{2} \). The effective optomechanical coupling rate in the linearized quantum Langevin equations is

\[ g = \alpha_s \cdot g_0 = \frac{2 \omega_c}{L} \sqrt{\frac{P \kappa}{m_{eff} \omega_m \omega_l \left( \kappa^2 + \Delta^2 \right)}}. \quad (2.67) \]

In an actual experiment the cavity is never perfectly single-sided, i.e. it is not possible for a mirror to have unity reflectivity, and therefore leakage of the field through the second mirror needs to be taken into account

\[ g = \frac{2 \omega_c}{L} \sqrt{\frac{P \kappa'}{m_{eff} \omega_m \omega_l \left( (\kappa' + \bar{\kappa})^2 + \Delta^2 \right)}}, \quad (2.68) \]

where we have introduced the amplitude cavity decay rate for the first \( \kappa' \) and the second mirror \( \bar{\kappa} \). They are defined as \( \kappa_i = \frac{c}{4L} \cdot \varrho_i \), where \( \varrho_i \) are the losses associated with the respective mirror and \( \kappa = \sum_i \kappa_i \).

By linearizing the problem we have lost the non-linear interaction character in Eq. (2.60), which would be accessible for example by single photons. However, we have gained significantly in the achievable interaction strength by simply increasing the intra-cavity field. When solving the linearized Langevin equations according to [67, 68] we finally obtain the effective susceptibility for the mechanical oscillator interacting with the cavity mode via radiation pressure

\[ \chi_{eff}(\omega) = \frac{\omega_m}{\omega_m^2 - \omega^2 - i \omega \gamma_m - \frac{g^2 \Delta \omega_m}{(\kappa - i \omega)^2 + \Delta^2}}. \quad (2.69) \]

The effective mechanical frequency and damping rate are given by

\[ \omega_{eff}(\omega) = \left( \omega_m^2 - \frac{2 g^2 \Delta \omega_m \left( \kappa^2 - \omega^2 + \Delta^2 \right)}{\left[ \kappa^2 + (\omega - \Delta)^2 \right] \left[ \kappa^2 + (\omega + \Delta)^2 \right]} \right)^{1/2}, \quad (2.70) \]
\[ \gamma_{eff}(\omega) = \gamma_m + \frac{g^2 \Delta \omega_m \kappa}{\left[ \kappa^2 + (\omega - \Delta)^2 \right] \left[ \kappa^2 + (\omega + \Delta)^2 \right]}. \quad (2.71) \]
The modification of the mechanical oscillation frequency is called the optical spring effect, as the spring constant of the resonator is effectively modified. This effect has first been observed experimentally in [72] and subsequently been confirmed in several experiments [73–75]. In extreme cases this effect can change the resonance frequency by almost two orders of magnitude [76]. The change in the damping rate can be used to heat or cool the mechanical resonator—when choosing the detuning $\Delta$ between the laser and the cavity to be negative the mechanical system is excited by radiation pressure and therefore parametrically driven [37]. However, if $\Delta > 0$ the mechanical motion is damped, which corresponds to an effective cooling of the mode as long as the laser noise is small compared to the thermal noise [77, 78]. The thermal mean occupation of such a damped oscillator is given by the Bose-Einstein statistics $\bar{n} = \left( \exp \left\{ \frac{\hbar \omega_m}{k_B T_{\text{eff}}} \right\} - 1 \right)^{-1}$, where the temperature now is an effective mode temperature $T_{\text{eff}}$. It has been theoretically shown that this technique in principle allows for cooling the mechanical mode into its quantum ground state if operating in the sideband-resolved regime, i.e. $\omega_m > \kappa$ [68, 79, 80]. The first experimental demonstrations of such a passive mechanical cavity-cooling have been realized by [38–41, 81], with similar experiments in the microwave regime [55, 57, 58], and recently ground state cooling has been experimentally demonstrated using this technique, both in the optical [82] and the microwave regime [83]. Another interesting quantity for such cooling experiments is the scattering rate $A_{\pm}$ of laser photons into the Stokes (+) and anti-Stokes (−) sideband, where for positive detuning an imbalance between the sidebands of the form $A_+ > A_-$ results in the desired cooling

$$A_{\pm} = \frac{g^2 \kappa}{8 \left[ \kappa^2 + (\Delta \pm \omega_m)^2 \right]}.$$ (2.72)

### 2.3.3 Quantum Opto-Mechanics

The Hamiltonian (2.60) can be rewritten in the interaction picture, i.e. we make a basis change into the frame rotating at the laser frequency $\omega_l$. The corresponding unitary transformation is $U(t) = \exp \left( i \omega_l t a^\dagger a \right)$ and we can first transform the Schrödinger equation

$$i \hbar \frac{d}{dt} |\psi\rangle = H |\psi\rangle \rightarrow i \hbar \frac{d}{dt} \left( U^\dagger |\tilde{\psi}\rangle \right) = H U^\dagger |\tilde{\psi}\rangle,$$ (2.73)

where $|\tilde{\psi}\rangle = U |\psi\rangle$. After some simple algebra we get $i \hbar \frac{d}{dt} |\tilde{\psi}\rangle = \tilde{H} |\tilde{\psi}\rangle$, with

$$\tilde{H} = U \left( H - i \hbar \frac{d}{dt} \right) U^\dagger$$

$$= \hbar \Delta a^\dagger a + \frac{1}{2} \hbar \omega_m (p_m^2 + x_m^2) - \hbar g_0 a^\dagger a x_m + \hbar E (a^\dagger + a).$$ (2.74)
Another way of qualitatively describing the cooling is to analyze the interaction term $H_{rp}$ of the Hamiltonian. By assuming $\alpha_s \gg 1$ one can write $a \rightarrow \alpha_s + a$, where $a$ now is the associated fluctuation operator and $a^\dagger \rightarrow \alpha_s + a^\dagger$. By factorizing $H_{rp}$ and neglecting higher order terms in the fluctuation operators we obtain

$$H_{rp} \approx \hbar \alpha_s g_0 (a + a^\dagger) \cdot (b + b^\dagger), \quad (2.75)$$

where we have used the definition for $x_m$ and omitted a static mirror displacement of $O(\alpha^2 x_m)$, which is defined by (2.63). If we go into another rotating frame by using the unitary operator $U'(t) = \exp(i(\Delta_1 a^\dagger a + \omega_m b^\dagger b)t)$ we obtain for the linearized interaction Hamiltonian

$$\tilde{H}'_{rp} = \hbar g (ae^{-i\Delta t} + a^\dagger e^{i\Delta t}) \cdot (be^{-i\omega_m t} + b^\dagger e^{i\omega_m t})$$

$$= \hbar g (ab e^{i(\Delta + \omega_m)t} + a^\dagger b^\dagger e^{i(\Delta - \omega_m)t})$$

$$+ \hbar g (a^\dagger b e^{i(\Delta - \omega_m)t} + ab^\dagger e^{-i(\Delta - \omega_m)t}). \quad (2.76)$$

The first term is $\propto ab + a^\dagger b^\dagger$, which is a two-mode squeezing (TMS) operation and hence can be used to entangle the optical with the mechanical mode (see Sect. 2.3.6). The second term $\propto a^\dagger b + ab^\dagger$ in turn is simply a beamsplitter (BS) interaction, which results in the cooling described above. If the detuning $\Delta$ is chosen to be $+\omega_m$ the phase of the BS vanishes, while the TMS oscillates at a frequency of $2\omega_m$. By performing a perturbation expansion we can see that for this case the TMS term only contributes on the order of $g/\omega_m$ and the BS dominates for small $g$ and sideband resolution ($\omega_m > \kappa$), which corresponds to the so-called rotating wave approximation (RWA). The inverse is true for $\Delta = -\omega_m$.

### 2.3.4 SQL + Backaction

Due to the quantum nature of light, measurements of the motion of a mechanical oscillator as described in this thesis are fundamentally limited in sensitivity. In general, the uncertainty principle poses a limit on how well one can continuously measure a certain quantity. The phase and the photon number (amplitude) of a light field, for example, are connected by the uncertainty relation $\Delta \phi \cdot \Delta n \geq 1/2$ (for a coherent state this actually becomes an equality if $\alpha$ is large, as shown in Sect. 2.2.1). In order to determine the displacement of the mechanical oscillator we measure the phase shift the movement imparts on a probing light field. The field itself however has a phase uncertainty of $\Delta \phi = 1/(2\sqrt{n})$, which is due to the shot-noise of the laser and for small $n$ makes the measurement noisy. This can be overcome by increasing the read-out intensity. However, increasing the laser power also increases another noise source, namely the shot-noise induced backaction of the laser, which is just the uncertainty in the photon number $\Delta n = \sqrt{n}$ of the laser. This results in random
“kicks” of the mechanical oscillator, which is proportional to $2\hbar k \sqrt{n}$, and commonly called backaction noise. When increasing the read-out power the noise is first dominated by the phase uncertainty, while the backaction dominates at large powers. The point where the two contributions are of equal size is the so-called standard quantum limit (SQL), which for a position measurement of an oscillator with mass $m$ and frequency $\omega_m$ is given by \cite{84, 85}

$$\Delta x_{\text{SQL}} = \sqrt{\frac{\hbar}{2m \omega_m}}.$$  \hspace{1cm} (2.77)

In all optomechanical experiments to date either the phase noise or the thermal noise dominate the backaction noise, and therefore it remains an outstanding goal to observe the backaction effects of radiation pressure (for a review on the quantum noise in measurements see \cite{3}). Note that several schemes exist to circumvent this measurement limit by, for example, measuring only one quadrature of the resonator in a backaction evading scheme \cite{86–88}.

### 2.3.5 Strong Coupling

In our experimental arrangement, the optomechanical system comprises two harmonic oscillators in the linearized regime, namely the light field and the mechanical resonator. In Sect. 2.1.1 we have seen that two coupled oscillators exhibit normal modes, which are non-degenerate in energy if their coupling exceeds the damping rates of the individual systems. This so-called strong coupling regime is interesting for optomechanical systems as coherent quantum control of the mechanical oscillator requires an energy exchange between the optical and the mechanical part that is faster than the dissipation rates of the two systems into their local environments, i.e. $g \gtrsim \kappa, \gamma_m$. This condition is also known from cavity QED \cite{89} and solid state qubits coupled to photons \cite{90, 91}. The normal mode splitting can be used as unambiguous evidence that the system actually is in the strong coupling regime, while the modes stay degenerate if $g$ is small. As we have seen in Sect. 2.3.2 the optomechanical coupling can be increased by increasing the intra-cavity amplitude $\alpha_s$, which experimentally corresponds to increasing the input laser power $P$.

In this section we will use a quantum approach to briefly derive the normal modes for the coupled optomechanical system and show that the splitting can only be observed when entering the strong coupling regime. The derivation and figures in this section are taken from the Supplementary Information of Observation of strong coupling between a micromechanical resonator and an optical cavity field, Nature 460, 724–727 (2009) \cite{46}.

---

\(^2\) Note that in the experiment presented in Sect. 5.2 we have achieved sub-SQL measurement precision \cite{3}.
We start by defining \( \vec{R}^T = (x_c, p_c, x_m, p_m) \), where \( x \) and \( p \) are the amplitude (position) and phase (momentum) operators for the cavity field (the mechanical mode), respectively, and express the linearized Hamiltonian as \( H = \hbar \frac{1}{2} \vec{R}^T M \vec{R} \) where

\[
M = \begin{pmatrix}
\Delta & 0 & g & 0 \\
0 & \Delta & 0 & 0 \\
g & 0 & \omega_m & 0 \\
0 & 0 & 0 & \omega_m
\end{pmatrix}.
\]

The transformation to normal modes \( \vec{R}^{NM} = (x_+, p_+, x_-, p_-) \) is achieved with a linear transformation \( \vec{R}^{NM} = S \vec{R} \), where \( S \) fulfills \( M = S^T \text{diag}(\omega_+^2, \omega_+^2, \omega_-^2, \omega_-^2) S \) and is symplectic, i.e. it obeys \( J = SJS^T \) where

\[
J = \begin{pmatrix}
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0
\end{pmatrix}.
\]

The latter property guarantees that canonical commutation relations are conserved, i.e. \([\vec{R}_i, \vec{R}_j] = [\vec{R}^{NM}_i, \vec{R}^{NM}_j] = iJ_{ij} \). The explicit form of \( S \) can in principle be determined, but is quite involved and does not give much insight. As will become clear in a moment, the normal mode frequencies \( \omega_{\pm} \) can be easily calculated without constructing \( S \) and are (in the absence of damping) given by

\[
\omega_{\pm}^2 = \frac{1}{2} \left( \Delta^2 + \omega_m^2 \pm \sqrt{(\Delta^2 - \omega_m^2)^2 + 4g^2\omega_m\Delta} \right). \tag{2.78}
\]

The canonical operators evolve according to

\[
\dot{\vec{R}}(t) = i[H, \vec{R}(t)] - D\vec{R}(t) - \sqrt{2D}\vec{R}_{in}(t) = (JM - D)\vec{R}(t) - \sqrt{2D}\vec{R}_{in}(t), \tag{2.79}
\]

where we included damping of the cavity field and the mechanical resonator with \( D = \text{diag}(\kappa, \kappa, \gamma_m, \gamma_m) \) and Langevin forces \( \vec{R}_{in}(t) = (x_{in}, p_{in}, f_{xm}, f_{pm}) \). For white vacuum noise input to the cavity and a thermal white noise bath coupling to the mechanical system, all first moments vanish \( \langle \vec{R}(t) \rangle = 0 \) and the only non-zero time correlation functions are

\[
\langle x_{in}(t)x_{in}(t') \rangle = \langle p_{in}(t)p_{in}(t') \rangle = \frac{1}{2} \delta(t - t'),
\]

\[
\langle f_{xm}(t)f_{xm}(t') \rangle = \langle f_{pm}(t)f_{pm}(t') \rangle = \left( \bar{n} + \frac{1}{2} \right) \delta(t - t'), \tag{2.80}
\]

where \( \bar{n} \approx \frac{k_BT}{\hbar \omega_m} \).
From (2.79) it is clear that eigenfrequencies and effective damping rates of the system are given by, respectively, the imaginary and real parts of the eigenvalues of \(i(JM - D)\). The eigenvalues occur in complex conjugate pairs and the imaginary parts of the ones in the upper half plane determine eigenfrequencies. For the undamped system, \(D = 0\), the eigenvalues are purely complex and one arrives at expression (2.78) for the normal mode frequencies. For the damped system, \(D \neq 0\), the eigenvalues of \(i(JM - D)\) will in general be complex and thus determine normal mode frequencies \(\omega_{\pm}\) and effective damping rates \(\gamma_{\pm}\) of normal modes, as exemplified in Fig. 2.7. While normal mode splitting (NMS) occurs for any non-zero coupling \(g\) in an undamped, a threshold of \(g \gtrsim \kappa\) must be surpassed to observe NMS in a damped system \([80, 92]\). The effective damping rates behave complementary and merge above the same threshold. Comparison of the normal mode damping rates \(\gamma_{\pm}\) to the effective mechanical damping rate (2.71) shows that the condition for resolving the normal mode peaks is \(g \gg \kappa, \gamma_m\).

In terms of normal mode operators the full linearized Hamiltonian (2.75) is given by

\[
H = \frac{\hbar \omega}{2}(x_+^2 + p_+^2) + \frac{\hbar \omega - \Delta}{2}(x_-^2 + p_-^2).
\]

It can be expressed also in terms of creation and annihilation operators \(a_{\pm} = (x_{\pm} + ip_{\pm})/\sqrt{2}\) as

\[
H = \hbar \omega_+ (a_+^* a_+ + \frac{1}{2}) + \hbar \omega_- (a_-^* a_- + \frac{1}{2}).
\]

The Eigenstates and -energies are thus

\[
|n, m\rangle = \frac{1}{\sqrt{n! m!}} (a_+^*)^n (a_-^*)^m |0, 0\rangle,
\]

\[
E_{n,m} = \hbar \omega_+ \left(n + \frac{1}{2}\right) + \hbar \omega_- \left(m + \frac{1}{2}\right).
\]

\[
(\text{2.81})
\]

---

**Fig. 2.7**  
(a) Normal mode frequencies \(\omega_{\pm}\) for an undamped (red) and a damped system (blue) for varying power of the driving laser.  
(b) Same for effective normal mode damping \(\gamma_{\pm}\).  
(c) Effective damping rates of normal modes (blue), cavity amplitude decay rate \(\kappa\) (red) and effective mechanical decay rate \(\gamma_{\text{eff}}\) (green) for varying detuning. Not shown is the natural mechanical damping rate as \(\gamma_m/\kappa \simeq 10^{-3}\). Parameters are as in Chap. 6, \(\omega_m = 2\pi \times 947\ \text{kHz}, \ \gamma_m = 2\pi \times 140\ \text{Hz}, m_{\text{eff}} = 145\ \text{ng}, \ L = 25\ \text{mm}, \ \omega_c = 1.77 \times 10^{15}\ \text{Hz}, \ \kappa' = 2\pi \times 172\ \text{kHz}\) and \(\bar{\kappa} = 2\pi \times 43\ \text{kHz}\). In (a) and (b) \(\Delta = \omega_m\) and in (c) \(P = 10.7\ \text{mW}\). Thanks to Klemens Hammerer for providing the plots.
Emission of a cavity photon is in general accompanied by a transition of the optomechanical system from one eigenstate to another by changing a single excitation, |n, m⟩ ↔ |n − 1, m⟩ and |n, m⟩ ↔ |n, m − 1⟩. In order for such a transition to be allowed, the matrix element ⟨k, l|a_c|n, m⟩ must be non-zero, where a_c = (x_c + ip_c)/\sqrt{2} is the annihilation operator for a cavity photon. From the linear relation \( \vec{R} = S^{-1} \vec{R}^{NM} \) it is clear that a_c can be related to the normal mode creation and annihilation operators via a Bogoliubov transformation a_c = \( \eta_1 a_+ + \eta_2 a_+^\dagger + \eta_3 a_- + \eta_4 a_-^\dagger \) where \( \eta_i \) are complex numbers. The energy splitting between these states is \( E_{n,m} - E_{n-1,m} = \hbar \omega_+ \) and \( E_{n,m} - E_{n,m-1} = \hbar \omega_- \) respectively. Photons emitted from the cavity have to carry away this energy excess/deficiency relative to the incoming laser photons of frequency \( \omega_l \), i.e. they have to have frequencies \( \omega_l \pm \omega_+ \) or \( \omega_l \pm \omega_- \).

The power spectral density of light emitted by the cavity is explicitly determined as follows: In frequency space \( \tilde{\vec{R}}(\omega) = \int d\omega \tilde{R}(t) \exp(i\omega t)/\sqrt{2\pi} \) the steady state solutions to the equations of motion (2.79) are

\[
\tilde{\vec{R}}(\omega) = \frac{1}{i\omega + JM - D} \sqrt{2D} \tilde{R}_{in}(\omega).
\]

(2.82)

With the quantum optical cavity input-output relations (see for example [93, 94]) it follows that

\[
\tilde{R}_{out}(\omega) = \sqrt{2D} \tilde{\vec{R}}(\omega) + \tilde{R}_{in}(\omega) = \left( \frac{1}{\sqrt{2D} i\omega + JM - D} \sqrt{2D} + 1 \right) \tilde{R}_{in}(\omega),
\]

where \( \tilde{R}_{out}(\omega) = (x_{out}, p_{out}, f_{xm, out}, f_{pm, out}) \). (x_{out}, p_{out}) are quadratures for the cavity output field which are subject to homodyne detection (see Sect. 3.6). In order to calculate their stationary properties we formally introduce also “phononic output fields” \( (f_{xm, out}, f_{pm, out}) \). The spectral correlation functions can be collected in a Hermitian spectral 4 \times 4 correlation matrix \( \gamma_{ij}^{out}(\omega, \omega') = (\langle \tilde{R}_{out}(\omega') \rangle_i \langle \tilde{R}_{out}(\omega) \rangle_j) \).

Straight forward calculation yields \( \gamma_{ij}^{out}(\omega, \omega') = \delta(\omega + \omega') \Gamma(\omega) \) where

\[
\Gamma(\omega) = \left( \frac{1}{\sqrt{2D} i\omega + JM - D} \sqrt{2D} + 1 \right) N \left( \frac{1}{\sqrt{2D} - i\omega + JM - D} \sqrt{2D} + 1 \right)^T
\]

and \( N = \text{diag} \left( \frac{1}{2}, \frac{1}{2}, \tilde{n} + \frac{1}{2}, \tilde{n} + \frac{1}{2} \right) \). The generalization of \( \Gamma(\omega) \) where a lossy second mirror with an associated \( \tilde{K} \) is taken into account can be found in [46]. Finally, the spectral density \( S(\omega) \) is defined as \( S(\omega)\delta(\omega + \omega') = \langle a_{out}^\dagger(\omega') a_{out}(\omega) \rangle \) where the amplitude operator for the cavity output field is \( a_{out}(\omega) = (x_{out}(\omega) + ip_{out}(\omega))/\sqrt{2} \).

It follows from the definition of the spectral correlation matrix given above that

\[
S(\omega) = \frac{1}{2} \left[ \Gamma_{11}(\omega) + \Gamma_{22}(\omega) + i (\Gamma_{12}(\omega) - \Gamma_{21}(\omega)) \right].
\]
This expression gives the spectral density of sideband modes at a frequency $\omega_l + \omega$. In homodyne detection of sideband modes we do not distinguish sideband frequencies $\omega_l \pm \omega$ and extract only the overall noise power spectrum at a sideband frequency $|\omega|$, which is given by $S_{NP}(\omega) = \sqrt{S(\omega)^2 + S(-\omega)^2}$. The calculated positions of the spectral peaks are in excellent agreement with measured data presented in Chap. 6.

2.3.6 Optomechanical Entanglement

The generation of entanglement between an optical light field and a mechanical oscillator is a major outstanding goal in the field of quantum opto-mechanics. Showing quantum entanglement with a massive macroscopic object is a sufficient condition for unambiguously demonstrating that quantum physics remains valid even for macroscopic systems. Besides the purely academic benefit of generating optomechanical entanglement and using it for generating non-classical mechanical states [31, 95], it is also at the heart of several applications in quantum information processing, such as quantum teleportation [96–98].

In quantum optics the generation of entangled states between two optical modes can nowadays be routinely achieved both for continuous variables [99] and discrete quantum systems [100]. The most commonly used technique to create an entangled state is to use down-conversion in a nonlinear medium. It is interesting to note, that the interaction of an optical field with the mechanical motion of an oscillator inside an optical cavity is also of a nonlinear nature, in fact part of it is the exact analogue to the down-conversion interaction in quantum optics. In the quantum optical continuous variable approach the resulting quantum states of the down-conversion process are 2-mode squeezed fields—exactly the same is produced if we pump the optical cavity in the optomechanical setup with a blue-detuned beam, only this time 2-mode squeezing between an optical and a mechanical continuous variable system is generated. For large squeezing the 2-mode squeezed states approximate the perfect correlations between conjugate observables as are required for an entangled state of the type described in the seminal paper by Einstein, Podolsky and Rosen (EPR) [101].

Let us first recall the situation for two optical modes. In simple conceptual terms the down-conversion (2-mode squeezing) interaction in a non-linear medium couples two previously uncorrelated modes via a Hamiltonian

$$H_{dc} = -i\hbar \chi (a_1^\dagger a_2^\dagger - a_1 a_2),$$

(2.83)

where $\chi \propto |\alpha_p|^2$ is the coupling strength between the optical modes 1, 2 and $\alpha_p$ is the amplitude of the optical pump field [99, 102, 103]. The main action of this interaction is to correlate one pair of quadratures between the outgoing modes, say the amplitude quadratures $x_{1,2} = (a_1 + a_1^\dagger)/\sqrt{2}$, and anti-correlate the conjugate pair of quadratures, here the phase quadratures $p_{1,2} = (a_1 - a_1^\dagger)/\sqrt{2}i$. With increasing
interaction strength the uncertainty in the sum (difference) between the quadratures decreases, $\Delta(x_1 - x_2)^2$, $\Delta(p_1 + p_2)^2 \to 0$, whereas the uncertainty in the individual quadrature increases. In the limiting case of infinite squeezing of these variances the two modes will eventually approximate the entangled state underlying the famous EPR argument \[101\], $|\Psi\rangle = \int dx|x,x\rangle = \int dp|p,-p\rangle = \sum_n |n,n\rangle$ (written here in position, momentum and number state representation, respectively). Realizations of sources for EPR entangled light, such as an optical parametric oscillator, typically require a cavity containing the nonlinear medium and supporting both modes 1 and 2. The EPR correlations between the modes can then be observed by performing two independent homodyne detections of light coupled out of these two cavities. The respective photocurrents for a given local oscillator phase $\phi_j$ ($j = 1, 2$) essentially provide a measurement of $x_j(\phi_j) = (a_j e^{i\phi_j} + \text{h.c.})/\sqrt{2}$. Cross correlating the two photocurrents thus constitutes a measurement of $\langle x_1(\phi_1) x_2(\phi_2) \rangle$, and scanning the local oscillator phases $\phi_j$ gives direct access to the quadrature correlations and anti-correlations characteristic of an EPR state. This way it was possible to realize the EPR paradox \[99\] and to use this entanglement for quantum teleportation \[104\].

Let us now draw the direct analogy to the optomechanical case. The radiation-pressure interaction between a mechanical oscillator with resonance frequency $\omega_m$ and an optical cavity field can effectively be described by (2.75)

$$H_{rp} = \hbar g(ab^\dagger + a^\dagger b) + \hbar g(ab + a^\dagger b^\dagger), \quad (2.84)$$

where the full Hamiltonian of the system is $H = H_0 + H_{rp}$ given by (2.60). The first term in the interaction $H_{rp}$ describes the exchange of energy between the mechanical oscillator and the cavity field. As long as photons can leave the cavity this leads to (optical) cooling of the mechanical mode \[38–40, 106\]. The second term is the 2-mode squeezing, or down-conversion interaction, and stands for creation and annihilation of phonons and photons in pairs. Up to a change in phase it is equivalent to $H_{dc}$ in Eq. (2.83). By choosing the detuning $\Delta$ of the laser from cavity resonance to be either $+\omega_m$ or $-\omega_m$ the first or the second process becomes resonant, respectively. The latter case resembles the desired down-conversion interaction $H_{dc}$ between an optical cavity mode and a mechanical resonator mode, cf. Fig. 2.8b.

We focus on the situation where $\Delta \approx \omega_m$. In this case the so-called co-rotating (cooling) terms $ab^\dagger + a^\dagger b$ dominate the interaction while the so-called counter-rotating (down-conversion) terms $ab + a^\dagger b^\dagger$ contribute on the order of $g^2/\omega_m^2$, as can be directly seen from first-order perturbation theory. As long as the coupling strength is small, i.e. for $g \ll \omega_m$, one can neglect the counter-rotating terms and obtains the rotating wave approximation where only co-rotating terms are kept in the Hamiltonian \[107\]. This means that only cooling of the mechanical mode occurs (whose quantum limit is ultimately given exactly by the effects of counter-rotating terms). For increasing coupling strength, however, i.e. for $g^2/\omega_m^2 \approx O(1)$, this approximation is no longer valid and the regime beyond the rotating wave approximation becomes accessible. Specifically, while the co-rotating interaction increases its cooling action and hence prepares a mechanical input state of increasingly higher purity
2.3 Radiation Pressure

(a) Down-conversion in continuous variable quantum optics. Two optical fields (signal and idler) interact in a nonlinear $\chi^{(2)}$ medium generating a 2-mode squeezed output state. The quadratures $X_{s,i}$ and $Y_{s,i}$ of the fields become non-classically correlated (figure adapted from Ou et al. [99]).

(b) The optomechanical analogue to down-conversion—here the signal is an optical field non-linearly interacting with the vibrations of a mechanical resonator inside a properly detuned optical cavity. The effective interaction Hamiltonians of both (a) and (b) are equivalent. For properly chosen parameters (see text and Fig. 2.9) the optomechanical system becomes entangled and hence also exhibits non-classical correlations.

Fig. 2.8 a Down-conversion in continuous variable quantum optics. Two optical fields (signal and idler) interact in a nonlinear $\chi^{(2)}$ medium generating a 2-mode squeezed output state. The quadratures $X_{s,i}$ and $Y_{s,i}$ of the fields become non-classically correlated (figure adapted from Ou et al. [99]). b The optomechanical analogue to down-conversion—here the signal is an optical field non-linearly interacting with the vibrations of a mechanical resonator inside a properly detuned optical cavity. The effective interaction Hamiltonians of both (a) and (b) are equivalent. For properly chosen parameters (see text and Fig. 2.9) the optomechanical system becomes entangled and hence also exhibits non-classical correlations.

Fig. 2.9 Optomechanical entanglement. The entanglement measure plotted here is the logarithmic negativity $E_N$ (for a definition see for example [105]) as a function of optical detuning $\Delta$ and input power $P$. Positive values of $E_N$ mean that the optical and the mechanical systems are entangled.

a The parameters are $\omega_m = 950 \text{kHz}$, $m_{eff} = 50 \text{ng}$, $Q = 30,000$, $L = 10 \text{mm}$, $F = 7,000$ and $T = 100 \text{mK}$. The maximal value of $E_N$ is 0.2.

b For this plot we chose $\omega_m = 360 \text{kHz}$, $m_{eff} = 50 \text{ng}$, $Q = 63,000$, $L = 25 \text{mm}$, $F = 14,000$ and $T = 100 \text{mK}$. We find a maximal $E_N$ of 0.5. Note that the color coding of the contour plots is different for (a) and (b). White areas mean that no entanglement is present. Thanks to Sebastian Hofer for providing the plots.
(i.e. smaller entropy), the strength of the counter-rotating interaction also increases
and enables optomechanical down-conversion to take place. Note that in the realm
of atomic physics the rotating wave approximation is so good that there are only few
demonstrations of physical effects that are due to counter-rotating terms [108]. In our
experiment (see Chap. 7) it is the explicit breakdown of the rotating wave approx-
imation that will allow us to combine state preparation with the desired nonlinear
2-mode interaction in a simple way (Fig. 2.9).
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