Chapter 2
Mathematical Models of Flow in Porous Media

In this chapter a general model for the two-phase fluid flow in porous media is presented, together with its simplified form, known as the Richards equation, which is applicable (under specific assumptions) to describe water flow in the vadose zone. In each case the governing equations are formulated at the Darcy scale, using the capillary pressure–saturation relationship and an empirical extension of the Darcy equation for the multiphase flow. The validity of these concepts, and the models based on them, is a subject of ongoing scientific debate, due to unclear connections between the pore-scale and Darcy-scale physical quantities, e.g. [25, 29, 32, 56, 66, 88]. Nevertheless, the models described here can be used to simulate many practical cases of multiphase flow in the subsurface with sufficient accuracy, e.g. [17, 31]. Therefore, they have been assumed as the starting point for the analysis presented in this work.

The two-phase flow model considered here is based on the following assumptions:

1. Pore air and pore water are single-component fluids.
2. Mass transfers between the fluids, i.e. the dissolution of air in water and the evaporation of water, are neglected.
3. The flow is isothermal.
4. Both fluid phases are barotropic, i.e. each phase density depends only on the pressure in the respective phase.
5. The solid phase is homogeneous, materially incompressible and does not react with the pore fluids.
6. The solid skeleton is rigid.
7. The flow of each fluid can be described by the extended Darcy formula including the relative permeability coefficient.

Additional assumptions underlying the Richards equation are discussed in Sect. 2.2.2. Fluid compressibility and soil skeleton deformation are not essential for the range of problems considered in this book. However, fluid compressibility is included in order to retain parabolic character of the governing equations for single phase flow. For a description of more comprehensive modeling approaches, which take into account the deformation of porous medium, see e.g. [20, 24, 47, 59, 70]. In the following
sections the key components of the model are briefly outlined, based to a large extent on the works [31, 33, 63].

2.1 Fundamental Concepts

2.1.1 Wettability and Capillarity

When two fluids are present in the pore space, one of them is preferentially attracted by the surface of the solid skeleton. It is called the wetting fluid (or phase), while the other fluid phase is called non-wetting. Here we consider only hydrophilic porous media, showing greater affinity to water than to air, which are more widespread in nature [33]. In the following the term wetting phase will be used as a synonym for water and the term non-wetting phase—as a synonym for air.

Immiscible fluids are separated by a well defined interface, which, if observed at a scale much larger than the molecule size, can be considered infinitely thin. Since the cohesion between fluid molecules at one side of the interface is different from that at the other side, the interface is characterized by some surface energy (or surface tension), which is a measure of the forces that must be overcome to change its shape. One consequence of the existence of the surface tension is the difference in the equilibrium pressures of air and water, separated by a curved interface, due to unbalanced tangential forces at the dividing surface. The pressure drop between the air and water phases can be calculated from the Laplace equation [63]:

\[
\Delta p = p_a - p_w = \sigma_{aw} \left( \frac{1}{r_{c1}} + \frac{1}{r_{c2}} \right),
\]

(2.1)

where the subscripts a and w denote the air and water phases, respectively, \(\sigma_{aw}\) is the surface tension of the air–water interface, and \(r_{c1}\) and \(r_{c2}\) are the main curvature radii of the interface. The value of air–water surface tension at the temperature of 20 °C is equal to 0.0726 N m\(^{-1}\) and decreases with increasing temperature [63]. The pressure is always smaller in the fluid occupying the concave side of the interface. In the absence of any external forces, the interface of a droplet of one fluid contained in another fluid tends to assume a spherical shape, which minimizes the surface energy.

In the presence of a solid surface the shape of the interface is determined by the relative magnitude of the surface tensions between all three phases, Fig. 2.1a:

\[
\sigma_{aw} \cos \psi = \sigma_{sa} - \sigma_{sw},
\]

(2.2)

where \(\sigma_{sa}\) and \(\sigma_{sw}\) are the values of the surface tension between the solid phase and air and water, respectively, and \(\psi\) is called the wetting angle. For a perfectly wetting fluid, \(\psi = 0^\circ\), i.e. the fluid tends to spread evenly over the whole solid surface. For
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Fig. 2.1 Surface tension effects: (a) equilibrium position of the fluid–fluid interface near the solid surface, (b) rise of the wetting fluid in a capillary tube, (c) pendular ring around the contact point of two solid grains.

A perfectly non-wetting fluid, $\psi = 180^\circ$, which results in the formation of spherical droplets on the solid surface.

The existence of surface tension is at the origin of the capillary rise observed in small tubes, Fig. 2.1b. The molecules of the wetting fluid are attracted by the tube wall, and a meniscus (curved interface) forms between water and air above the free surface of water in the recipient. The pressure drop across the interface is denoted in this context as the capillary pressure and can be calculated for a cylindrical tube as:

$$\Delta p = p_c = p_a - p_w = \frac{2\sigma_{aw} \cos \psi}{r_c}, \quad (2.3)$$

where $r_c$ is the tube radius. Assuming that the value of the surface tension between air and water corresponds to the temperature of 20 °C, the tube material is perfectly wettable ($\psi = 0^\circ$), air is at constant atmospheric pressure everywhere, and water is incompressible, one obtains the well known formula for the height of the capillary rise:

$$h_c = \frac{1.5 \times 10^{-5}}{r_c}, \quad (2.4)$$

where both $h_c$ and $r_c$ are in meters. Equation (2.4) is often used to approximate the height of capillary rise in natural porous media, which are characterized by small wettability angles. However, as the geometry of pores in natural porous media is much more complex, the representation of pore system as a bundle of capillary tubes does not hold in many situations, and more complex configurations of air and water in the pore space are encountered, which will be discussed on the example of a granular porous medium.

Since water molecules are preferentially attracted to the surface of the solid phase, they can be adsorbed from the vapour present in the pore air. Thus, small amounts...
of water are always present in the form of thin films covering the surface of the solid skeleton, Fig. 2.2a. The thickness of this layer depends on the strength of molecular level interactions between solid and water and on the relative air humidity. Due to the tight bonding of the adsorbed water to the solid surface, in many practical problems it is considered as immobile [62]. As the amount of water in a porous medium increases, it is attracted to the water adsorbed at the solid surface by the cohesion forces, but on the other hand tends to minimize the area of the water–air interface. This form of water is known as the capillary water, and occurs initially in acute corners of the pores. If the porous skeleton is made of grains, water forms pendular rings around the contact points, Figs. 2.1c and 2.2b. The corresponding water–air configuration is known as the pendular stage. Pendular water is less tightly bound by the solid phase, but it occurs in isolated regions, and does not form continuous flowpaths, so it can be considered as macroscopically immobile [62]. The pressure drop at the interface between pendular water and pore air can be theoretically calculated from Eq. (2.1), assuming a negative value for $r_{c1}$ and a positive value for $r_{c2}$ (Fig. 2.1c). If more water is added to the system, the regions occupied by pendular water coalesce and continuous thicker films are formed along the pore walls. At this stage, known as the funicular stage, the flow of liquid water is possible, Fig. 2.2c. For all three water configurations mentioned above, air occupies continuously the central part of the pores. As the amount of water in the system increases further, the water films become thicker and pores can be entirely filled with water at the points where their cross-section is smaller. The air phase loses its continuity and no macroscopic air flow is possible. This is called the occluded air bubbles stage. With time the air can dissolve in water and full water saturation is reached. Since in this work evaporation and dissolution are neglected, the considerations presented in the following chapters are applicable to funicular, occluded air, and fully water saturated stages.
Continuum description of a multiphase porous medium at the Darcy scale implies that the relevant physical quantities defined at a given point $x$ represent averages taken over a pore-scale representative elementary volume (REV) associated with that point, Fig. 2.3. At the Darcy scale the same point can be occupied simultaneously by all three phases, which is represented by the concepts of volume fractions and saturations. The volume fraction of phase $\alpha$ is defined as the ratio of the volume of the part of the REV occupied by phase $\alpha$ to the total volume of the REV:

$$\theta_\alpha = \frac{|U_\alpha|}{|U|}. \quad (2.5)$$

Porosity is defined as the volume fraction of pores, and it is equal to the sum of the volume fractions of the two pore fluids:

$$\phi = \frac{|U_w| + |U_a|}{|U|} = \theta_a + \theta_w. \quad (2.6)$$

Moreover, it is convenient to define the saturation of each phase, which is equal to the fraction of the pore space occupied by a given fluid:

$$S_\alpha = \frac{\theta_\alpha}{\phi}. \quad (2.7)$$

The sum of the air and water saturations must be equal to one:

$$S_a + S_w = 1. \quad (2.8)$$
In general, each saturation can vary from 0 to 1. However, in most practical problems the range of variability is smaller. For instance, if a fully water-saturated medium is drained, at some point the mobile water (not adsorbed to the solid phase) looses its continuity and the liquid flow will not be possible (transition from the funicular to pendular state). The corresponding value of the water saturation is called residual or irreducible values, and denoted by $S_{rw}$, respectively. However, it should be noted that the value of water saturation can be further decreased by natural evaporation or oven drying. Similarly, during imbibition in a dry medium in natural conditions, it is generally not possible to achieve full water saturation, as a part of the pores will be occupied by isolated air bubbles. The corresponding residual air saturation is denoted as $S_{ra}$, respectively. However, the water saturation can increase above the value of $1 - S_{ra}$, for example if the air is compressed or dissolves in water. Therefore, the residual saturations must be considered as problem-specific parameters, not material parameters [31].

For practical purposes, the fluid saturations are often normalized with respect to the range of values occurring in the problem under consideration. The resulting normalized (effective) saturations are defined as:

$$S_{e\alpha} = \frac{S_\alpha - S_{\alpha,\text{min}}}{S_{\alpha,\text{max}} - S_{\alpha,\text{min}}},$$ (2.9)

where $S_{\alpha,\text{max}}$ and $S_{\alpha,\text{min}}$ are the maximum and minimum saturation values occurring for a given problem.

In soil physics and hydrology it is more common to quantify the relative amount of fluid phases in soil using the volumetric fractions $\theta_\alpha$. If the compressibility of the solid skeleton is neglected ($\phi = \text{const}$), the volumetric phase contents are uniquely defined by phase saturations. In field conditions the volumetric fraction of water varies between the residual water content:

$$\theta_{rw} = \phi S_{rw},$$ (2.10)

and the so-called saturated water content:

$$\theta_{sw} = \phi (1 - S_{ra}).$$ (2.11)

The latter value refers to the state of maximum attainable water saturation. Equivalent limit values can be defined also for the volumetric air content.

### 2.1.3 Fluid Potentials

At the Darcy scale, the energy state of each of the two fluids present in the pore space is commonly characterized using the concept of energy potential. The energy
potential is related to the forces acting on the fluid. It is defined as the negative integral of the force over the path taken by an infinitesimally small volume of water, when it moves from a reference location to the point under consideration [58]. The reference point is commonly assumed to be at the surface of a free water body located at the same elevation as the considered volume of the pore fluid, and subjected to normal atmospheric pressure. Thus, the values of the fluid potentials are relative to the normal atmospheric pressure. Potentials can be expressed as energy per unit mass (J kg$^{-1}$), energy per unit volume (J m$^{-3}$ = Pa) or energy per unit weight (J kg$^{-1}$ m$^{-1}$ s$^2$ = m).

Assuming that the fluid density depends only on its pressure and that the only mass force is the gravity, acting in the direction of decreasing elevation $z$, the potential of each pore fluid can be conveniently expressed in terms of the total hydraulic head:

$$H_\alpha = \int_{p_\alpha^{\text{ref}}}^{p_\alpha} \frac{d\hat{p}}{\rho_\alpha(\hat{p})g} + z = h_\alpha + z,$$

(2.12)

where $p_\alpha^{\text{ref}}$ is the reference pressure, $\rho_\alpha$ is the fluid density, $\hat{p}$ is the integration variable, $g$ is the magnitude of gravitational acceleration, $z$ is the elevation above the reference level, and $h_\alpha$ is the pressure head. As far as the water phase is considered, in the fully water-saturated conditions the variable $p_w$ represents the pressure exerted by unsupported water phase overlying the point of interest, while in partially saturated conditions it accounts for the effect of capillary and adsorption forces binding water molecules to the solid skeleton. These interactions include short range van der Waals forces between water and solid, cohesion through hydrogen bonds in water and ion hydration and binding of water in diffuse double layers [48, 58]. In the case of the air phase (or the non-wetting fluid in general) the variable $p_a$ represents only the pressure, as the interaction between this phase and the solid skeleton is typically neglected.

The difference between the pressure potentials of air and water in unsaturated conditions, caused by the action of capillary and adsorption forces, is often called the capillary pressure, by analogy to the pore-scale capillary pressure defined by Eq. (2.3). The capillary pressure at the Darcy scale is assumed to be a function of the water saturation:

$$p_a - p_w = p_c(S_w).$$

(2.13)

In hydrophilic porous media the capillary pressure is always nonnegative. If the pore air pressure is constant, $p_c$ increases with decreasing water saturation, while the water pressure potential decreases correspondingly. This is caused by the fact that as the water saturation decreases, the relative amount of water molecules bound by strong short range forces to the solid surface increases.

There are important differences between the pore-scale and Darcy-scale capillary pressure. According to Eq. (2.3), the pressure is larger in the fluid occupying the concave side of the interface. Therefore, from the pore scale point of view, the water pressure is lower than the air pressure in pendular rings or in capillary tubes, but it is higher.
than the air pressure in the thin water layers around spherical solid grains, or around occluded air bubbles. However, in each of these situations the Darcy-scale capillary pressure is defined as a nonnegative value. Due to this discrepancy, some authors prefer to use the term suction potential, instead of the capillary potential, and the term matric potential, instead of the water pressure in the unsaturated zone, e.g. [58]. Indeed, the values of the water pressure potential at low saturations, measured with respect to the atmospheric pressure, are often well below $-100 \, \text{kPa}$, which would indicate negative absolute pressures. In this work, the terms capillary pressure and water pressure are used, with a full recognition of the fact that in unsaturated conditions they refer to the average energy state of water within a representative elementary volume, rather than the physical pressure in the liquid water.

### 2.1.4 Capillary Function

The relationship between Darcy-scale capillary pressure and water saturation is known under a number of names, such as the capillary function, suction function, retention function, or soil water characteristic function [41, 48, 58, 63]. Figure 2.4 presents its basic features, in relation to various configurations of air and water in a porous medium. Usually, if the medium is fully water-saturated, it can be invaded by the air phase only if the air pressure exceeds the water pressure by a specific value. The corresponding value of $p_c$ is called air-entry pressure or bubbling pressure [41, 58]. This effect can be explained if the medium is conceptualized as a bundle of capillary tubes. According to the Laplace law, Eq. (2.3), all tubes remain saturated, if the water pressure is lower than the pressure of the surrounding air, but the capillary pressure ($p_a - p_w$) does not exceed the maximum possible value for the largest tube. After this value has been exceeded, the largest tube drains and the overall saturation of the system becomes smaller than one. In natural porous media the value of the air entry pressure corresponds to the diameter of the largest pore forming a connected path through the system. The air entry pressure is more often observed in granular media with relatively uniform grain size, and may be not pronounced in fine-textured media [41]. Above the value of the air entry pressure, the water saturation decreases with the increasing value of the capillary potential. The slope of the curve is determined by the uniformity of the size of pores. If the pores have very similar size, most of them drain quickly above the entry pressure and the slope of the curve is very steep. If the pores show large variability in size, at each increment of the potential only a small part of the pores will be drained, and the decrease in saturation is much more gradual. At some point, the value of the residual water saturation is reached, and further liquid flow is inhibited by the lack of connectivity of the pendular capillary water. The saturation can be further decreased by evaporation, but this requires very large increments of the potential. The capillary pressure can be related to the air relative humidity by the Kelvin equation [58]:
Capillary pressure–water saturation relationship for various air and water flow regimes

\[ p_c = -\frac{R_{\text{gas}} \mathcal{T} \rho_w}{\mathcal{M}_w} \ln (\mathcal{H}) \, , \]  

(2.14)

where \( R_{\text{gas}} \) is the universal gas constant \( (R_{\text{gas}} = 8.31 \text{ J mol}^{-1} \text{ K}^{-1}) \), \( \mathcal{T} \) is the Kelvin temperature, \( \mathcal{M}_w \) is the mole mass of water \( (\mathcal{M}_w = 0.018 \text{ kg mol}^{-1}) \), and \( \mathcal{H} \) is the relative air humidity. For oven dry conditions the potential value of about \( 10^6 \text{ kPa} \) is
reported in the literature, which corresponds to the relative air humidity of 0.01% [21, 45].

It is important to note that the capillary pressure–saturation relationship shows hysteresis and depends on the history of the flow. The drying process described above corresponds to the so-called primary drainage curve. A complementary relationship, i.e. the primary imbibition curve, can be obtained by increasing the water saturation, starting from oven-dry conditions. During imbibition the values of the capillary potential corresponding to a given water saturation are smaller than during the primary drainage. Moreover, it is in general not possible to reach full water saturation during imbibition, due to the trapping of air bubbles. The maximum possible water saturation $1 - S_{ra}$ can be achieved for a value of the capillary potential larger than zero. This value is the counterpart of the air-entry pressure at the primary drainage curve, and is sometimes called the water-entry pressure [41]. As the latter term has also other meanings, in this work the term air-entry pressure, or simply entry pressure is consistently used for the characteristic value of the capillary pressure above which air flow is possible, in relation to both imbibition and drainage. The entry pressure at the imbibition curve is smaller than at the drainage curve, and sometimes does not appear at all, i.e. the maximum saturation is reached only at $p_c = 0$. In many practical problems the water saturation varies between the residual value $S_{rw}$ and the maximum value $1 - S_{ra}$. The drainage process from $1 - S_{ra}$ to $S_{rw}$ is described by the main drainage curve, while the corresponding imbibition process by the main imbibition (or wetting) curve. If the flow direction is reversed before the limit saturation is reached, the capillary pressure and saturation follow a so-called scanning curve, which is a path in the area enclosed by the main curves.

The hysteresis is usually explained by the variations in the value of the wetting angle between advancing and receding fluid at the solid surface, by the pore-scale trapping of air and by the ink-bottle effect, e.g. [41, 63]. The latter one is related to the fact that during imbibition the possibility of capillary flow is controlled by the widest cross-section of the pore, while during drainage it is controlled by the smallest cross-section. In this work the hysteresis of the capillary function at the Darcy scale is not considered. However, in Chap. 7 it will be shown that a quasi-hysteresis may occur in the field-scale capillary function for a porous medium that shows a specific heterogeneous structure at the Darcy scale.

For practical purposes it is convenient to express the capillary function, for either imbibition or drainage, as an analytical function. A large number of such analytical formulae can be found in the literature. In this section only the ones used in the following part of this book are presented. For a more detailed reviews of various propositions, see [38, 43, 45]. Typically, the formulae are expressed in terms of the normalized water saturation, Eq. (2.9). The choice of the parameters $S_w^{\text{min}}$ and $S_w^{\text{max}}$ depends on the problem under consideration. For the primary drainage with subsequent drying $S_w^{\text{max}} = 1$ and $S_w^{\text{min}} = 0$, for the primary imbibition $S_w^{\text{max}} = 1 - S_{ra}$ and $S_w^{\text{min}} = 0$, while for the main drainage and imbibition curves $S_w^{\text{max}} = 1 - S_{ra}$ and $S_w^{\text{min}} = S_{rw}$.

For the sake of consistency all the following functions have the capillary pressure $p_c$ as their argument. In fact some of them were originally written in terms of the
capillary pressure head $h_c$. Transition to the pressure head based form is straightforward and requires only that the parameters $p_c$ and $p_g$ are replaced by the corresponding pressure heads.

One of the most often used analytical models, proposed by Brooks and Corey [7], can be written in the following form:

$$S_{ew} = \begin{cases} (p_c/p_e)^{-n_b} & \text{if } p_c > p_e, \\ 1 & \text{if } p_c \leq p_e \end{cases}, \quad (2.15)$$

$$p_c = p_e (S_{ew})^{-1/n_b}, \quad (2.16)$$

where $p_e$ is the air-entry pressure and $n_b$ is a parameter related to the pore-size distribution, generally ranging from 0.2 to 5. Large values of $n_b$ correspond to a rapid decrease of the saturation above the entry pressure, which is typical for media having uniformly sized pores. Smaller values of $n_b$ characterize media with non-uniform pore size distributions. This model is useful for porous media having a distinct air entry pressure and relatively uniform pore sizes, however it cannot reproduce the inflection point in the capillary function, characteristic for many finely textured soils [41].

Another well-known model, introduced by van Genuchten [79], has the following form:

$$S_{ew} = \left[1 + \left(p_c/p_g\right)^{n_g}\right]^{-m_g}, \quad (2.17)$$

$$p_c = p_g \left[(S_{ew})^{-1/m_g} - 1\right]^{1/n_g}, \quad (2.18)$$

where $p_g$ is a pressure scaling parameter, related to the average size of the pores (in the original paper its inverse $\alpha_g = 1/p_g$ was used). The value of $p_g$ approximately corresponds to the position of the inflection point at the capillary curve described by Eq. (2.17). The exponents $m_g$ and $n_g$ are related to the pore size distribution, and in principle can be considered as independent of each other. However, in order to reduce the number of independent parameters, and to develop analytical formulae for the relative permeability (discussed later in Sect. 2.1.6), it is often assumed that $m_g = 1 - 1/n_g$ or $m_g = 1 - 2/n_g$. The van Genuchten function does not account explicitly for the air-entry pressure, although for some values of $n_g$ and $m_g$ saturations very close to unity can be obtained for a certain range of the capillary pressures above zero. Some authors proposed to introduce the air-entry pressure as an additional explicit parameter in the van Genuchten model [34, 81]. In the special case of $m_g = 1$ the van Genuchten function reduces to the Gardner function [23]:

$$S_{ew} = \frac{1}{1 + \left(p_c/p_g\right)^{n_g}}, \quad (2.19)$$

$$p_c = p_g \left(S_{ew} - 1\right)^{1/n_g}. \quad (2.20)$$
Table 2.1  Parameters of the van Genuchten ($m_g = 1 - 1/n_g$) and Brooks–Corey capillary functions for various types of soil (van Genuchten function parameters from [10])

<table>
<thead>
<tr>
<th></th>
<th>$p_g$</th>
<th>$n_g$</th>
<th>$p_e$</th>
<th>$n_b$</th>
<th>$\theta_{sw}$</th>
<th>$\theta_{rw}$</th>
<th>$K_{sw}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>sand</td>
<td>677</td>
<td>2.68</td>
<td>440</td>
<td>1.124</td>
<td>0.43</td>
<td>0.045</td>
<td>8.25E−5</td>
</tr>
<tr>
<td>loamy sand</td>
<td>791</td>
<td>2.28</td>
<td>498</td>
<td>0.908</td>
<td>0.41</td>
<td>0.057</td>
<td>4.05E−5</td>
</tr>
<tr>
<td>sandy loam</td>
<td>1308</td>
<td>1.89</td>
<td>814</td>
<td>0.908</td>
<td>0.41</td>
<td>0.065</td>
<td>1.23E−5</td>
</tr>
<tr>
<td>loam</td>
<td>2725</td>
<td>1.56</td>
<td>1779</td>
<td>0.719</td>
<td>0.43</td>
<td>0.078</td>
<td>2.89E−6</td>
</tr>
<tr>
<td>silt</td>
<td>6131</td>
<td>1.37</td>
<td>4462</td>
<td>0.710</td>
<td>0.46</td>
<td>0.034</td>
<td>6.94E−7</td>
</tr>
<tr>
<td>clay</td>
<td>12263</td>
<td>1.09</td>
<td>12203</td>
<td>0.090</td>
<td>0.38</td>
<td>0.068</td>
<td>5.56E−7</td>
</tr>
</tbody>
</table>

Fig. 2.5  Typical capillary functions for sand and clay

Lenhard et al. [44] established analytical relationships between the parameters of Brooks–Corey function and van Genuchten function (with $m_g = 1 - 1/n_g$) for the same porous material, based on the slope of the curves at normalized saturation equal to 0.5. They are given by the following formulae:

\[ n_b = (n_g - 1) \left( 1 - 0.5^{n_g/(n_g-1)} \right), \]  

\[ Z_s = 0.72 - 0.35 \exp\left( -(n_g)^4 \right), \]  

\[ p_e = p_g \left( Z_s \right)^{1/n_b} \left[ (Z_s)^{n_g/(1-n_g)} - 1 \right]^{1/n_g}, \]

where $Z_s$ is an auxiliary parameter. Typical values of the parameters of the van Genuchten and Brooks–Corey models for several types of soil are listed in Table 2.1. The van Genuchten function parameters were taken from [10]. The corresponding Brooks–Corey function parameters were calculated using the above formulae. Figure 2.5 shows the capillary functions for sand and clay, according to both models.
A relatively simple exponential formula is often used in the development of analytical solutions for the Richards equation, e.g. [3, 68]:

\[
S_{ew} = \begin{cases} 
\exp \left( -\frac{p_c - p_e}{p_g} \right) & \text{if } p_c > p_e, \\
1 & \text{if } p_c \leq p_e
\end{cases}, \quad (2.24)
\]

\[
p_c = p_e - p_g \ln(S_{ew}), \quad (2.25)
\]

where \( p_e \) is the air entry pressure and \( p_g \) is a pressure scaling parameter. This formula can be considered as a complementary relationship to the Gardner exponential relative permeability function (introduced later in Sect. 2.1.6).

Note that all the above formulae predict infinite value of the capillary pressure as the normalized saturation approaches zero, which is not consistent with the fact mentioned earlier, that even for oven-dry conditions the capillary pressure has a finite value of about \( 10^6 \) kPa. Therefore, Eqs. (2.15)–(2.24) should be considered valid only in the range of normalized water saturations significantly larger than zero. For the dry range the capillary functions should be appropriately modified, to ensure a finite value of the capillary pressure at zero water saturation [21, 37].

2.1.5 Darcy Equation

At the pore scale, the momentum conservation principle for each fluid phase is represented by the Navier-Stokes equations. In the case of steady, laminar flow of incompressible newtonian fluid \( \alpha \) in a horizontal tube having a uniform circular cross-section, the Navier-Stokes equations reduce to the Poiseuille equation, which gives the following formula for the average fluid velocity \( v_\alpha \) [4]:

\[
v_\alpha = -\frac{r_c^2}{8 \mu_\alpha} \frac{d p_\alpha}{dx}, \quad (2.26)
\]

where \( r_c \) is the tube radius and \( \mu_\alpha \) is the dynamic viscosity coefficient of the fluid. An important feature of this relationship is that the average velocity is directly proportional to the pressure gradient, and the proportionality coefficient depends on the geometric parameters and the fluid viscosity. In a more general case of three-dimensional single-phase fluid flow in a medium characterized by arbitrary pore geometry, a mathematically rigorous averaging of the pore scale Navier-Stokes equations yields the following result, e.g. [2, 4, 28, 86]:

\[
v_\alpha = -\frac{k_s}{\mu_\alpha} (\nabla p_\alpha - \rho_\alpha g), \quad (2.27)
\]
where $k_s$ is the absolute (or intrinsic) permeability tensor and $g$ is the gravity vector. Intrinsic permeability has dimension of $m^2$ and depends only on the geometric characteristics of the pores. Its value can be computed for a given geometry of pores, by solving Stokes equations in a representative elementary volume [77]. Alternatively, it can be estimated using many empirical or semi-empirical formulae, developed particularly for granular media, for instance those proposed by Hazen or Kozeny and Carman [39, 82]. For practical purposes, however, the most reliable estimation of permeability is obtained from laboratory or field measurements. Equation (2.27) was derived from the pore-scale flow equations by several authors, e.g. [4, 28, 86]. The most important assumptions introduced in the derivation of Eq. (2.27) can be summarized as follows [31]:

- Inertial effects are neglected, i.e. quasi-steady fluid flow is assumed.
- The flow is laminar.
- The viscous part of the stress tensor in fluid behaves according to the Newton law.

Equation (2.27) can be rewritten it terms of the hydraulic head as:

$$
\mathbf{v}_\alpha = -\frac{k_s \rho_\alpha g}{\mu_\alpha} \nabla H_\alpha = -K_{s\alpha} \nabla H_\alpha ,
$$

(2.28)

where $K_{s\alpha}$ is the hydraulic conductivity tensor for single-phase flow, which depends on the properties of porous medium and the pore fluid. Equations (2.27) and (2.28) represent an extension to three dimensions of the linear flow law, which was established experimentally for the one-dimensional case by Darcy [14]. The head-based form of the Darcy formula is often used in groundwater flow simulations, when the variations of fluid density and viscosity are negligible, and the hydraulic conductivity with respect to water $K_{sw}$ can be considered constant.

If two fluids flow within the pore space, it is often assumed that their velocities can be expressed by the following extended form of the Darcy formula, e.g. [63]:

$$
\mathbf{v}_\alpha = -\frac{k_\alpha (S_\alpha)}{\mu_\alpha} (\nabla p_\alpha - \rho_\alpha g) = -K_\alpha (S_\alpha) \nabla H_\alpha ,
$$

(2.29)

where $k_\alpha$ and $K_\alpha$ are permeability and conductivity tensors, which depend on the saturation of phase $\alpha$. In a general case of anisotropic porous medium, the relationship between permeability and saturation will be different for each component of the permeability tensor. However, for practical purposes a simplified relationship is often postulated in the following form:

$$
k_\alpha (S_\alpha) = k_s k_{r\alpha} (S_\alpha) ,
$$

(2.30)

where $k_{r\alpha}$ is a scalar relative permeability coefficient, assuming values from zero to one. The equivalent relationship for the hydraulic conductivity tensor is:

$$
K_\alpha (S_\alpha) = K_{s\alpha} k_{r\alpha} (S_\alpha) ,
$$

(2.31)
The maximum value \( k_{r\alpha} = 1 \) corresponds to the case of full saturation with fluid phase \( \alpha \). The minimum value \( k_{r\alpha} = 0 \) occurs when the fluid phase becomes immobilized, which corresponds to the fluid saturations below the residual saturation \( S_{\alpha} \leq S_{r\alpha} \). Alternatively, the extended Darcy formula can be rewritten in the following form:

\[
v_\alpha = -k_s \lambda_\alpha (S_\alpha) (\nabla p_\alpha - \rho_\alpha g),
\]

where \( \lambda_\alpha (S_\alpha) = k_{r\alpha} (S_\alpha) / \mu_\alpha \) is the phase mobility.

In contrast to Eq. (2.27), the extension of Darcy equation for multiphase flow given by Eq. (2.29) should be considered as purely phenomenological. As shown by several authors, e.g. [1, 29], in the case of two fluid phases a rigorous averaging of pore-scale momentum conservation leads to coupled Darcy-scale equations, where the flow velocity of each phase depends on the potential gradients in both fluid phases. Such results are consistent with the Onsager reciprocity theorem [66]. These limitations notwithstanding, in the present work Eq. (2.29) is assumed to be a valid approximation of two-phase flow in porous media at the Darcy scale.

### 2.1.6 Relative Permeability Functions

Since the relative permeability of fluid phase \( \alpha \) varies from \( k_{r\alpha} = 0 \) for \( S_\alpha = S_{r\alpha} \) to \( k_{r\alpha} = 1 \) for \( S_\alpha = 1 \), it can be conveniently represented by a function of the normalized saturation of each phase, as given by Eq. (2.9), assuming \( S_{\alpha}^{\min} = S_{r\alpha} \) and \( S_{\alpha}^{\max} = 1 \). However, in order to simplify the model formulation, the capillary function and permeability functions for both fluids are typically defined with respect to the water saturation normalized in the range between \( S_{\alpha}^{\min} = S_{rw} \) and \( S_{\alpha}^{\max} = 1 - S_{ra} \). In such a case, the relative permeability equals unity for the actual fluid saturation smaller than one. In order to keep the physical consistency of the model, \( k_s \) is interpreted as the maximum permeability attainable for the considered problem, which can be different for each phase, and is generally smaller than the permeability tensor for single phase flow. In soil hydrology and soil physics the maximum attainable value of the water conductivity:

\[
K_{sw} = k_s \frac{\rho_w g}{\mu_w},
\]

is often referred to as the saturated hydraulic conductivity. However, it corresponds to the state of apparent saturation, with the corresponding volumetric water content \( \theta_{sw} \) smaller than the porosity \( \phi \). The formulae for relative permeability presented below can be used in conjunction with various definitions of the normalized water saturation \( S_{ew} \).

Simple power-type relationships between the normalized saturation and the relative permeabilities are often postulated, e.g. [42, 63]:

\[
k_{rw} = (S_{ew})^{\eta_w},
\]

\[
k_{ra} = (1 - S_{ew})^{\eta_a},
\]
Table 2.2 Parameters used in Burdine and Mualem relative permeability models

<table>
<thead>
<tr>
<th></th>
<th>$\kappa$</th>
<th>$\eta_1$</th>
<th>$\eta_2$</th>
<th>$\eta_3$</th>
<th>$\eta_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mualem</td>
<td>0.5</td>
<td>1.0</td>
<td>2.0</td>
<td>2.5 + 2.0/nbc</td>
<td>1.0 + 1.0/nbc</td>
</tr>
<tr>
<td>Burdine</td>
<td>2.0</td>
<td>2.0</td>
<td>1.0</td>
<td>3.0 + 2.0/nbc</td>
<td>1.0 + 2.0/nbc</td>
</tr>
</tbody>
</table>

where the exponents $\eta_w$ and $\eta_a$ are fitting parameters. Relationships of this type can be obtained on the theoretical basis, for simple models of laminar flow in bundles of capillary tubes [54]. As it is the wetting fluid, water tends to move along the solid phase surface and preferentially fills smaller pores. Therefore, at the same saturation of each fluid the resistance of the medium to the flow of water is larger than the resistance to the flow of air. Thus, the exponent $\eta_w$ is typically larger than $\eta_a$.

More sophisticated models of the relative permeability are based on the consideration of statistical distribution of the pore size within the medium, and the connectivity between pores of various sizes. The pore size distribution can be computed from the capillary function, due to the inverse relationship between the capillary radius and the capillary pressure, as given by the Laplace law, Eq. (2.3). The connectivity parameter is more difficult to derive theoretically and is often used as a fitting parameter in the resulting model. Two well known statistical models were proposed by Burdine [9] and Mualem [53]. They can be written in the following generalized form:

\[
k_{rw}(S_{ew}) = (S_{ew})^{\kappa} \left[ \frac{\int_0^{S_{ew}} \hat{p}_c(\hat{S})^{-\eta_1} d\hat{S}}{\int_0^1 \hat{p}_c(\hat{S})^{-\eta_1} d\hat{S}} \right]^{\eta_2},
\]

\[
k_{ra}(S_{ew}) = (1 - S_{ew})^{\kappa} \left[ \frac{\int_0^{S_{ew}} \hat{p}_c(\hat{S})^{-\eta_1} d\hat{S}}{\int_0^1 \hat{p}_c(\hat{S})^{-\eta_1} d\hat{S}} \right]^{\eta_2},
\]

where $\hat{S}$ denotes the integration variable and the values of the connectivity parameter $\kappa$ and the exponents $\eta_1$ and $\eta_2$ are listed in Table 2.2.

In a general case the application of these models to an arbitrary $p_c(S_{ew})$ function requires numerical integration. In some cases, however, the integrals can be evaluated analytically. In particular, it is possible for the Brooks–Corey capillary function, for which the following formulae are obtained:

\[
k_{rw}(S_{ew}) = (S_{ew})^{\eta_3},
\]

\[
k_{ra}(S_{ew}) = (1 - S_{ew})^{\kappa} \left[ 1 - (S_{ew})^{\eta_4} \right]^{\eta_2},
\]

where the exponents $\eta_3$ and $\eta_4$ are given in Table 2.2. Note that the relative permeability of the water phase is given by a simple power law, similarly as in Eq. (2.34). In the case of van Genuchten capillary function, the Mualem formula can be integrated analytically if $m_g = 1 - 1/n_g$, leading to the following result:
\[ k_{rw}(S_{ew}) = S_{ew}^\kappa \left[ 1 - \left( 1 - (S_{ew})^{1/m_g} \right)^m_g \right]^2, \quad (2.40) \]
\[ k_{ra}(S_{ew}) = (1 - S_{ew})^\kappa \left[ 1 - (S_{ew})^{1/m_g} \right]^{2m_g}. \quad (2.41) \]

In general, the connectivity factor \( \kappa \) can be treated as a fitting parameter of the model. Improved agreement with laboratory measurements was reported for negative values ranging from \(-1.28 \) for sands to \(-5.96 \) for clays [69]. The value of \( \kappa = 1/3 \) was suggested for the non-wetting phase relative permeability [49].

The Burdine approach provides a closed-form analytical result for the van Genuchten capillary function if \( m_g = 1 - 2/n_g \):

\[ k_{rw}(S_{ew}) = S_{ew}^\kappa \left[ 1 - \left( 1 - (S_{ew})^{1/m_g} \right)^m_g \right], \quad (2.42) \]
\[ k_{ra}(S_{ew}) = (1 - S_{ew})^\kappa \left[ 1 - (S_{ew})^{1/m_g} \right]^{m_g}. \quad (2.43) \]

All the above formulae can be rearranged using the relevant analytical expressions for \( S_{ew}(p_c) \) functions, in order to express the relative permeability of each phase as a function of the capillary pressure. Typical relative permeability functions for sand and clay according to Brooks–Corey–Burdine and van Genuchten–Mualem models are shown in Fig. 2.6. Parameters of the porous media are taken from Table 2.1. Significant differences between the two models are observed for clay. The van Genuchten–Mualem model predicts a rapid decrease of the relative water permeability and a rapid increase of the relative air permeability as the capillary pressure increases only slightly from 0 to 100 Pa, which is inconsistent with the fact that the water saturation in this range remains virtually constant and very close to 1. The reason for this discrepancy is related to the integrals in formulae (2.36) and (2.37), where, in the absence of the air-entry pressure, the inverse of the capillary pressure tends to infinity as the water saturation tends to one. As a remedy, introduction of the air-entry pressure as an additional parameter in the van Genuchten model is recommended [34, 81].

Some empirical models define the relative permeability directly as a function of the capillary pressure. Such approaches are typically used for the Richards equation, where the assumption of constant air pressure allows to express the relative water permeability as a function of the water pressure only. To this group belongs the widely used exponential formula, originally suggested by Gardner [23] and modified by Philip [61]:

\[ k_{rw}(p_c) = \begin{cases} 
\exp \left( -\frac{p_c - p_e}{p_g} \right) & \text{if } p_c > p_e, \\
1 & \text{if } p_c \leq p_e
\end{cases}, \quad (2.44) \]

where \( p_e \) and \( p_g \) have the same meaning as in Eq. (2.24). Another well-known formula was also proposed by Gardner [23]:
The above analytical expression has the same form as the formula for the capillary function in Eq. (2.19). Equations (2.44) and (2.45) can be alternatively expressed in terms of the capillary pressure head.

### 2.1.7 Density and Viscosity of Fluids

In general, the density of the water phase depends on the temperature, pressure and the concentration of dissolved substances. For pure water in isothermal conditions, the dependence of density on the pressure can be expressed as follows [31]:
\[ \rho_w(p_w) = \rho_w^{ref} \exp\left[ \beta_w \left( p_w - p_w^{ref} \right) \right], \]  

where \( \rho_w^{ref} \) is the reference water density (1000 kg m\(^{-3}\) at 20 °C), \( p_w^{ref} \) is the standard atmospheric pressure (101325 Pa) and \( \beta_w \) is the isothermal relative compressibility coefficient. For the range of temperatures from 10 to 50 °C and pressures from 0 to 10\(^6\) Pa, \( \beta_w \) is approximately constant and equal to \( 4.5 \times 10^{-10} \) Pa\(^{-1}\). This value of \( \beta_w \) corresponds to a change of density of approximately 0.5 kg m\(^{-3}\), if the pressure changes by 10\(^6\) Pa.

While in many practical applications water is considered incompressible, its compressibility is included in this work, in order to keep consistency in the presentation of the governing equations for both fluid phases, and in order to maintain parabolic character of the governing equation for the water flow in fully saturated rigid porous medium. Application of the above formula is questionable for unsaturated conditions, where \( p_w \) is a measure of the energy potential rather than the actual pressure of the water phase and assumes very large negative values [25]. In the examples considered in this work the values of \( p_w \) do not fall below \(-10^6\) Pa, and the discrepancy is neglected. Similarly to the density, the viscosity of water depends on the temperature, pressure and chemical composition. For the purposes of the present analysis, these dependencies are neglected, and a constant value of water viscosity is assumed \( \mu_w = 10^{-3} \) Pa s, which corresponds to the temperature of 20 °C.

The density of dry air can be obtained from the ideal gas law [31]:

\[ \rho_a = \frac{M_a p_a}{R_{gas} T} = c_a p_a, \]

where \( p_a \) is the air pressure, \( M_a \) is the molecular mass of air (0.0029 kg mol\(^{-1}\)), \( R_{gas} \) is the universal gas constant (8.314 J mol\(^{-1}\) K\(^{-1}\)), \( T \) is temperature in degrees Kelvin and \( c_a \) is the absolute compressibility coefficient for air. In the temperature of 20 °C = 293.16 °K and at the normal atmospheric pressure the density of dry air is \( \rho_a = 1.206 \) kg m\(^{-3}\). The density of pore air varies according to the changes in the content of water vapour, but this effects are neglected in the present work. The viscosity of air is assumed constant and equal to \( \mu_a = 1.83 \times 10^{-5} \) Pa s.

### 2.2 Governing Equations for Fluid Flow

#### 2.2.1 Two-Phase Flow

The governing equations for two-phase flow in a porous medium are derived from the mass conservation principle, applied to a Darcy-scale representative elementary volume, as shown in Fig. 2.3. In the absence of source/sink terms, the change in the total mass of fluid phase \( \alpha \) inside the REV must be balanced by the total mass flux across the REV boundary. For a rigid solid phase this can be written as:
\[ \frac{\partial}{\partial t} \int_U \rho_\alpha S_\alpha \phi \, dU = \int_{\partial U} \rho_\alpha \mathbf{v}_\alpha \mathbf{n}_U \, d\partial U, \quad (2.48) \]

where \( \partial U \) is the boundary of the REV and \( \mathbf{n}_U \) is a unit vector normal to \( \partial U \) and directed outwards. Using the Gauss-Ostrogradski theorem and assuming immovable REV boundaries, Eq. (2.48) can be transformed to a differential (strong) form:

\[ \frac{\partial}{\partial t} (\rho_\alpha S_\alpha \phi) + \nabla \cdot (\rho_\alpha \mathbf{v}_\alpha) = 0. \quad (2.49) \]

The velocity of each fluid phase with respect to the solid phase is given by the extended Darcy formula, Eq. (2.29). Substitution of the Darcy equation into the mass balance equation for each phase results in the following system of two coupled partial differential equations:

\begin{align*}
\frac{\partial}{\partial t} (\rho_w S_w \phi) - \nabla \left[ \frac{\rho_w k_s k_{rw}}{\mu_w} (\nabla p_w - \rho_w g) \right] &= 0, \\
\frac{\partial}{\partial t} (\rho_a S_a \phi) - \nabla \left[ \frac{\rho_a k_s k_{ra}}{\mu_a} (\nabla p_a - \rho_a g) \right] &= 0. \quad (2.50) \quad (2.51)
\end{align*}

Using the chain differentiation rule the storage term for each phase can be expanded to show explicitly the contributions related to the fluid compressibility and saturation change:

\[ \frac{\partial}{\partial t} (\rho_\alpha S_\alpha \phi) = S_\alpha \phi \frac{\partial \rho_\alpha}{\partial t} + \rho_\alpha \phi \frac{\partial S_\alpha}{\partial t} = S_\alpha \phi c_\alpha \frac{\partial p_\alpha}{\partial t} + \rho_\alpha \phi \frac{\partial S_\alpha}{\partial t}, \quad (2.52) \]

where \( c_\alpha = d\rho_\alpha/dp_\alpha \) is the compressibility coefficient for phase \( \alpha \). For water \( c_w = \rho_w \beta_w \). For air \( c_a \) is defined by Eq. (2.47). In order to obtain a closed system, one has to make use of the additional relationships discussed in the previous sections. The air saturation is uniquely defined by the water saturation (or vice versa), Eq. (2.8). The water saturation is a function of the capillary pressure, i.e. the difference between the air and water pressures, Eq. (2.13). The relative permeabilities depend on the fluid saturations, and the densities on the fluid pressures, Eqs. (2.46)–(2.47). As a result, a system of two equations with two unknowns is obtained.

Several possibilities exist with respect to the choice of the primary unknown variables. For instance, one can choose the two pressures, \( p_a \) and \( p_w \), and compute the capillary pressure and the corresponding fluid saturations accordingly. However, such a formulation is not suitable for the numerical solution, when the air phase disappears completely from the porous medium. In such a situation, the derivatives of the discrete form of the air flow equation are equal to zero. Therefore, it is recommended to choose one of the fluid pressures and one of the saturations as the primary unknowns, e.g.
2.2 Governing Equations for Fluid Flow

As this work focuses on water flow, the water pressure $p_w$ and water saturation $S_w$ are chosen as the primary variables. Equations (2.50)–(2.51) can be rewritten in order to show explicitly the dependence of each term on the chosen primary variables:

$$
\frac{\partial}{\partial t} \left[ \rho_w(p_w) S_w \phi \right] - \nabla \left[ \frac{\rho_w(p_w) k_s k_{rw}(S_w)}{\mu_w} (\nabla p_w - \rho_w(p_w) g) \right] = 0 , \quad (2.53)
$$

$$
- \nabla \left[ \frac{\rho_a(p_w, S_w) k_s k_{ra}(S_w)}{\mu_a} (\nabla p_w + \nabla p_c(S_w) - \rho_a(p_w, S_w) g) \right] = 0 . \quad (2.54)
$$

If the compressibility of the fluids and the porous medium can be neglected, a simplified form of the governing equations is obtained:

$$
\phi \frac{\partial S_w}{\partial t} - \nabla \mathbf{v}_w = 0 ,
$$

$$
- \phi \frac{\partial S_w}{\partial t} - \nabla \mathbf{v}_a = 0 . \quad (2.55, 2.56)
$$

Alternatively, the above equations can be transformed to the fractional flow formulation, e.g. [6]. To this order the mass balance equations are added to each other:

$$
\nabla (\mathbf{v}_w + \mathbf{v}_a) = \nabla \mathbf{v}_t = 0 ,
$$

where $\mathbf{v}_t = \mathbf{v}_w + \mathbf{v}_a$ is the total fluid velocity. Equation (2.57) can be rewritten in terms of the fractional flow function $f_w$ and the global pressure $p_{\text{glob}}$ defined as follows:

$$
f_w = \frac{\lambda_w}{\lambda_w + \lambda_a} ,
$$

$$
p_{\text{glob}} = \frac{1}{2} (p_w + p_a) - \int_{S_w^{\text{max}}}^{S_w} \left( f_w - \frac{1}{2} \right) \frac{dp_c}{dS_w} dS_w , \quad (2.58, 2.59)
$$

where $S_w^{\text{max}}$ is the maximum water saturation, $p_c(S_w^{\text{max}}) = 0$. Equation (2.57) then becomes an elliptic one with respect to the global pressure:

$$
\nabla \left\{ k_t \left[ \nabla p_{\text{glob}} - (f_w \rho_w + (1 - f_w) \rho_a) g \right] \right\} = 0 , \quad (2.60)
$$

where:

$$
k_t = k_s (\lambda_w + \lambda_a) . \quad (2.61)
$$

Using the definition of the total velocity, the water flux can be expressed as:
\[ \mathbf{v}_w = f_w \mathbf{v}_t + f_w \lambda_a k_s (\nabla p_c + (\rho_w - \rho_a) \mathbf{g}) . \]  

(2.62)

Inserting Eq. (2.62) into Eq. (2.55) one obtains the following equation for the water saturation:

\[
\phi \frac{\partial S_w}{\partial t} + \nabla \left[ f_w \mathbf{v}_t + f_w \lambda_a k_s (\rho_w - \rho_a) \mathbf{g} + f_w \lambda_a k_s \frac{d p_c}{d S_w} \nabla S_w \right] = 0 . \]

(2.63)

The above equation has the form of an advection-diffusion one. The first two terms in brackets represent the advective transport. The first term corresponds to the viscous forces, while the second to the gravity forces. The diffusive transport, related to the action of capillary forces, is represented by the third term in brackets. If the capillary and gravity effects are neglected, Eq. (2.63) reduces to the Buckley-Leverett equation (nonlinear advection equation), well known in petroleum reservoir engineering literature, e.g. [13, 31]. In the unsaturated zone, the capillary and gravity forces can rarely be neglected, while the full fractional flow formulation poses problems in the implementation of various types of boundary conditions occurring in unsaturated zone modeling [6]. Moreover, in contrast to the phase pressures, the global pressure is not continuous at the interfaces separating porous materials characterized by different capillary functions. The fractional flow formulation is not used in the numerical simulations presented in the following chapters. However, it will be referred to in the discussion of the general properties of two-phase flow model.

### 2.2.2 Richards Equation

The two-phase model presented in the previous section can be considerably simplified under specific conditions occurring for air and water flow in the unsaturated zone. At the temperature of 20 °C the air viscosity is about 55 times smaller than the water viscosity, which means that the air mobility is greater than the water mobility by approximately the same factor, if the relative permeabilities of both fluids are similar. Therefore, it can be expected that any pressure difference in the air phase will be equilibrated much faster than in the water phase. On the other hand, it can be often assumed that the air phase is continuous in the pore space and that it is connected to the atmosphere. If the variations in the atmospheric pressure are neglected, one can consider the pore air to be essentially at a constant atmospheric pressure. These assumptions allow to eliminate the equation for the air flow from the system of governing Eqs. (2.50)–(2.51). The capillary pressure is now uniquely defined by the water pressure. For convenience it is often assumed that the reference atmospheric pressure \( p_{\text{atm}} = 0 \), so one can write:

\[ p_c = p_{\text{atm}} - p_w = -p_w . \]  

(2.64)
Accordingly, the water saturation and the relative water permeability can be defined as functions of the water pressure. For the values of the water pressure smaller than the negative of the air entry pressure, \( p_w < -p_e \) (where \( p_e \) can be zero if the van Genuchten capillary function is used), the water saturation and permeability can be computed from the analytical models described in Sect. 2.1.4 and 2.1.6, assuming \( p_e = -p_w \). For the values of the water pressure which are larger than the negative of the air entry pressure, \( p_w > -p_e \), the water saturation and water permeability are constant and equal to their maximum values.

The remaining equation for the water flow becomes:

\[
\frac{\partial}{\partial t} \left( \rho_w \phi S_w(p_w) \right) - \nabla \left[ \frac{\rho_w(p_w)}{\mu_w} k_{rw}(p_w) (\nabla p_w - \rho_w(p_w) g) \right] = 0 . \tag{2.65}
\]

Taking into account Eq. (2.52) the storage term can be rewritten as:

\[
\frac{\partial}{\partial t} \left( \rho_w \phi S_w \right) = \phi S_w \rho_w \beta_w \frac{\partial p_w}{\partial t} + \rho_w \phi \frac{\partial S_w}{\partial p_w} \frac{\partial p_w}{\partial t} . \tag{2.66}
\]

Additionally, it is often assumed that the spatial gradients of the water density are negligible:

\[
\nabla (\rho_w v_w) \approx \rho_w \nabla v_w .
\]

Consequently, both sides of equation can be divided by \( \rho_w \) and one arrives at the following form:

\[
C_{wp}(p_w) \frac{\partial p_w}{\partial t} - \nabla \left[ k_{sw} k_{rw} (p_w) \nabla (p_w + \rho_w g) \right] = 0 , \tag{2.67}
\]

where \( C_{wp} \) is a storage coefficient:

\[
C_{wp} = \theta_w \beta_w + \frac{d \theta_w}{dp_w} . \tag{2.68}
\]

In hydrological and hydrogeological applications, Eq. (2.67) is often written in terms of the water pressure head:

\[
C_{wh}(h_w) \frac{\partial h_w}{\partial t} - \nabla \left[ K_{sw} k_{rw}(h_w) \nabla (h_w + z) \right] = 0 , \tag{2.69}
\]

where \( C_{wh} = \rho_w g C_{wp} \). Accordingly, the capillary and relative permeability functions are defined in terms of the capillary pressure head, which is equal to the negative water pressure head. Equations (2.67) and (2.69) describe transient water flow in both saturated and unsaturated conditions and are sometimes called generalized Richards equation.
By further neglecting the water compressibility one arrives at the following equation:

\[ C_{ch}(h_w) \frac{\partial h_w}{\partial t} - \nabla \left[ K_{sw} k_{rw}(h_w) \nabla (h_w + z) \right] = 0 , \quad (2.70) \]

where the storage coefficient accounts only for the changes in water saturation:

\[ C_{ch}(h_w) = \phi \frac{dS_w}{dh_w} = \frac{d\theta_w}{dh_w} . \quad (2.71) \]

This coefficient is often called specific water (or moisture) capacity, e.g. [85].

Equation (2.70) was originally developed by Richards [65], while the corresponding expression for the water flux in unsaturated conditions:

\[ v_w = -K_{sw} k_{rw}(h_w) \nabla (h_w + z) \quad (2.72) \]

was suggested earlier by Buckingham [8] and is often called Darcy-Buckingham equation, e.g. [55]. In saturated conditions \( C_{ch} = 0 \) and Eq. (2.70) degenerates to an elliptic equation describing steady flow. Thus a generalized form of the Richards equation, which includes water compressibility, Eq. (2.69), is preferable if parabolic character of the governing equation is to be retained during transition between saturated and unsaturated states. In geotechnical and hydrogeological applications, Eq. (2.69) is often modified by accounting for the compressibility of the solid skeleton in the storage term \( \phi = \phi(p_w, p_a) \). These effects are not considered here, as they are not essential for the analyses presented in the following chapters.

Equation (2.70) is often referred to as the pressure-based form of the Richards equation. Alternatively it can be rewritten in the so-called mixed form, which includes explicitly both the water content and the water pressure head:

\[ \frac{\partial \theta(h_w)}{\partial t} - \nabla \left[ K_{sw} k_{rw}(h_w) \nabla (h_w + z) \right] = 0 . \quad (2.73) \]

It was shown that the mixed form has better properties with respect to the numerical solution, as it allows to minimize the mass balance error, persistent in the solutions employing the pressure-based form [12]. The third possible form is obtained by replacing the pressure head in all terms of Eq. (2.73) with the water content. To this order the hydraulic diffusivity tensor is introduced:

\[ D(\theta_w) = \frac{dh_w}{d\theta_w} K_{sw} k_{rw}(\theta_w) , \quad (2.74) \]
so that Eq. (2.73) becomes:

$$\frac{\partial \theta_w}{\partial t} - \nabla \left[ D(\theta_w) \nabla \theta_w \right] + K_{sw} k_{rw}(\theta_w) \nabla z = 0 \ . \quad (2.75)$$

Note that the above equation can be obtained as the limit case of the saturation equation in the fractional flow model, Eq. (2.63), assuming that the air phase is much more mobile than the water phase, $\lambda_a \gg \lambda_w$, and that the air phase density is much smaller than the water density $\rho_a \ll \rho_w$. In this case the relevant terms of Eq. (2.63) become:

$$f_w = \frac{\lambda_w}{\lambda_a + \lambda_w} \approx 0 \ , \quad (2.76)$$

$$f_w \lambda_a = \frac{\lambda_w \lambda_a}{\lambda_a + \lambda_w} \approx \lambda_w = \frac{k_{rw}}{\mu_w} \ , \quad (2.77)$$

$$\phi \frac{\partial S_w}{\partial t} = \frac{\partial \theta_w}{\partial t} \ , \quad (2.78)$$

$$f_w v_t \approx 0 \ , \quad (2.79)$$

$$f_w \lambda_a k_s (\rho_w - \rho_a) g \approx \lambda_w k_s \rho_w g = -K_{sw} k_{rw} \nabla z \ , \quad (2.80)$$

$$f_w \lambda_a k_s \frac{d p_c}{d S_w} \nabla S_w \approx \lambda_w k_s \frac{d p_c}{d S_w} \nabla S_w = -K_{sw} k_{rw} \frac{dh_w}{d \theta_w} \nabla \theta_w \ . \quad (2.81)$$

The above assumptions lead to Eq. (2.75).

The water content (or saturation) based form is easier to solve numerically than the mixed or pressure based forms. Due to its similarity to the standard advection-diffusion equation it is often used to obtain analytical or semi-analytical solutions of the Richards equation, especially for one-dimensional flow, where the diffusivity and conductivity coefficients are scalars. The major drawback of the water-content based form is that it becomes indefinite in fully saturated conditions. Additional difficulty arises when the domain under consideration contains porous regions characterized by different capillary functions, because the water content is not continuous at such interfaces (see Sect. 2.3.3).

Yet another form of the Richards equation can be obtained for an isotropic medium using the Kirchhoff transform. The Kirchhoff variable, also called the flux potential can be defined as (e.g. [36, 85]):

$$\Phi_h(h_w) = \int_{-\infty}^{h_w} k_{rw}(\hat{h}) \, d\hat{h} \ , \quad (2.82)$$

where $\hat{h}$ is the integration variable. Using this transformation, the Richards equation can be rewritten as follows:
\[ \phi \frac{dS_w}{d\Phi_h} \frac{\partial \Phi_h}{\partial t} - \nabla (K_{sw} \nabla \Phi_h) + K_{sw} k_{rw} (\Phi_h) \nabla z = 0. \]  

(2.83)

Alternatively, the flux potential can be also defined with respect to the water pressure as the primary variable:

\[ \Phi_p(p_w) = \int_{-\infty}^{p_w} k_{rw}(\hat{p}) \, d\hat{p}. \]  

(2.84)

Similarly to the water content, the flux potential is not continuous at material interfaces. Nevertheless, Eq. (2.83) is easier to solve numerically than the mixed and pressure-based forms of the Richards equation, and in contrast to the saturation-based form, can be used for fully saturated conditions. Several authors proposed efficient numerical algorithms based on this form of the Richards equation, e.g. [5, 36, 67]. Moreover, even if the mixed or pressure-based form of the Richards equation is solved, the Kirchhoff transform can be a useful tool to approximate the effective conductivity between the adjacent nodes (see Chap. 4).

While the Richards equation is a widely accepted model for the water flow in unsaturated soils and rocks, one has to be aware of its limitations. For obvious reasons, it cannot be used when there is an explicit interest in the simulation of air flow. Such applications include for example transport of volatile contaminants in the pore air, e.g. [11, 78], or dewatering by means of compressed air used in tunnel construction, e.g. [57]. However, even if the primary interest is in the water flow, the Richards equation can lead to inaccurate results, if one or more of the underlying assumptions is not fulfilled, as pointed out by several studies, e.g. [50, 51, 60, 80, 83, 84].

A number of sources for the possible discrepancies between the Richards model and the full two-phase model can be identified. The first one is related to the viscosity ratio between air and water. Numerical experiments [73] showed that the agreement between results obtained from the Richards equation and from the two-phase model is less than perfect for the water-to-air viscosity ratio smaller than 100. In natural conditions the viscosity of air can be expected to be only about 50 to 60 times smaller than the mobility of water. It should be noted that the phase mobility depends not only on its viscosity, but also on the relative permeability. Thus, further decrease in the mobility ratio can be expected if the relative permeability of air is much smaller than the permeability of water, which occurs as the air saturation approaches the residual value. For instance, it was shown that significant differences arise between the Richards model and the two-phase flow model if the relative permeabilities of water and air are proportional to the fourth power of the respective saturation, even assuming the viscosity ratio of the fluids equal to 100 [19].

The second factor limiting the applicability of the Richards equation is the presence of obstacles, which do not allow the pore air to contact freely with the atmospheric air. Examples of such obstacles include layers of porous media which are quasi-impermeable to air, either because they have very low intrinsic
permeability, or because they are saturated or nearly saturated with water. In this context, inadequacy of the Richards equation was demonstrated for various types of problems, such as infiltration in columns with sealed bottom [74–76], drainage of coarse sand overlaid by a layer of fine sand [40], field-scale infiltration with shallow groundwater table [27], increase of the water level in wells during ponded infiltration [26], or air trapping in flood embankments due to overtopping by flood wave [46]. The flowpaths of the pore air can also be blocked due to heterogeneous structure of the porous medium, especially if coarse-textured inclusions with low air entry pressure are embedded in a fine-textured background having high entry pressure. Such effects are investigated in Chap. 7.

2.2.3 Single-Phase Flow

Single phase flow occurs when the pores are completely filled with only one fluid phase, which in the context of this work is water. Since \( S_w = 1 \) and \( k_{rw} = 1 \), the governing equation for the water flow becomes:

\[
\frac{\partial}{\partial t} \left( \rho_w \phi \right) - \nabla \left[ \frac{\rho_w k_{sw}}{\mu_w} \left( \nabla p_w - \rho_w g \right) \right] = 0 .
\]  

(2.85)

Similarly to the case of the Richards equation, saturated groundwater flow is usually described in terms of the water pressure head. Moreover, the spatial gradients of the water density are neglected, resulting in the following equation:

\[
C_{sat} \frac{\partial h_w}{\partial t} - \nabla \left[ K_{sw} \nabla (h_w + z) \right] = 0 ,
\]  

(2.86)

where the saturated storage coefficient \( C_{sat} = \rho_w \beta_w g \phi \) is approximately constant. The above equation is valid for a rigid solid skeleton. In groundwater aquifers the compressibility of the skeleton is usually more important than the compressibility of water and has to be accounted for in the storage coefficient, e.g. [16].

It is important to note that when porous media are subject to imbibition in natural conditions, the transition from the unsaturated to fully saturated state occurs not directly, but via the occluded air bubble regime. At this stage the Darcy-scale capillary pressure is considered constant and equal to its minimum value (\( p_e^{wet} \) in Fig. 2.4, which can be equal to zero in many cases), while the water pressure assumes values above \(-p_e^{wet}\). However, the water saturation can further increase due to compressibility of the air bubbles, even though the macroscopic capillary pressure remains equal to zero for positive values of the water pressure. Moreover, the increase of the water saturation causes an increase in the relative permeability. While this effect is often neglected and the water saturation and permeability are assumed to be constant for the whole range of positive water pressures, the additional compressibility of the medium resulting from the presence of air bubbles can be important,
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The governing equations for the two-phase (Eqs. (2.50)–(2.51)), unsaturated (Eq. (2.65)) or single-phase (Eq. (2.85)) unsteady flow in porous media are partial differential equations of parabolic type [31, 63]. These equations are solved in the spatial domain $W$, as shown schematically in Fig. 2.7 and for the time interval $[0, t_{\text{max}})$. The solution problem should be well-posed, which means that the following conditions are satisfied, e.g. [18, 71]:

- the solution exists,
- the solution is unique,
- the solution depends continuously on the initial and boundary conditions.

In order to obtain a well-posed problem, the initial and boundary conditions must be formulated in an appropriate manner. The initial conditions specify the state of the system at time $t = 0$, while the boundary conditions determine the behaviour of the unknown functions at the external boundaries $\partial W$ of the considered spatial domain. For parabolic equations the boundary conditions can be in general time-dependent. In the case of steady flow, the derivatives with respect to time disappear from the governing equations and the equations become elliptic. For such type of equations, only boundary conditions are required and they are independent of time.

Moreover, porous materials in the solution domain may be heterogeneous with respect to the constitutive parameters and relationships such as the absolute permeability or the capillary and relative permeability functions. In general, one can assume either that the spatial domain is composed of several porous regions separated by internal boundaries (material interfaces), with uniform parameter distribution in each region, or that the parameters are continuously variable in space. In the first case the mathematical formulation must be complemented by additional conditions for the material interfaces, which allow to link the solutions from the neighbouring sub-domains. In the case of continuous distribution, a similar problem arises during numerical solution of the governing equations when spatial discretization is performed and specific material properties are assigned to each element of the grid.

2.3.1 Initial Conditions

The initial state of the system can be defined either in terms of the primary variables, or in terms of other variables, from which the primary ones can be calculated. For two-phase flow in the $p_w-S_w$ formulation, the initial conditions can be specified as:
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Fig. 2.7 Solution domain for flow equations with external and internal boundaries

\[ p_w(x, t = 0) = p_{w, \text{init}}(x) , \quad (2.87) \]
\[ S_w(x, t = 0) = S_{w, \text{init}}(x) . \quad (2.88) \]

In strictly unsaturated conditions, the initial water pressure can be replaced by the initial air pressure \( p_{a, \text{init}}(x) \). However, if part of the domain is fully saturated with water, the air pressure cannot be meaningfully defined. On the other hand, it is also possible to define the initial conditions in terms of the two pressures:

\[ p_w(x, t = 0) = p_{w, \text{init}}(x) , \quad (2.89) \]
\[ p_a(x, t = 0) = p_{a, \text{init}}(x) . \quad (2.90) \]

The water saturation is then computed as \( S_{w, \text{init}} = S_w(p_{a, \text{init}} - p_{w, \text{init}}) \). For the Richards model, only the initial value of the water pressure is necessary:

\[ p_w(x, t = 0) = p_{w, \text{init}}(x) . \quad (2.91) \]

In strictly unsaturated conditions it is possible to use initial distribution of saturation. The corresponding values of the water pressure are then obtained from the capillary function \( p_{w, \text{init}} = -p_c(S_{w, \text{init}}) \).

While the initial distribution of the relevant variables can be obtained from measurements, it is common to assume some simple distribution schemes, for example:

- Uniform water and air pressures:

\[ p_w(x, t = 0) = p_{w, \text{init}} , \quad (2.92) \]
\[ p_a(x, t = 0) = p_{a, \text{init}} , \quad (2.93) \]
\[ S_w(x, t = 0) = S_w(p_a - p_w) . \quad (2.94) \]
In a homogeneous medium, uniform pressure distribution implies uniform distribution of the water saturation. In a heterogeneous medium, the values of water saturation will be different in each material region. If the gravity force is present in the system then some initial flow occurs due to the presence of gradient in the gravity potential. Otherwise the system is at equilibrium.

- Uniform water saturation:

\[ S_w(x, t = 0) = S_w^{\text{init}}. \]  

(2.95)

This condition must be completed by specifying either water or air pressure. Particular attention is required if such a condition is applied to a heterogeneous medium. For fully water saturated domain, a natural choice is to use \( S_w^{\text{init}} = 1 \) or \( S_w^{\text{init}} = 1 - S_{ra} \) and assume a uniform or hydrostatic distribution of the water pressure. If the medium is characterized by spatially varying entry pressure values, the corresponding distribution of the capillary pressure is discontinuous. On the other hand, in unsaturated conditions it is common to assume a uniform initial value of the air pressure equal to the atmospheric pressure. In this case spatial variability of the capillary function results in a discontinuous initial distribution of the water pressure and implies initial water flow between adjacent material regions.

- Hydrostatic water and air pressure distributions:

\[ p_w(x, t = 0) = p_w^{\text{ref}} + \rho_w g z \]  

(2.96)

\[ p_a(x, t = 0) = p_a^{\text{ref}} + \rho_a g z \]  

(2.97)

\[ S_w(x, t = 0) = S_w(p_a - p_w) \]  

(2.98)

This case describes a system in equilibrium. It is often applied if the position of the groundwater table is known. The compressibility effects are assumed unimportant.

- Hydrostatic water pressure and uniform air pressure

\[ p_w(x, t = 0) = p_w^{\text{ref}} + \rho_w g z \]  

(2.99)

\[ p_a(x, t = 0) = p_{\text{atm}} \]  

(2.100)

\[ S_w(x, t = 0) = S_w(p_a - p_w) \]  

(2.101)

Since the variations in the air pressure due to gravity are relatively small, they are often neglected. If the atmospheric air pressure is assumed everywhere in the domain, the vertical saturation profile above the water table corresponds exactly to the capillary function drawn in \( S_w-h_c \) coordinates. There is some initial air flow, but it is negligibly small.
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2.3.2 Boundary Conditions

Boundary conditions provide information about the behaviour of the solution at physical boundaries of the domain. In general three types of the boundary conditions are distinguished, e.g. [63, 87]:

1. Dirichlet boundary conditions specify the values of the solution at a given part of the boundary;
2. Neumann boundary conditions specify the value of the spatial derivative of the solution. In the case of flow in porous media, this type of condition is usually written in terms of the fluid flux in the direction normal to the boundary;
3. Robin boundary conditions, which specify a relationship between the value of solution and its derivative, and can be viewed as a generalization of both Dirichlet and Neumann boundary conditions.

Various boundary conditions can be specified on different parts of the domain boundary. For a steady flow problem, described by an elliptic equation, it is necessary to provide Dirichlet boundary conditions on at least one point of the boundary, otherwise the problem becomes ill-posed. For unsteady problems, described by parabolic equations, no such restriction exists. In the case of two-phase flow it is necessary to specify boundary conditions for each phase, and different types of condition can be used for each fluid at the same part of the boundary. Some examples of boundary conditions typically used in unsaturated flow modelling are listed below.

Dirichlet boundary conditions provide values of the pressures and/or saturations of the two fluid phases. They are typically applied when:

- the water pressure is known, e.g.:
  - the boundary corresponds to the groundwater table,
  - the distance between the boundary and the groundwater table is known, and a hydrostatic distribution of the water pressure between them can be assumed,
  - the boundary is in contact with a free water body assumed to be static, e.g. at the waterward slope of a dike or at the soil surface ponded by a water layer,
  - a specific negative value of the water pressure is applied, e.g. during infiltration or drainage experiments in controlled conditions,
- the air pressure is known, e.g. the boundary is exposed to the atmosphere and not fully water saturated,
- the water saturation is known, e.g. the boundary is fully saturated and the air pressure cannot be meaningfully specified,
- the boundary is far away from the region of interest and it can be assumed that the water and air pressures and saturations are constant and equal to the initial ones.

Neumann boundary conditions are typically used when the boundary is impermeable for one or both phases, \( \rho_a \mathbf{v}_a \mathbf{n}_W = 0 \), where \( \mathbf{n}_W \) is a unit vector normal to the boundary of the domain \( W \). This condition is also used to represent infiltration and evaporation fluxes at the soil surface.
Moreover, there are three specific sets of the boundary conditions widely applied in the unsaturated zone modelling. They include the free drainage condition, the seepage face condition and the soil-atmosphere interface condition e.g. [64, 72]. All of them are system-dependent, which means that the imposed value of the pressure of flux depends on the current state of the system. The free drainage condition represents vertical flow of water through the bottom of the soil profile towards a distant groundwater table. It is assumed that the water pressure gradient is zero and only the gravity component contributes to the flow:

$$v_w n_W = \left( \frac{\rho_w}{\mu_w} k_w (S_w^g) g \right) n_W$$

Thus, the condition is of Neumann type, but the actual value of the flux depends on the solution at the specific boundary point.

The seepage face is a part of the outer surface of the porous medium which is exposed to the atmosphere and through which water can flow freely out of the porous domain. It typically occurs above the water level in wells and at the bottom of the landward slopes of earth dams or embankments, Fig. 2.8. The seepage face is considered impermeable to water as long as the adjacent part of the porous medium is unsaturated. If the pressure in the medium increases to the value of the atmospheric pressure water flows out freely from the medium and no build-up of positive pressure values is allowed. This is represented by assuming Neumann boundary condition $v_w n_W = 0$ on the unsaturated part of the boundary and Dirichlet boundary condition $p_w = 0$ on the saturated part. The position of the saturated-unsaturated interface is not known a priori and must be obtained iteratively during the numerical solution.

When modelling the infiltration and evaporation processes at the soil surface, it is often necessary to switch between Neumann and Dirichlet boundary condition, depending on the state of soil surface. During infiltration, at first a specific value of the water flux is applied at the boundary, Fig. 2.9a. As a result of the infiltration the water pressure at the soil surface increases from the initially negative value towards zero (atmospheric pressure). If the applied flux is larger than the soil infiltration capacity (equal to the saturated water conductivity) then positive values of the water pressure appear at the surface, which physically corresponds to the formation of a water layer on the ground surface (ponding). At this point the boundary condition for
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the water phase is switched to Dirichlet type ($p_w = 0$ or some small positive value) and it is assumed that the excess precipitation forms the surface runoff, Fig. 2.9b. If the precipitation rate decreases below the soil infiltration capacity, the condition is switched back to Neumann type. A similar switch in the boundary conditions is performed when modelling evaporation. In this case the water pressure at the surface decreases as the water evaporates from soil at a specific rate, Fig. 2.9c. However, the water pressure cannot fall below a limit value defined by the temperature and relative humidity of the air, $p_{\text{dry}}$. If this value is reached, the boundary condition is switched to Dirichlet type with $p_w = p_{\text{dry}}$ and is maintained until the potential evaporation rate decreases or a rainfall occurs, Fig. 2.9d. It should be noted that such an approach provides only simplified description of the soil-atmosphere interface and is used primarily with the Richards model. More sophisticated modelling concepts are based on the coupling of air and water flow in porous medium with free flow of the surface water (after ponding) or atmospheric air above the soil-atmosphere interface, e.g. [22, 52].

2.3.3 Conditions at Material Interfaces

Porous media often consist of multiple regions, each of them having different properties such as porosity, intrinsic permeability, capillary function and relative
permeability functions. In each region the fluid flow is described by Eqs. (2.50)–(2.51), or by Eq. (2.65). The solutions in different subdomains must be connected to each other by appropriate interface conditions [30, 31].

Consider an interface between two porous materials, as shown in Fig. 2.10. At the Darcy’s scale, the interface can be considered infinitely thin. Thus, the mass conservation principle implies that for each phase the components of the mass fluxes in the direction normal to the interface are equal:

$$\rho_\alpha v_\alpha^I n_\Gamma = \rho_\alpha v_\alpha^II n_\Gamma \quad (2.103)$$

where $n_\Gamma$ is a unit vector normal to the interface $\Gamma$ and oriented from material $I$ to material $II$.

The second interface condition can be derived from the principle of momentum conservation [30], and states the continuity of the pressures in the two fluid phases, and consequently the continuity of the capillary pressure:

$$p_w^I = p_w^II \quad (2.104)$$

$$p_a^I = p_a^II \quad (2.105)$$

$$p_c^I = p_c^II \quad (2.106)$$

Note that the continuity of the capillary pressure implies that the water and air saturations are discontinuous, except for the case of two media characterized by the same capillary function. Moreover, if the saturation on one side of the interface is known, the saturation at the opposite side can be computed from the capillary pressure continuity condition:

$$S_w^I = S_w^I \left( p_c^II \left( S_w^II \right) \right) \quad (2.107)$$
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The above conditions hold if both fluid phases are continuous in the pore space at each side of the interface. A special case arises if the one of the materials, say material II, is characterized by a distinct air entry pressure, higher than the entry pressure of the other material. As the value of \( p_{II}^e \) is reached, the air (or non-wetting fluid in general) is no longer continuous, and the macroscopic capillary pressure remains at its minimum value. At the other side of the interface, the capillary pressure can assume smaller values, or even reach zero if \( p_{I}^e = 0 \). The state of the system can be meaningfully defined by the capillary pressure \( p_{I}^c \) or the corresponding water saturation \( S_{I}^{w} \). On the other hand, the state of the material (I) cannot be uniquely determined by the saturation or the capillary pressure in material (II). In such a situation, the extended capillary pressure condition can be formulated as [15]:

\[
\begin{cases}
  p_{I}^c(S_{I}^{w}) = p_{I}^c(S_{II}^{w}) & \text{if } S_{I}^{w} < S_{cw}^{I} \\
  S_{II}^{w} = 1 - S_{ra}^{II} & \text{if } S_{I}^{w} \geq S_{cw}^{I}
\end{cases}

(2.108)
\]

where the threshold saturation at the left side of the interface \( S_{cw}^{I} \) corresponds to the entry pressure of the material at the right-hand side, \( S_{cw}^{I} = S_{w}^{I}(p_{II}^{e}) \). At the same time, the pressure continuity condition for the water phase (2.104) holds, as the water phase is continuous at both sides of the interface.

In the case of the Richards equation, only conditions for the water phase have to be formulated at the interface. They include the continuity of the normal flux and continuity of the water pressure. The water saturation, now uniquely defined by the water pressure, is in general discontinuous at the interfaces. The interface conditions must be properly taken into account in the development of spatial discretization schemes for both two-phase model and the Richards equation, as it will be shown in the following chapter.

Application of the pressure and flux continuity conditions for the case of single-phase flow leads to the well known formula for the equivalent permeability of a layered medium in the direction perpendicular to the layers. Assuming that the values of the water pressure at points \( i, j \) and \( k \) are known, one can write:

\[
-k_{s}^I \frac{p^{I}(j) - p^{I}(i)}{\Delta x^I} = -k_{s}^{II} \frac{p^{II}(k) - p^{II}(j)}{\Delta x^{II}} = -k_{s}^{eq} \frac{p^{(k)} - p^{(j)}}{\Delta x^{I} + \Delta x^{II}}
\]

(2.109)

where \( k_{s}^{eq} \) is the equivalent intrinsic permeability and by virtue of the pressure continuity \( p^{I}(j) = p^{II}(j) \). Solving the above double equation, one can express the equivalent permeability as a weighted harmonic average of the permeabilities of the two materials:

\[
k_{s}^{eq} = \frac{(\Delta x^{I} + \Delta x^{II}) k_{s}^{I} k_{s}^{II}}{\Delta x^{I} k_{s}^{II} + \Delta x^{II} k_{s}^{I}}
\]

(2.110)

This formula will be used in the subsequent chapters to develop spatial discretization schemes for both homogeneous and heterogeneous porous media.
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