Chapter 2
Distributed Detection of Spatially Constant Phenomena

In this chapter, we analyze the problem of distributed detection of a spatially constant phenomenon in IEEE 802.15.4-based Wireless Sensor Networks (WSNs). We first present a communication-theoretic framework on distributed detection in clustered sensor networks with tree-based topologies and hierarchical multi-level fusion. The sensor nodes observe a binary phenomenon and transmit their own data to an Access Point (AP), possibly through intermediate Fusion Centers (FCs), which perform majority-like fusion strategies. Note that the AP functionality is concentrated in the Personal Area Network (PAN) coordinator and this notation is used to highlight the fact that the AP is the network collector. Moreover, the FCs correspond, according to an IEEE 802.15.4 notation, to Full Function Devices (FFDs), whereas the sensors are implemented through Reduced Function Devices (RFDs). We investigate the impact of uniform and non-uniform clustering on the system performance, evaluated in terms of probability of decision error on the phenomenon status at the AP. Our results show that, in the absence of inter-node interference (low traffic load), uniform clustering leads to minimum performance degradation, which depends only on the number of decision levels, rather than on the specific clustered topology.

Since the uniform clustering topology allows to reduce the performance loss incurred by multi-level information fusion, we then investigate the benefits, in terms of longer network lifetime, of adaptive reclustering. In particular, lifetime is studied under a physical layer Quality of Service QoS constraint, given by the maximum tolerable probability of decision error at the AP. On the other hand, absence of reclustering leads to a shorter network lifetime, and we show the impact of various clustering configurations under different QoS conditions. Our results show that, in the absence of inter-node interference, the organization of sensors in a few big clusters is the winning strategy to maximize network lifetime. Moreover, the observation of the phenomenon should be frequent in order to limit the penalties associated with the reclustering procedure.
Although our analysis is based on the assumption of constant Signal-to-Noise Ratio (SNR) at the sensors, we show how to extend it to sensor networks characterized by non-constant observation SNRs at the sensors. Furthermore, we show how the impact of communication noise in the links between the sensors and the AP depends on the sensor SNR profile (i.e., the spatial distribution of the observation noise). More precisely, different sensor SNR profiles are compared under two alternative assumptions: (i) common maximum sensor SNR or (ii) common average sensor SNR. Finally, we study how to combine decoding and fusion at the AP to improve the performance in scenarios where the sensors communicate to the AP through noisy communication links. Simple distributed channel coding strategies are considered, using either repetition coding at each sensor (i.e., multiple observations) or distributed (network-wide) systematic block channel coding. In the latter case, the use of a relay is proposed. In all cases, the system performance is analyzed separating or joining the decoding and fusion operations at the AP. Our results show that the schemes with joint decoding and fusion show a significant performance improvement with respect to that of schemes with separate decoding and fusion and the use of multiple observations is often the winning choice at practical values of the probability of decision error.

The analytical approach introduced in this chapter is extended to realistic sensor networks, based on commercial protocols. In particular, simulation and experimental (relative to IEEE 802.15.4-based networks) results, which confirm the analytical predictions, are presented, enriching the proposed analytical framework and showing how typical networking performance metrics (such as throughput and delay) are influenced by the probability of decision error.

This chapter is structured as follows. In Sect. 2.1, we present the analytical framework to analyze the performance of distributed detection schemes in clustered sensor networks. In Sect. 2.2, we analyze the sensor network lifetime in the presence of the proposed distributed detection strategies. In Sect. 2.3, we extend our framework to take into account possible non-constant SNR spatial distributions at the sensors. In Sect. 2.4, we extend the framework also to take into account the presence of different detection/fusion strategies. In Sect. 2.5, concluding remarks are given and, finally, a brief review of the literature is presented in Sect. 2.6.

2.1 Distributed Detection in Clustered Sensor Networks

2.1.1 Preliminaries on Distributed Binary Detection

We consider a network scenario where $n$ sensors observe a common binary phenomenon whose status is defined as follows:

$$
H = \begin{cases} 
H_0 & \text{with probability } p_0 \\
H_1 & \text{with probability } 1 - p_0
\end{cases}
$$
where $p_0 \triangleq \mathbb{P}\{H = H_0\}$, being $\mathbb{P}\{\cdot\}$ the probability of a given event. In the remainder of this book, if no otherwise stated, we will focus on a scenario with equal a priori probabilities of the phenomenon, i.e., $p_0 = p_1 = 1/2$. However, similar results can be derived for a scenario with $p_0 \neq 1/2$. The sensors are clustered into $n_c < n$ groups, and each sensor can communicate only with its local first-level FC. The first-level FCs collect data from the sensors in their corresponding clusters and make local decisions on the status of the binary phenomenon. In a scenario with two levels of information fusion, each local FC transmits to the AP, which makes the final decision. A logical representation of this architecture is shown in Fig. 2.1.

The observed signal at the $i$th sensor\(^1\) can be expressed as

$$r_i = c_E + n_i \quad i = 1, \ldots, n$$

(2.1)

where

$$c_E = \begin{cases} 
0 & \text{if } H = H_0 \\
1 & \text{if } H = H_1 
\end{cases}$$

and $\{n_i\}$ are additive noise samples. Assuming that the noise samples $\{n_i\}$ are independent with the same Gaussian distribution $\mathcal{N}(0, \sigma^2)$, the common SNR at the sensors can be defined as follows:

$$\text{SNR}_{\text{sensor}} = \frac{\mathbb{E}\{c_E|H_1\} - \mathbb{E}\{c_E|H_0\}}{\sigma^2} = \frac{s^2}{\sigma^2}. \quad (2.2)$$

Each sensor makes a decision comparing its observation $r_i$ with a threshold value $\tau_i$ and computes a local decision $u_i = U(r_i - \tau_i)$, where $U(\cdot)$ is the unit step

\(^1\) Note that in this case we do not refer, for the ease of clearness, to the specific cluster, as done in Fig. 2.1. The particular situation will clarify the ambiguity.
function. In order to optimize the system performance, the thresholds \( \{ \tau_i \} \) need to be optimized. Even though, in general, a common value of the decision threshold for all sensors might not be the best choice, in the remainder of this chapter we assume that all sensors use the same decision threshold \( \tau \). While in a scenario with no clustering and ideal communication links between the sensors and the AP the relation between the optimized value of \( \tau \) and \( s \) is well known [1], in the presence of clustering it is not. In the following, the value of \( \tau \) will be optimized scenario by scenario. More precisely, we consider a possible (discrete) set of values which can be assumed by \( \tau : \{ \tau_{\text{min}}, \tau_{\text{min}} + \Delta \tau, \tau_{\text{min}} + 2\Delta \tau, \ldots, \tau_{\text{max}} \} \). In other words, \( \tau \) can assume values in \([\tau_{\text{min}}, \tau_{\text{max}}]\) at regular steps of (sufficiently small) width \( \Delta \tau \). For a given sensor SNR, the probability of decision error is evaluated for each possible value of \( \tau \), and the minimizing value is selected as threshold. In all considered cases, the optimized value of the common threshold is around \( \sqrt{\text{SNR}_{\text{sensor}}} / 2 \), as already observed in [1, 2].

In a scenario with noisy communication links, modeled as Binary Symmetric Channels (BSCs), the decision \( u_i \) sent by the \( i \)th sensor can be flipped with a probability corresponding to the cross-over probability of the BSC model and denoted as \( p \) [3]. In general, a BSC might not be the best modelling choice for a wireless communication link, which might experience block fading [4–7]. However, in the presence of memoryless communication channels the use of a cross-over probability \( p \) is accurate. More precisely, \( p \) can be given a precise expression depending on the type of channel (with Additive White Gaussian Noise (AWGN) or bit-by-bit independent fading). Therefore, our simple model can give significant insights into the network behavior in many situations. The received bit at the fusion point (either an FC for clustered networks or directly the AP in the absence of clustering), referred to as \( u^{(r)}_i \), can be expressed as

\[
  u^{(r)}_i = \begin{cases} 
    u_i & \text{with probability } 1 - p \\
    1 - u_i & \text{with probability } p
  \end{cases}
\]

In the presence of noisy links, the value of the optimized local threshold \( \tau \), fixed for all sensors, might be different from that in a scenario with ideal communication links. As for the case with ideal communication links, this optimization will be carried out, for given SNR and clustering configuration, by minimizing the probability of decision error, as outlined at the end of the previous paragraph. Note that the best strategy would consist in using a properly optimized set of decision thresholds \( \{ \tau_i \} \) at the sensors. In particular, in a more general scenario where the type of event perceived by the sensor might vary, a more refined per-cluster optimization of the sensor decision threshold could be considered. However, since we are interested in monitoring a spatially constant binary phenomenon, we consider a simpler optimization approach, where the same threshold is used at all sensors.

While the communication links between sensors and first level FCs can be noisy, we assume that the other communication links in the network (i.e., from each FC to higher level FCs or the AP) are ideal. The rationale behind the assumption of ideal high-level links lies in the fact that in practical sensor network
design the FCs are likely to be placed relatively close to the AP. Therefore, under the assumption of a robust access control mechanism, one can assume that these links are ideal. The proposed analytical framework can be extended to encompass the presence of higher level noisy links. Moreover, realistic sensor network scenarios (with collisions) will be analyzed, through simulations and experiments, in Sect. 2.1.5.

We point out that the specific topologies of the considered networks are not explicitly taken into account. For instance, the distances between nodes are not explicitly mentioned. This corresponds to the assumption of modelling all noisy communication links as BSCs with the same cross-over probability. In order to extend our analytical framework, while still keeping the simple BSC-based link modelling, one can consider different cross-over probabilities (they could be associated with a specific network topology). This motivates the use of weighing fusion schemes, where the decisions to be fused together are weighed by the corresponding link qualities [8].

2.1.2 Analytical Framework

2.1.2.1 Uniform Clustering

In a scenario with uniform clustering, the sensors are grouped into identical clusters, i.e., each of the $n_c$ clusters contains $d_c$ sensors, with $n_c \cdot d_c = n$. A pictorial description of a uniformly clustered sensor network with $n = 16$ sensors and two decision levels is shown in Fig. 2.2: there are $n_c = 4$ clusters with $d_c = 4$ sensors each.

According to the assumption of majority-like information fusion considered in this chapter, the $j$th FC ($j = 1, \ldots, n_c$) computes a local decision using the following rule:

**Fig. 2.2** An example of a uniformly clustered sensor network with $n = 16$ sensors. There are $n_c = 4$ clusters with $d_c = 4$ sensors each
\[ \hat{H}_j = \Gamma \left( u_1^{(j)}, \ldots, u_n^{(j)} \right) = \begin{cases} 0 & \text{if } \sum_{m=1}^{d_c} u_m^{(j)} < k \\ 1 & \text{if } \sum_{m=1}^{d_c} u_m^{(j)} \geq k \end{cases} \] (2.3)

where \( u_m^{(j)} \) is the \( m \)th decision of a sensor in the \( j \)th cluster and \( k \) is the FC decision threshold—since the clusters have the same dimension, the threshold \( k = \left\lfloor d_c/2 \right\rfloor + 1 \) is the same at all FCs. The AP decides with the following majority-like rule based on the local FC decisions \( \{ \hat{H}_j \} \):

\[ \hat{H} = \Psi \left( \hat{H}_1, \ldots, \hat{H}_{n_c} \right) = \begin{cases} H_0 & \text{if } \sum_{j=1}^{n_c} \hat{H}_j < k_f \\ H_1 & \text{if } \sum_{j=1}^{n_c} \hat{H}_j \geq k_f \end{cases} \] (2.4)

where \( k_f = \left\lfloor n_c/2 \right\rfloor + 1 \) is the fusion threshold at the AP. Using a combinatorial approach (based on the repeated trials formula [9]) and taking into account the decision rules (2.3) and (2.4), the probability of decision error at the AP can be expressed as follows:

\[
P_e = P \{ \hat{H} = H_1 \mid H_0 \} P \{ H_0 \} + P \{ \hat{H} = H_0 \mid H_1 \} P \{ H_1 \} \\
= p_0 \binom{k_f, n_c, \binom{k, d_c, d_c, Q(\tau)}}{0, n_c, k, d_c, d_c, Q(\tau - s))} + (1 - p_0) \binom{0, k_f - 1, n_c, (k, d_c, d_c, Q(\tau - s))} (2.5)
\]

where \( Q(x) \triangleq \int_{x}^{\infty} \frac{1}{\sqrt{2\pi}} \exp(-y^2/2) \, dy \) and

\[
\binom{a, b, n, z} = \sum_{i=a}^{b} \binom{n}{i} z^i (1 - z)^{(n-i)} (2.7)
\]

where \( a, b, n \in \mathbb{N} \) and \( z \in (0, 1) \). If \( n_c = k_f = 1 \) and \( d_c = n \), i.e., there is no clustering, and the probability of decision error (2.6) reduces to that derived in [3].

We point out that the majority fusion rule (2.3) with FC decision threshold \( k = \left\lfloor d_c/2 \right\rfloor + 1 \) is exact for odd values of \( k \). For even values of \( k \), the proposed fusion strategy tends to favor a final decision equal to ‘0.’ For example, if \( d_c = 2 \), then only the received sequence 11 leads to a final decision in favor of ‘1.’ However, since in all considered scenarios the two statuses of the binary phenomenon are equiprobable, setting \( k \) to \( \left\lfloor d_c/2 \right\rfloor \) would unbalance the decision towards ‘1,’ but, on average, the final performance would be the same.

Although we have previously derived the probability of decision error in a scenario with uniform clustering and two levels of information fusion, this analysis can be extended to a scenario with three levels of information fusion. In Fig. 2.3c, the logical structure of a sensor network with three decision levels is illustrated. For comparison, in the same figure the schemes with (a) no clustering and (b) two decision level uniform clustering are also shown. One should note that Fig. 2.3b is logically equivalent to the network schemes shown in Figs. 2.1 and 2.2. In a three decision level scenario the probability of decision error at the AP becomes
\[
P_e = p_0 \binom{k_1, n_{c_1}, n_{c_2}, \binom{k_2, d_{c_2}, d_{c_2}, \binom{k_1, d_{c_1}, d_{c_1}, Q(\tau)}}{}}{n_{c_1}} + (1 - p_0) \binom{0, k_f - 1, n_{c_2}, \binom{k_2, d_{c_2}, d_{c_2}, \binom{k_1, d_{c_1}, d_{c_1}, Q(\tau - s)}}{}}{n_{c_1}}
\]

where \( n_{c_i} \) and \( d_{c_i} \) denote the number of clusters and nodes per cluster at the \( i \)th level \((i = 1, 2)\), whereas \( k_i \) \((i = 1, 2)\) is the majority-like fusion threshold at the \( i \)th level.

We remark that the above derivation can be straightforwardly extended to a scenario with a generic number of fusion levels. As for the scenario with uniform clustering and one decision level, the thresholds \( \{k_i\} \) can be optimized by minimizing the probability of decision error at the AP.

### 2.1.2.2 Non-Uniform Clustering

Assuming a two-level sensor network topology, the probability of decision error in a generic scenario with non-uniform clustering can be evaluated as follows. Define the cluster size vector \( \mathcal{D} = \{d_{c_1}^{(1)}, d_{c_2}^{(2)}, \ldots, d_{c_{n_c}}^{(n_c)}\} \), where \( d_{c_i}^{(i)} \) is the number of sensors in the \( i \)th cluster \((i = 1, \ldots, n_c)\) and \( \sum_{i=1}^{n_c} d_{c_i}^{(i)} = n \). Furthermore, define also the following two probability vectors:

\[
\mathcal{P}_1^{1} = p_1^{1}, p_2^{1}, \ldots, p_{n_c}^{1}
\]

\[
\mathcal{P}_0^{1} = p_1^{0}, p_2^{0}, \ldots, p_{n_c}^{0}
\]

where \( p_\ell^{1} \) (\( p_\ell^{0} \), respectively) is the probability that the \( \ell \)th FC decides for \( H_1 \) when \( H_1 \) (\( H_0 \), respectively) has happened. We still consider the use of a common threshold \( \tau \) at the sensors, and its value is optimized as described in Sect. 2.1.1. The elements of \( \mathcal{P}_1^{1} \) (equivalently, the elements of \( \mathcal{P}_1^{0} \)) are, in general, different from each other and depend on the particular distribution of the sensors among the clusters. In [8], it is shown that the probability of decision error can be expressed as follows:
\[ P_e = P_0 \sum_{i=0}^{n} \sum_{j=1}^{n_c} \prod_{\ell=1}^{k_i} \left\{ c_{ij}(\ell) p_1^{1|0} + (1 - c_{ij}(\ell))(1 - p_1^{1|0}) \right\} \]

\[ + (1 - P_0) \sum_{i=0}^{k-1} \sum_{j=1}^{n_c} \prod_{\ell=1}^{n} \left\{ c_{ij}(\ell) p_1^{1|1} + (1 - c_{ij}(\ell))(1 - p_1^{1|1}) \right\} \]

(2.9)

where \( c_{ij} = (c_{ij}(1), \ldots, c_{ij}(n_c)) \) is a vector which designates the \( j \)th configuration of the decisions from the first-level FCs in a case with \( i \) ‘1’s (and, obviously, \( n_c - i \) ‘0’s). In Table 2.1, the possible configurations of \( c_{ij} \) are shown in the presence of \( n_c = 3 \) clusters. For example, \( c_{1,2} \) is the second possible configuration with one ‘1’ (and two ‘0’s): the ‘1’ is the decision of the second FC.

A scenario with uniform clustering can be interpreted as a special case of a generic non-uniform scenario. In this case, in fact, the elements of the three vectors \( \mathcal{D}, \mathcal{P}_1^{1|1}, \) and \( \mathcal{P}_1^{1|0}, \) become equal, i.e.:

\[
\begin{align*}
\{ d_{i}^{(j)} &= d_c \\
p_1^{1|1} &= \text{bin}(k, d_c, d_c, Q(\tau - s)) \\
p_1^{1|0} &= \text{bin}(k, d_c, d_c, Q(\tau)) 
\end{align*}
\]

\( \forall i = 1, \ldots, n_c. \) It can be shown that (2.9) reduces to (2.6) in the presence of uniform clustering.

### 2.1.2.3 Scenarios with Noisy Communication Links

In a scenario with non-uniform clustering and two decision levels, the probability of decision error can be derived from (2.9), by replacing the probabilities \( \{ p_1^{1|i} \}_{i=0,1} \) with the probabilities \( \{ p_1^{1|i}_{\text{noisy}} \}_{i=0,1} \), which take into account the noise in the communication links between sensors and FCs and are defined as follows:

| Table 2.1 Possible configurations of \( c_{ij} \) in a scenario with \( n_c = 3 \) clusters |
|-----------------|-----|-----|
| \( i \)        | \( j \) | \( c_{ij} \) |
| 0               | 1   | 000  |
|                 | 1   | 100  |
| 1               | 2   | 010  |
|                 | 3   | 001  |
|                 | 1   | 110  |
| 2               | 2   | 101  |
|                 | 3   | 011  |
| 3               | 1   | 111  |
\[ P^1_{\ell, \text{noisy}}(d_c^{(\ell)}) = \sum_{m=k_\ell}^{d_c^{(\ell)}} \binom{d_c^{(\ell)}}{m} P_{10}^m P_{00}^{d_c^{(\ell)}-m} \quad (2.10) \]

\[ P^1_{\ell, \text{noisy}}(d_c^{(\ell)}) = \sum_{m=k_\ell}^{d_c^{(\ell)}} \binom{d_c^{(\ell)}}{m} P_{11}^m P_{01}^{d_c^{(\ell)}-m} \quad (2.11) \]

where \( k_\ell \) depends on the number of packets received at the \( \ell \)th FC. Since the same majority-like fusion rule of the AP is applied to each FC, the same considerations given above for \( k_f \) still apply here for the value of \( k_\ell \).

In (2.10), \( P_{10} = 1 - P_{00} \) is the probability that a sensor decision sent to an FC is in favor of \( H_1 \) when \( H_0 \) has happened and can be expressed, according to the BSC model for a noisy communication link, as

\[ P_{10} = Q(\tau)(1-p) + [1 - Q(\tau)]p. \quad (2.12) \]

In fact, the first term at the right-hand side is obtained when there is an observation error but error-free communications, whereas the second term is obtained when there are error-free observations but communication errors. Similarly, in (2.11) \( P_{11} = 1 - P_{01} \) represents the probability that a decision sent by a sensor to an FC is in favor of \( H_1 \) when \( H_1 \) has happened and can be given the following expression:

\[ P_{11} = Q(\tau-s)(1-p) + [1 - Q(\tau-s)]p. \quad (2.13) \]

Finally, the probability of decision error in a scenario with noisy communication links becomes

\[ P_e = p_0 \sum_{i=k_\ell}^{n} \sum_{j=1}^{n} \prod_{\ell=1}^{n} \left( c_{i,j}(\ell) P^1_{\ell, \text{noisy}} + (1 - c_{i,j}(\ell))(1 - P^1_{\ell, \text{noisy}}) \right) \]

\[ + (1 - p_0) \sum_{i=0}^{k_\ell-1} \sum_{j=1}^{n} \prod_{\ell=1}^{n} \left( c_{i,j}(\ell) P^1_{\ell, \text{noisy}} + (1 - c_{i,j}(\ell))(1 - P^1_{\ell, \text{noisy}}) \right). \quad (2.14) \]

### 2.1.3 Communication-Theoretic Characterization

#### 2.1.3.1 Ideal Communication Links

The analytical framework presented in Sect. 2.1.2 leads to a communication-theoretic characterization of the network performance in terms of probability of decision error at the AP as a function of the sensor SNR and the communication noise level.
In Fig. 2.4, the probability of decision error is shown, as a function of the sensor SNR, in the case with \( n = 16 \) sensors, considering two and three decision levels.

In the scenario with two decision levels, the following topologies are possible:

- 8-8 (2 clusters with 8 sensors each);
- 4-4-4-4 (4 clusters with 4 sensors each);
- 2-2-2-2-2-2-2-2 (8 clusters with 2 sensors each).

For a three decision level scenario, the following topologies are considered:

- 4-4-4-4/2-2 (4 first-level FCs, each connected with 4 sensors, and 2 second-level FCs, each connected with 2 first-level FCs);
- 2-2-2-2-2-2-2/4-4 (8 first-level FCs, each connected with 2 sensors, and 2 second-level FCs, each connected with 4 first-level FCs);
- 2-2-2-2-2-2-2-2/2-2-2-2 (8 first-level FCs, each connected with 2 sensors, and 4 second-level FCs, each connected with 2 first-level FCs).

Lines and symbols (circles, triangles, and stars) correspond to analytical and simulation results, respectively. For comparison, the probability of decision error with no clustering is also shown. We point out that the simulation results shown in Fig. 2.4 and those shown, in the following, in Fig. 2.5 are meant to verify the correctness of the analytical framework. In other words, these results are obtained by simulating systems which are identical to those behind the analytical models. Obviously, the agreement between analysis and simulations is perfect, as no approximations were included. In Sect. 2.1.5, instead, the presented simulation results will refer to realistic IEEE 802.15.4 networks.

In Fig. 2.4, only one curve is shown for the scenario with two levels of information fusion, since the performance curves associated with all possible configurations (i.e., 8-8, 4-4-4-4, 2-2-2-2-2-2-2) overlap. This implies that one can choose between a uniform network topology with a small number of large clusters and a uniform network topology with a large number of small clusters, still
guaranteeing the same performance level. The intuition behind this result is the following.

- If one considers an architecture with small clusters, then fusion at the first-level FCs is not effective. However, many local cluster decisions are then fused together, and this allows to recover (partially) the first-level information loss.
- On the other hand, considering large clusters leads to more reliable local first-level decisions. However, a few of them are then fused together, so that the supplementary (higher-level) refinement is not relevant.

Similar considerations also hold for a three decision level scenario. We point out that in Fig. 2.4 the obtained analytical expressions of the probability of decision error are numerically evaluated and verified through simulations.

Comparing the performance in the absence of clustering with that in the presence of uniform clustering (with either two or three decision levels), one can conclude that the larger is the number of decision levels, the worse is the performance. This is intuitive, since a larger number of decision levels corresponds to a larger number of partial information losses in correspondence to the fusion operations. However, this holds in scenarios with ideal communication links. In a wireless communication scenario, where some links may be completely obstructed, a sensor network with multiple communication layers might not yield the worst performance.

Although the analytical framework derived in the previous subsections is general, the presented results refer to networks with a (relatively) small number of sensors. However, our framework can be extended to scenarios with a large number of sensors. To this regard, in [8] a simple, yet very accurate, approximation of the derived framework, based on the application of the De-Moivre Laplace (DML) theorem, is proposed.

In order to evaluate the impact of non-uniform clustering, we consider a scenario with \( n = 16 \) sensors and various non-uniform network topologies. In Fig. 2.5, the
probability of decision error is shown, as a function of the sensor SNR, considering no clustering, two level uniform clustering, and various configurations with two decision levels and non-uniform clustering (explicitly indicated). For comparison, the curve in the absence of quantization at the sensors is also shown. The lines correspond to analytical results, whereas symbols are associated with simulations. In the scenarios with non-uniform clustering, the considered configurations are 8-2-2-2-2 (5 clusters, out of which 4 contain 2 nodes each and 1 contains 8 nodes), 10-2-2-2, and 14-1-1. As one can see from Fig. 2.5, in the presence of majority-like information fusion the higher is the non-uniformity degree among the clusters, i.e., the more unbalanced is clustering, the worse is system performance. Consequently, a sensor network designer should avoid non-uniform configurations with one big cluster and remaining small clusters. In general, a two-level uniformly clustered scenario is desirable, since it guarantees the smallest energetic loss with respect to a network with no clustering. However, uniform clustering in a realistic scenario might not be possible (e.g., in environmental monitoring applications). In fact, the area over which the sensors are distributed could be irregular and, therefore, uniform clustering of the sensors could not be feasible. An interesting application of our framework could consist in the identification of non-uniform clustering “classes,” with similar performance per class. This could help significantly a network designer in predicting, for example, the performance degradation caused by the loss of some sensors (e.g., for battery exhaustion).

The above analysis in non-uniformly clustered scenarios applies to situations where the AP does not know the exact distribution of the sensors among the clusters. This is meaningful, for instance, in large networks where only local topology knowledge is possible. If, on the other hand, the distribution is very unbalanced (e.g., 14-1-1 with \( n = 16 \) sensors) and the AP knows the exact topology, the less reliable decisions originated by small clusters can be ignored. In a scenario with \( n = 16 \) sensors and the considered 14-1-1 topology, at \( P_e = 10^{-4} \) a sensor SNR gain equal to 5.47 dB can be obtained without using, at the AP, the decisions associated with the smaller clusters—this corresponds to the performance of a sensor network with \( n = 14 \) sensors and no clustering. Therefore, knowledge of the clustering configuration at the AP allows to obtain a performance very close to that in the absence of clustering. In particular, in the previous case with \( n = 16 \) sensors and 14-1-1 configuration, the sensor SNR loss (with respect to a scenario with no clustering) can be reduced to 0.77 dB by using only the decision sent by the 14-sensor cluster. Our current focus, however, is on the comparison of clustering topologies when the AP gives the same weight to all received decisions. This is meaningful for a dynamic sensor network scenario, where sensors might die and sensors clusters might become unbalanced. In this case, intelligent reclustering techniques can be used to improve the system performance, as it will be shown in Sect. 2.2.

In Fig. 2.6, the probability of decision error is shown, as a function of the sensor SNR, for different values of the number of sensors \( n \) in a scenario with uniform clustering. In particular, the considered values for \( n \) are 16, 20, 32, 40, and 64. Observe that only one curve is associated with each value of \( n \), since we have
previously shown that the performance does not depend on the number of clusters
(for a given \( n \)), as long as clustering is uniform. Obviously, the performance
improves (i.e., the probability of decision error decreases) when the number of
sensors in the network becomes larger. The results in Fig. 2.6 will be used in
Sect. 2.2.1 to compute the sensor network lifetime under a QoS condition on the
maximum acceptable probability of decision error.

### 2.1.3.2 Noisy Communication Links

While in Sect. 2.1.3.1 the performance in scenarios with ideal communication links
has been analyzed, we now turn our attention to scenarios with noisy communication
links. In particular, it is interesting to investigate how the probability of decision error
behaves as a function of the communication noise level, i.e., the cross-over proba-
bility \( p \). To this end, we introduce a communication-theoretic QoS condition, in
terms of the maximum tolerable probability of decision error, denoted as \( P_e^* \), at the
AP. A physical layer-oriented QoS condition can be written as

\[
P_e \leq P_e^*.
\]

(2.15)

Since the probability of decision error is a monotonically decreasing function of
the sensor SNR, the QoS condition (2.15) can be equivalently rewritten as

\[
\text{SNR}_{\text{sensor}}^* \geq \text{SNR}_{\text{sensor}}^*.
\]

where \( \text{SNR}_{\text{sensor}}^* \) depends on \( P_e^* \). It is then possible to evaluate the performance
under a desired QoS constraint, given by the maximum tolerable probability of
decision error \( P_e^* \).

In Fig. 2.7, the value of the minimum sensor SNR required to guarantee \( P_e^* \), i.e.,
\( \text{SNR}_{\text{sensor}}^* \), is shown, as a function of the cross-over probability \( p \), in scenarios (i)
without clustering and (ii) with clustering and two decision levels, respectively. Two
possible values for \( P_e^* \) are considered: (i) \( 10^{-3} \) (curves with circles) and (ii) \( 10^{-4} \)
(curves with triangles). As expected, when the noise level increases, the minimum

**Fig. 2.6** Probability of decision error, as a function of the sensor SNR, in a scenario with uniform clustering. Different values of the number of sensors are considered.
sensor SNR required to guarantee the desired network performance also increases. In fact, since communications become less reliable, a higher accuracy in the observation phase is needed in order to maintain the same overall performance. Besides, one can observe that there exists a vertical asymptote in each curve in Fig. 2.7. In other words, there exists a critical value \( p_{\text{crit}} \) of the noise level, such that: (i) for \( p < p_{\text{crit}} \), the sensor network is operative, i.e., there exists a finite value of the sensor SNR which satisfies the desired QoS condition (2.15); (ii) for \( p > p_{\text{crit}} \), instead, the network is not operative, i.e., it is not possible to achieve the desired performance level, regardless of the value of the sensor SNR. One could equivalently describe this behavior as bimodal. This is a typical behavior of distributed communication networks, such as the bimodal connectivity behavior in ad hoc wireless networks [10–14]. Proper operation of the considered sensor networks with distributed detection can be equivalently interpreted as a symptom of network connectedness. In Fig. 2.7, this bimodal behavior is also confirmed in a scenario with uniform clustering and two decision levels. However, in the latter case the impact of the communication noise is stronger with respect to a scenario with no clustering, i.e., the network looses connectivity for smaller values of \( p \). Consequently, the larger is the number of decision levels in the network, the lower is the maximum tolerable communication noise level.

### 2.1.4 Joint Communication/Information-Theoretic Characterization

The considered sensor network schemes can be modeled as “black boxes” with a binary input (the phenomenon \( H \)) and a binary output (the decision \( \hat{H} \) at the AP). Using the model in Fig. 2.1, the final decision \( \hat{H} \) can be described as a binary random variable\(^2\) with \( P(H = H_0) \). In a scenario with two-level uniform

---

\(^2\) Note that the definition of \( P(H = H_0) \) (relative to the decision \( \hat{H} \)) is different from that given for the \textit{a priori} probability of the phenomenon \( p_0 = P(H = H_0) \) given in Sect. 2.1.1.
clustering and ideal communication links, the parameter $P_0$ can be rewritten (using the results in Sect. 2.1.1) as

$$P_0 = p_0 \binom{0, k_t - 1, n_c, \binom{k, d_c, d_c, Q(\tau)}} + \left(1 - p_0\right) \binom{0, k_t - 1, n_c, \binom{k, d_c, d_c, Q(\tau - s)}}.$$ \hspace{0.5cm} (2.16)

We remark that Eq. 2.16 may look identical to (2.6). In (2.16), however, the term on the right-hand side in the first row corresponds to $P_f b H = H_0 \mid H_0$, whereas in (2.6) it is given by $P_f b H = H_1 \mid H_0$ — the second parameter of the function “bin” is, in fact, different in the two cases.

The mutual information of the Binary Input Binary Output (BIBO) sensor network can then be written as [15, Chap. 2]

$$I(H; \hat{H}) = H_c(\hat{H}) - H_c(\hat{H} \mid H)$$

where $H_c(\cdot)$ is the entropy of a random variable; in particular, $H_c(\hat{H} | H)$ is the conditional entropy of $\hat{H}$ given $H$ [15]. After a few manipulations, the mutual information becomes

$$I(H; \hat{H}) = H_c(p_0(1 - p_{10}) + (1 - p_0)p_{01}) - p_0H_c(p_{10}) - (1 - p_0)H_c(p_{01})$$ \hspace{0.5cm} (2.17)

where $p_{ij} = \mathbb{P}\left\{ \hat{H} = H_i | H_j \right\}$, $i, j = 0, 1$.

In Fig. 2.8, the probability of decision error is shown, as a function of the mutual information, for the same scenario considered in Fig. 2.5, i.e., with no clustering (circles), uniform clustering (triangles), and non-uniform clustering (pluses, 14-1-1 configuration), respectively. The communication links are ideal. The curves considered in this figure are parameterized curves, obtained by
combining probability of decision error curves with mutual information curves, through the common parameter given by the sensor SNR. As one can see, the curves associated with different sensor network topologies overlap. In other words, for a given value of the mutual information, the probability of decision error is fixed. Note, however, that a specific mutual information is obtained in clustered (for example, 4-4-4-4 or 2-2-2-2-2-2-2-2) and non-clustered scenarios for different values of the sensor SNR (in the figure, a few representative points associated with two SNRs are highlighted). This means that, for a given mutual information, the presence of clustering leads to an energetic loss at the sensors (in the observation phase). The loss with non-uniform clustering is higher than with uniform clustering. Similar curves can be derived for the other scenarios considered in this chapter, e.g., for a large number of sensors, with more than two decision levels, and in the presence of noisy communication links between sensors and first-level FCs (with sufficiently low values of the noise level $p$). However, the network behavior does not change, i.e., for a fixed value of the mutual information, the probability of decision error is uniquely determined.

In Fig. 2.9, the probability of decision error is shown, as a function of the mutual information, in a scenario with $n = 16$ sensors and uniform clustering. Communication links between sensors and first-level FCs are noisy, with crossover probability $p = 0.05$. The limiting (for $\text{SNR}_{\text{sensor}} \to \infty$) operating points over the $P_e - I$ curve of a BIBO sensor network, corresponding to all possible numbers of decision levels (1–4, respectively), are shown. For a given number of decision levels, the system operating point moves from the position corresponding to $I = 0$ (for very low values of $\text{SNR}_{\text{sensor}}$) to the corresponding limiting point, which is asymptotically approached for $\text{SNR}_{\text{sensor}} \to \infty$. As one can see, the presence of noise over the communication links limits the maximum achievable mutual information, i.e., the maximum information transfer rate across the network.
In [16], possible simplified expressions for the probability of decision error (as a function of the mutual information) are presented. In particular, (i) polynomial approximations, (ii) asymptotic (for sufficiently large sensor SNR) analytical expressions, and (iii) bimodal approximations (valid for all sensor SNRs) are derived.

2.1.5 Realistic Clustered Networks with Data Fusion

In this subsection, we present simulation and experimental results which validate our analytical framework on distributed detection in practical sensor networking scenarios, where nodes comply with the IEEE 802.15.4 standard.

2.1.5.1 Simulations

The simulations have been carried out with the Opnet Modeler simulator [17] and a built-in IEEE 802.15.4 network model designed at the National Institute of Standards and Technologies (NIST) [18]. This model provides only the first two layers of the ISO/OSI stack, and we have extended it with a simple Opnet model for a FC, which, in addition to providing relaying functionalities, implements the intermediate data fusion mechanisms described in the previous subsections. Our Opnet model assumes strong line-of-sight communications between the sensors and the FCs, and between the FCs and the coordinator.

According to the theoretical analysis, the sensors make a noisy observation (affected by AWGN) of a randomly generated binary phenomenon $H$ and make local decisions on the status of the phenomenon. Subsequently, the sensors embed their decisions into proper data packets of length 216 bits, which are sent either to the coordinator (in the absence of clustering) or to the first-level FCs (in the presence of clustering). The decisions are assumed to be either 0 (no phenomenon) or 1 (presence of the phenomenon). Obviously, if some packets are lost due to medium access collisions, decisions (either at the FCs or at the AP) are made only on the basis of the received packets (this leads to a reduced reliability of the decisions). If all the packets related to a set of observations of the same phenomenon are lost, instead, the final binary decision is random. Finally, if half of the decisions are in favor of one phenomenon status and the other half are in favor of the other, the coordinator decides for the presence of the phenomenon. More details about the implementation of the data fusion mechanism in Opnet can be found in [19].

3 This length corresponds to a payload of 96 bits and a header of 120 bits introduced by physical and MAC layers.
In both scenarios, it is possible to evaluate, by simulation, the probability of decision error. Together with the probability of decision error, the simulator allows to evaluate (i) the \textit{packet delivery fraction}, denoted as $\xi$ and defined as the ratio between the number of packets correctly delivered at the coordinator and the number of packets sent by the sensors, and (ii) the \textit{delay}, defined as the time interval between the transmission instant and the reception instant of a generic packet. Results about the aggregate throughput [dimension: (pck/s)], defined as $S_{agg} = n \cdot g \cdot \xi$, where $n$ is the number of transmitting sensors and $g$ is the packet generation rate (set to 2 pck/s in all simulation results presented in the remainder of this subsection), can be found in [19]. Moreover, no acknowledgement (ACK) messages are used to confirm successful transmissions. In order to eliminate possible statistical fluctuations, each simulation performance point is obtained by averaging the results of ten Opnet simulation runs.

In Fig. 2.10, the packet delivery fraction and the delay are shown as functions of the number $n$ of transmitting sensors. These curves are obtained considering a fixed observation SNR at the sensors (equal to 0 dB). Our results, however, show that the packet delivery fraction and the delay are not affected by the value of the observation SNR at the sensors. We consider, in fact, ideal communication channels, so that only the observations at sensors are noisy, whereas the packets sent from the sensors to either an FC (clustered schemes) or the coordinator (non-clustered schemes) are received without errors. Consequently, the performance does not depend on the considered SNR, since packet delivery fraction and delay are network performance indicators and do not depend on the observation reliability. The packet delivery fraction (solid line with circles) decreases monotonically. In particular, for small values of $n$, it remains close to 1. When the number of transmitting nodes increases, instead, the number of collisions in the channel increases as well, and the packet delivery fraction reduces. In the same figure, the delay (dotted line with diamonds) is also shown. As the intuition suggests, the delay is short for small values of $n$. When the traffic
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\textbf{Fig. 2.10} Performance analysis in a scenario without clustering: packet delivery fraction and delay performance as functions of the number $n$ of transmitting sensors
increases, instead, due to a larger number of collisions, the delay is longer, since the channel is busy for a longer period of time and the probability of finding the channel idle reduces. Finally, for large values of $n$, the delay seems to start saturating to a maximum value. In this case, in fact, due to the increased offered traffic, at least one sensor is likely to be ready to send its packet as soon as the channel becomes idle.

In Fig. 2.11, we analyze the impact of non-uniform clustering on the probability of decision error—as a performance benchmark, the probability of decision error in the case with uniform clustering is also shown. We consider scenarios with $n = 16$ sensors and the following network configurations: (i) no clustering, (ii) 8-8, (iii) 4-4-4-4 FCs, (iv) 14-1-1, (v) 10-2-2-2, and (vi) 8-2-2-2-2. According to the results in Fig. 2.11, the best performance is obtained in the absence of clustering, whereas the worst performance is obtained in the 14-1-1 scenario, i.e., with 3 FCs and non-uniform clustering. From Fig. 2.11, one can conclude that, in the presence of non-uniform clustering, the performance improves for relatively balanced clusters (as also predicted by the analytical framework). In this case, in fact, decisions made by intermediate FCs are more reliable, so the final decision made by the coordinator is more likely to be correct. In the case of uniform clustering, instead, the probability of decision error is not affected by the number of clusters in the network, as long as the total number of sensors remains the same: observing Fig. 2.11, one can note that the curves relative to the scenarios with four 4-sensor clusters and two 8-sensor clusters are almost overlapped. This is due to the fact that a smaller number of clusters is compensated by a higher quality of the intermediate decisions. This result is in agreement with the theoretical conclusions reached in Sect. 2.1.3.1. However, note that the performance in IEEE 802.15.4 scenarios worsens with respect to the analytical case, because the simulator takes into account the losses due to collisions. Since some packets may be lost, the probability of decision error is influenced by the collisions.

![Fig. 2.11 BER performance in scenarios with n = 16 sensors both in the case of uniform and non-uniform clustering. Various topologies (indicated in the figure) are considered](image-url)
2.1.5.2 Experiments

In order to verify the predictions of the theoretical framework from an experimental perspective, we consider a networking set-up formed by MicaZ nodes [20]. MicaZ platforms include an ATmega128L 7.3 MHz micro-controller [21], FLASH and EEPROM memories, and a 2.4 Ghz IEEE 802.15.4 Chipcon CC2420 radio-frequency transceiver [22]. The nodes’ operating system is TinyOS. The experimental set-up is characterized by \( n = 16 \) nodes, organized in uniform clusters, with two and three decision levels, respectively. In our implementation, each node observes a “0” phenomenon and adds a Gaussian observation noise generated through the function “random” available in the TinyOS environment. According to the local decision threshold, each source node makes a decision on the observed phenomenon and embeds it in a packet to be transmitted. Since each TinyOS packet is formed by a payload of 30 bytes (the first byte contains the dimension and the following 29 the information data), we embed in each packet \( 29 \times 8 = 232 \) consecutive binary decisions. This corresponds to 232 consecutive (time-wise) realizations of the observed binary phenomenon. The packets originated by the source nodes are then transmitted, through the intermediate FCs, to the AP. Note that a packet duration is of the order of 1 ms, and consecutive packet transmissions are separated by approximately 0.1 s. The transmit power is set to \(-25\) dBm and the sensitivity threshold at the receivers is \(-100\) dBm. The distances between communicating nodes (of the order of 2 m) are such that the received power is significantly higher than the sensitivity threshold. The data fusion mechanisms at the intermediate FCs and at the AP follows the majority decision rules described in the analytical framework.

The experimental Bit Error Rate (BER) performance is shown in Fig. 2.12. In the same figure, for comparison, we also show the corresponding theoretical results extracted from Fig. 2.4. As one can see, the experimental results are slightly worse than the theoretical ones (as observed also, in Sect. 2.1.5.1 for

![Fig. 2.12 Experimental BER performance in scenarios with \( n = 16 \) sensors and uniform clustering. Two and three decision levels are considered](image-url)
simulation results), but confirm the trend. This discrepancy is due to the more realistic experimental scenario, where some packets may get lost because of the wireless communication links. Since the decision rules at the FCs and at the AP do not adapt to the number of received observations, this explains the performance degradation. We point out that in our experiments the packet losses are typically not due to collisions, i.e., the traffic load of the considered network scenarios is too low to create problems at the access level. On the opposite, the performance degradation is due to losses of packets due to propagation reasons.

2.2 Extending the Lifetime of Clustered Sensor Networks

2.2.1 Sensor Network Lifetime under a Physical Layer QoS Condition

In order to evaluate the sensor network lifetime, one needs first to define when the network has to be considered “alive.” We assume that the network is “alive” until the QoS condition in (2.15) is satisfied. When a sensor in the network dies (e.g., there is a hardware failure or its battery exhausts), the probability of decision error increases since a smaller number of sensors is alive (see, for instance, Fig. 2.6). Moreover, the presence of a specific clustering configuration might make the process of network death faster. More precisely, the network dies when the desired QoS condition (2.15) is no longer satisfied, as a consequence of the death of a critical sensor. Therefore, the network lifetime corresponds to the lifetime of this critical sensor. Obviously, the criticality of a sensor’s death depends on the particular sequence of previous sensors’ deaths.

On the basis of the considerations in the previous section, in order to estimate the network lifetime one, first, needs to consider a reasonable model for the sensor lifetime. We denote by \( F(t) = \Pr\{T_{\text{sensor}} \leq t\} \) the Cumulative Distribution Function (CDF) of a sensor’s lifetime \( T_{\text{sensor}} \) (the same for all sensors) and we consider the following exponential distribution as representative:

\[
F(t) = \left[ 1 - e^{-t/\mu} \right] U(t)
\]

where \( \mu \) is the mean of the exponential distribution, the time \( t \) is measured in arbitrary units [dimension: \( \text{aU} \)]. We have chosen the distribution in (2.18) as a good model for a sensor lifetime [23, Ch. 8]. Note that the results presented here for an exponential distributions also hold for other sensor lifetime distributions [24].

As mentioned before, we are interested in analyzing the network behavior when the QoS condition (2.15) is satisfied. More precisely, in the following subsections we evaluate the sensor network lifetime in scenarios with (A) ideal reclustering and (B) no reclustering. The obtained results are then commented.
2.2.1.1 Analysis with Ideal Reclustering

In the case of ideal reclustering, the network dynamically reconfigures its topology, immediately after a sensor death, in order to recreate a uniform configuration. Obviously, the time needed for rearranging the network topology depends on the specific strategy chosen in order to reconfigure correctly (according to the updated network configuration) the connections between the sensors and the FCs and those between the FCs and the AP. In Sect. 2.2.2, a simple reconfiguration strategy will be proposed.

Given a maximum tolerable probability of decision error \( P_e^* \), one can determine the smallest number of sensors, denoted as \( n_{\text{min}} \), required to satisfy the desired QoS condition. For instance, considering Fig. 2.6 and fixing a maximum tolerable value \( P_e^* \), one can observe that, for decreasing numbers of sensors, at some point the actual probability of decision error \( P_e \) becomes higher than \( P_e^* \). In other words, the probability of decision error is lower than \( P_e^* \) if at least \( n_{\text{min}} \) sensors are alive or, equivalently, until \( n_{\text{crit}} = n - n_{\text{min}} + 1 \) sensors die. Therefore, denoting as \( T_{\text{net}} \) the network lifetime, one can write:

\[
P\{T_{\text{net}} \leq t\} = P\{\text{at least } n_{\text{crit} \text{ sensors have } T_{\text{sensor}} < t}\}
\]

where \( T_{\text{sensor}} \) is the sensor lifetime (recall that this random variable has the same distribution for all sensors) with CDF \( F(t) \). Since the lifetimes of different sensors are assumed independent, using the repeated trials formula, one obtains

\[
P\{T_{\text{net}} \leq t\} = \sum_{i=n_{\text{crit}}}^{n} \binom{n}{i} [F(t)]^i [1 - F(t)]^{n-i}.
\]

2.2.1.2 Absence of Reclustering

In the previous subsection, we have analyzed the network evolution in an ideal scenario where the topology is dynamically reconfigured in response to a sensor death (e.g., because of the depletion of its battery or hardware failure). However, it might happen that the initial clustered configuration is fixed, i.e., the connections between sensors, FCs, and AP cannot be modified after a sensor death. In this case, the following question is relevant: is there an optimum initial topology which leads to longest network lifetime? In order to answer this question, we will analyze the network evolution in scenarios where there is no reclustering. The network is still considered dead when the QoS condition (2.15) is no longer satisfied.

In the absence of ideal reclustering, an analytical performance evaluation is not feasible, i.e., there does not exist a closed-form expression for the CDF of the network lifetime. In fact, the CDF depends on the particular network evolution, i.e., it depends on how the sensors die among the clusters in the network. Therefore, each sequence of sensors’ deaths is characterized by a specific lifetime, and one needs to resort to simulations in order to extrapolate an average statistical characterization. The simulations are performed according to the following steps.
1. The lifetimes of all \( n \) sensors are generated according to the chosen distribution and the sensors are randomly assigned to the clusters.
2. The sensors’ lifetimes are ordered in an increasing manner.
3. After a sensor death, the network topology is updated.
4. The probability of decision error is computed in correspondence to the surviving topology determined at the previous point: if the QoS condition (2.15) is satisfied, then the evolution of the network continues from step 3, otherwise, step 5 applies.
5. The network lifetime corresponds to the lifetime of the last dead sensor.

In Fig. 2.13, the CDF of the network lifetime is shown, as a function of time, in a scenario with \( n = 32 \) sensors grouped, respectively, in 2, 4, and 8 clusters. The sensor SNR is set to 5 dB and the maximum tolerable probability of decision error is \( P_e = 10^{-3} \). For comparison, the curve associated with ideal reclustering is also shown. One can observe that the larger is the number of clusters, the worse is the performance, i.e., the higher is the probability of network death. Moreover, the curve associated with two clusters is very close to that relative to ideal reclustering. In fact, in a scenario with only two clusters, the average number of sensors which die in each cluster is approximately the same and, consequently, the topology remains approximatively uniform.

In Table 2.2, the network lifetime corresponding to a CDF equal to 0.9 (i.e., an outage probability of 90%) is shown, assuming an exponential sensor lifetime (with \( \mu = 1 \text{ aU} \)), for various clustering configurations and values of the maximum tolerable probability of decision error \( P_e \). The number of sensors is \( n = 64 \). For comparison, the network lifetime with ideal reclustering is also shown. From the results in Table 2.2, the following observations can be carried out.

- For a small number of clusters (2 or 4), the lifetime reduction, with respect to a scenario with ideal reclustering, is negligible. This is to be expected from the results in Fig. 2.13 and is due to the fact that the sensors die “more or less”
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uniformly in all clusters. When the number of clusters increases beyond 4, the network lifetime starts to reduce appreciably. Therefore, our results show that, in the absence of ideal reclustering, the winning strategy to prolong network lifetime is to form a few large clusters.

- The impact of the QoS condition is very strong. In fact, when the QoS condition becomes more stringent (i.e., $P_e/C_e$ decreases), the network lifetime shortens, since a smaller number of sensor deaths is sufficient to violate this condition. On the other hand, if the QoS condition is less stringent, then a larger number of sensors have to die in order to violate it.
- The impact of the number of nodes on the network lifetime has not been directly analyzed. However, since the performance improves when the number of sensors increases (as shown in Fig. 2.6), one can conclude that, for a fixed QoS condition, a network with a larger number of sensors will satisfy the QoS condition for a longer time and, therefore, the network lifetime will be prolonged. Equivalently, one can impose a stronger QoS condition (a lower value of $P_e$), still guaranteeing the same network lifetime.

### 2.2.2 Analytical Computation of Network Lifetime

In Sect. 2.2.1, we have analyzed the network performance without taking into account the cost of reclustering. In this subsection, instead, we investigate, from an analytical viewpoint, the cost of the used reclustering protocol in terms of its impact on the sensor network lifetime. In order to evaluate the cost of reclustering, one first needs to detail a reclustering protocol. We remark that we limit ourselves mainly (but not only) to scenarios with two (big) clusters, since they are associated with the minimum loss, in terms of probability of decision error at the AP, with respect to the scenario with the absence of clustering.

The reclustering protocol which will be used can be characterized as follows.

1. When an FC senses that a sensor belonging to its cluster is dead, e.g., when it does not receive packets from this sensor, it sends a control message, referred to as “ALERT,” to the AP.

### Table 2.2

Sensor network lifetime corresponding to an outage probability equal to 90% in a scenario with $n = 64$ sensors and $\text{SNR}_{\text{sensor}} = 5 \text{ dB}$. Three values for the maximum tolerable probability of decision error $P_e$ are considered: (i) $10^{-2}$, (ii) $10^{-3}$, and (iii) $10^{-4}$. The mean parameter of the exponential distribution is $\mu = 1 \text{ aU}$. All time values in the table entries are expressed in $\text{aU}$.

<table>
<thead>
<tr>
<th>$P_e$</th>
<th>Ideal reclustering</th>
<th>No reclustering (2 clusters)</th>
<th>No reclustering (4 clusters)</th>
<th>No reclustering (8 clusters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-2}$</td>
<td>2.1</td>
<td>2.1</td>
<td>2.0</td>
<td>1.68</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>1.3</td>
<td>1.3</td>
<td>1.2</td>
<td>1.012</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>0.78</td>
<td>0.78</td>
<td>0.74</td>
<td>0.725</td>
</tr>
</tbody>
</table>
2. Assuming that the AP is aware of the current network topology, when it receives an ALERT message, it decides if reclustering has to be carried out. If so, the optimized network topology is determined.

3. If no reclustering is required, the AP sends to both FCs an “OK” message to confirm the current topology. On the other hand, if reclustering has to be carried out, another message, referred to as “CHANGE” and containing the new topology information, is sent to the FCs. In the latter case, the FCs send the CHANGE message also to sensors in order to allow them to communicate with the correct FC from then on.

4. If reclustering has happened, the sensors retransmit their previous packet to the FCs according to the new topology and a new data fusion is carried out at the AP.

In Fig. 2.14, the behavior of this simple protocol is pictured in an illustrative scenario with $n = 11$ sensors and two clusters (with 6 and 5 sensors, respectively). The control messages associated with solid lines are exchanged in the absence of reclustering, whereas the messages associated with dashed lines are exchanged in the presence of reclustering.

In order to derive a simple analytical framework for evaluating the sensor network lifetime, the following assumptions are expedient.

(a) The observation frequency, referred to as $f_{obs}$, is sufficiently low to allow regular transmissions from the sensors to the AP and, if necessary, the applicability of the reclustering protocol (this is reasonable for scenarios where the status of the observed phenomenon does not change rapidly).

(b) Transmissions between sensors and FCs and between FCs and AP are supposed instantaneous (this is reasonable, for example, if FCs and AP are connected through wired links or very reliable wireless links).

(c) Data processing and topology reconfiguration are instantaneous (this is reasonable if the processing power at the AP is sufficiently high).

(d) There is perfect synchronization among all nodes in the network (this is a reasonable assumption if nodes are equipped with synchronization devices, e.g., global positioning system).

**Fig. 2.14** Message exchange in the proposed reclustering protocol. A network scenario with $n = 11$ sensors and two clusters (with 6 and 5 sensors, respectively) is considered. The control messages evolution follows the death of a sensor.
The proposed reclustering algorithm and the assumptions above might look too simplistic for a realistic wireless sensor network scenario. However, they allow to obtain significant insights about the cost, in terms of network lifetime, of adaptive reclustering.

We preliminary assume that the duration of a data packet transmission has no influence on the lifetime of a single sensor—a more accurate analysis, which takes properly into account the actual duration of a data transmission, will be proposed in Sect. 2.2.4. In this case, the network lifetime can be written as

\[ T_{\text{net}} = \sum_{i=1}^{n_{\text{crit}}} T_{d,i} \]

where \( n_{\text{crit}} \) has been introduced in Sect. 2.2.1 and \( T_{d,i} \) is the time interval between the \((i - 1)\)th sensor death and the \(i\)th sensor death. Obviously, \( T_{d,1} \) is the time interval until the death of the first sensor and can be written as

\[ T_{d,1} = \min_{j=1,...,n} \{ T_j \} \]  \hspace{1cm} (2.19)

where \( T_j \) is the lifetime of the \(j\)th sensor. Since \( T_{\text{net}} \) is a r.v., one could determine its statistics (e.g., the CDF). However, in order to concisely characterize the impact of reclustering, it is of interest to evaluate its average value, i.e.,

\[ \mathbb{E}[T_{\text{net}}] = \mathbb{E} \left[ \sum_{i=1}^{n_{\text{crit}}} T_{d,i} \right]. \]  \hspace{1cm} (2.20)

### 2.2.2.1 Absence of Reclustering

In this case, \( n_{\text{crit}} \) and \( \{T_{d,i}\} \) in (2.20) are independent r.v.s. In fact, they depend on the sensors’ lifetime distribution and on the particular evolution (due to the nodes’ deaths) of the network topology. Therefore, the sum in (2.20) is a stochastic sum. Using the conditional expectation theorem and the fundamental theorem of probability [9], one can write

\[ \mathbb{E} \left[ \sum_{i=1}^{n_{\text{crit}}} T_{d,i} \right] = \sum_{j=1}^{n} \mathbb{P}\{n_{\text{crit}} = j\} \sum_{i=1}^{j} \mathbb{E}[T_{d,i}]. \]

At this point, one needs to resort to simulations to compute the probabilities \( \{P(n_{\text{crit}} = j)\} \). In fact, they strongly depend on the particular network evolution before its death.

### 2.2.2.2 Ideal Reclustering

In Sect. 2.2.1, we have shown that the presence of ideal reclustering leads to an upper bound on the network lifetime, i.e., it tolerates the maximum number of
sensors’ deaths before the network dies. This bound can be analytically evaluated using (2.20) and replacing \( n_{\text{crit}} \) with the value \( n_{\text{R crit}} \) defined as follows:

\[
  n_{\text{R crit}} = \min_{n_{\text{crit}} = 1, \ldots, n} \{ P_c (\text{after } n_{\text{crit}} \text{ sensors’ deaths}) \geq P_c^a \}.
\]

The value of \( n_{\text{R crit}} \) can be determined by numerical inversion of the QoS condition. Therefore, an upper bound for the network lifetime can be expressed as

\[
  \text{UB}_{T_{\text{net}}} \triangleq \mathbb{E} \left[ T_{\text{net}} | n_{\text{crit}} = n_{\text{R crit}} \right] = \sum_{i=1}^{n_{\text{R crit}}} \mathbb{E} \left[ T_{d,i} \right].
\]  

In this case, one can observe that the sum in (2.21) is deterministic and, therefore, can be analytically evaluated through the computation of \( \{ \mathbb{E} \left[ T_{d,i} \right] \} \). In [24], it is shown that this upper bound is equal to

\[
  \text{UB}_{T_{\text{net}}} = \frac{\mu}{n} + \sum_{i=2}^{n_{\text{R crit}}} \frac{\mu}{(n-i+1)^2}.
\]  

Similarly, we can derive a lower bound on the network lifetime. This bound, for a fixed number of sensors, is obtained when all sensors’ deaths occur in the same cluster. In this way, for a fixed topology, the highest possible probability of decision error is obtained at each instant and, consequently, the corresponding network lifetime is the shortest possible. This bound can be expressed as

\[
  \text{LB}_{T_{\text{net}}} \triangleq \mathbb{E} \left[ T | n_{\text{crit}} = n_{\text{LB crit}} \right] = \frac{\mu}{n} + \sum_{i=2}^{n_{\text{LB crit}}} \frac{\mu}{(n-i+1)^2}.
\]  

Expression (2.23) for \( \text{LB}_{T_{\text{net}}} \) is derived from (2.22) by replacing \( n_{\text{R crit}} \) with \( n_{\text{LB crit}} \), which is obtained through simulations, since it depends on the network evolution. The value of \( \text{LB}_{T_{\text{net}}} \) is smaller than that of \( \text{UB}_{T_{\text{net}}} \), since \( n_{\text{R crit}} > n_{\text{LB crit}} \). As previously mentioned, we consider an initial topology with two big clusters. In fact, this scenario allows to obtain the lowest probability of decision error at each instant, because the network topology is less unbalanced than in scenarios with a higher number of clusters, e.g., 8. Therefore, evolution of the lower bound (2.23) in correspondence to a scenario with two clusters leads to the tightest possible lower bound with respect to a scenario with no reclustering.

Finally, one needs to evaluate the extra time required by the application of the reclustering procedure. We will refer to this quantity as \( T_R \). Under the given assumptions and since the probability that reclustering has happened is equal to 1/2 (the derivation of this probability is summarized in [24]), \( T_R \) can be expressed as

\[
  T_R = (n_{\text{crit}} - 1) T_{\text{RECL}}
\]
where $T_{RECL}$ represents the time required by a single reclustering operation. The duration of this time interval cannot be a priori specified, since it depends on the dimensions of the OK, CHANGE, and ALERT messages, the data-rate, and other network parameters. It is reasonable to assume that the longer is the average sensor lifetime $\mu$, the shorter should be (proportionally) $T_{RECL}$. In other words, one could assume $T_{RECL} = c \cdot \mu$, where $c$ is small if $\mu$ is large and vice versa. In general, $c$ can be chosen to model accurately the situation of interest.

Finally, one can define a time penalty as the ratio between the time necessary for the application of the reclustering protocol and the total time, given by the sum of reclustering and “useful” times (i.e., the time spent for data transmission). It follows that:

$$p_{\text{time}} = \frac{T_R}{T + \mathbb{E}[T_{\text{net}}]} = \frac{(n_{\text{crit}} - 1)T_{RECL}}{(n_{\text{crit}} - 1)T_{RECL} + \frac{\mu}{n} + \sum_{i=2}^{n_{\text{crit}}} \frac{n-i}{n}}.$$

After a few mathematical passages, from (2.24) one obtains

$$p_{\text{time}} \geq \frac{(n - k^* - 1)c}{(n - k^* - 1)c + \frac{1}{n} + \ln(n - 2) - \ln(k^* - 1)}$$

where we have used the fact that $\sum_{i=1}^{m} 1/i \simeq \ln m + 0.577$ [25].

From (2.25) and owing to the fact that $k^*$ is approximately constant, one can analytically show that

$$\lim_{n \to \infty} p_{\text{time}} \simeq 1 \quad \forall c.$$

In other words, if the number of sensors is large, for a fixed value of $c$ the proposed reclustering algorithm does not guarantee a limited time penalty. Similarly, one can show that

$$\lim_{c \to 0} p_{\text{time}} \simeq 0 \quad \forall n.$$

In other words, for a fixed number of nodes the reclustering protocol is effective, using the algorithm proposed in Sect. 2.2.2, provided that the duration of a single reclustering operation is sufficiently short (e.g., very small control packets are used).

### 2.2.3 Numerical Results

In Fig. 2.15, numerical results based on the application of the analytical framework derived in Sects. 2.2.2.1 and 2.2.2.2 are shown. In particular, (a) the average network lifetime $\mathbb{E}[T_{\text{net}}]$ and (b) the critical number of deaths $n_{\text{crit}}$ are shown as functions of the number of sensors $n$. The average network lifetime in a scenario with no reclustering (for various numbers of clusters) is compared with the upper and lower bounds derived in Sect. 2.2.2.2. The QoS condition is associated with $P_e^* = 10^{-3}$
and the sensor SNR is set to 5 dB. In order to compare these results with those in Sect. 2.2.1.2, the distribution of the sensors’ lifetime is assumed to be exponential with $\mu = 1$ aU. From the results in Fig. 2.15a, one can observe that, when the number of sensors increases, also the network lifetime becomes longer, since a larger number of sensors’ deaths have to occur in order to violate the QoS condition. This is confirmed in Fig. 2.15b, where the critical number of sensors’ deaths is shown as a function of the number of sensors. Moreover, as expected, the sensor network lifetime in the absence of reclustering is shorter than in the presence of ideal reclustering (with the proposed reclustering protocol), since the network topology becomes less and less uniform and, therefore, the probability of decision error becomes higher and higher. As previously shown in Fig. 2.13, when the initial number of clusters is equal to two, the network lifetime with no reclustering is very close to that corresponding to the application of the reclustering protocol. This is due to the fact that the sensors’ deaths are, on average, equally distributed among the two clusters, i.e., there is a sort of “natural” reclustering. Finally, one can observe that when the number of clusters in the initial topology increases (e.g., is equal to 8) the network lifetime drastically reduces for small values of the number of sensors, since it is more difficult to satisfy the QoS condition. However, it is interesting to observe that for sufficiently large values of $n$, the lifetime penalty incurred by the presence of
a large number of clusters is negligible, suggesting that there may exist a minimum cluster dimension which guarantees acceptable performance. This is probably due to the fact that when the number of sensors is sufficiently large, the cluster dimension is also sufficiently large and, consequently, its lifetime is longer. Therefore, the lifetime of the entire sensor network is longer, since the network topology is less unbalanced.

2.2.4 Energy Budget

The analysis of the reclustering cost provided in Sect. 2.2.2 is ideal, since it does not consider the energy spent by the nodes in the network. Although this assumption is reasonable for the FCs and the AP,\(^4\) this is not realistic for remote nodes (sensors) which need to rely on batteries with limited energy. Moreover, there is a delay associated with a packet transmission. In this subsection, the realistic network energy consumption is evaluated in the presence of ideal reclustering, using the reclustering protocol proposed in Sect. 2.2.2. In order to analyze this energy consumption, we will refer to a commercial WSN with a communication protocol based on the IEEE 802.15.4 standard (also considered in Sect. 2.2.6) [26]. In particular, while the first analysis does not take into account the energy of the sensor battery, we then show the impact of a limited battery energy at the sensors.

2.2.4.1 Analysis with Infinite Energy Battery at the Sensors

The energetic cost, for a single sensor, of the application of our reclustering algorithm can be written as

\[
C_{\text{en}}^{\text{tot}} = P_t C_{\text{tot}}^{\text{time}}
\]

where \(C_{\text{en}}^{\text{tot}}\) is the total cost in terms of energy spent by a sensor, \(P_t\) is the transmit power at each sensor, and \(C_{\text{tot}}^{\text{time}}\) is the total time cost associated with packet transmission. After a few manipulations, the total energetic cost can be written as [24]

\[
C_{\text{en}}^{\text{tot}} = P_t \left\{ \frac{1}{2} \left[ \frac{L_{\text{cont}} + L_{\text{data}}}{R_b} \right] \left( n_{\text{crit}}^R - 1 \right) + \frac{L_{\text{data}}}{R_b} f_{\text{obs}} \sum_{i=1}^{n_{\text{crit}}^R} \mathbb{E}[T_{\text{d},i}] \right\}
\]

\[\text{Cost for transmission of control packets: } C_{\text{time}}^{\text{control}} \text{ of datapackets: } C_{\text{time}}^{\text{data}}\]

\(^4\) In fact, they may be placed by the network designer so that they can be power-supplied.
where \( R_b \) is the data-rate [dimension: (bit/s)], \( L_{\text{cont}} \) and \( L_{\text{data}} \) are, respectively, the length of a control packet and data packet [dimension: (b/pck)], and \( f_{\text{obs}} \) is the observation frequency. Expression (2.27) for the energetic cost represents the total energy spent by any of the \( n - n^R_{\text{crit}} \) surviving sensors after the network death. Obviously, this energetic cost represents a worst case, since there are \( n^R_{\text{crit}} \) nodes (i.e., those which die while the network is still alive) which spend a smaller amount of energy in their shorter lifetimes. An average cost per sensor can be easily computed using the same approach proposed above. In [24], the following expression for the average energy cost is derived:

\[
C^\text{en}_{\text{tot}} = P_t(C_R^{\text{time}} + C_{\text{data}}^{\text{time}}) = P_t \left\{ \frac{(n^R_{\text{crit}} - 1)(L_{\text{data}} + L_{\text{cont}})}{4R_b} + \frac{L_{\text{data}} f_{\text{obs}}}{R_b n} \sum_{i=1}^{n^R_{\text{crit}}} \left( (n - n^R_{\text{crit}})E[T_{d,i}] + \sum_{j=1}^i E[T_{d,j}] \right) \right\}.
\]

Similarly to (2.24), we define the following energy penalties:

\[
P^{\text{en} - 1} \triangleq \frac{C^\text{en}}{C^\text{en}_{\text{tot}}} = \frac{C_R^{\text{time}}}{C_R^{\text{time}} + C_{\text{data}}^{\text{time}}} \quad (2.29)
\]

\[
P^{\text{en} - 2} \triangleq \frac{C^\text{en}}{C^\text{en}_{\text{tot}}} = \frac{C_R^{\text{time}}}{C_R^{\text{time}} + C_{\text{data}}^{\text{time}}} \quad (2.30)
\]

where \( P^{\text{en} - 1} \) is the worst-case penalty (associated with a sensor which survives until the end) and \( P^{\text{en} - 2} \) is the average-case penalty (associated with the average energetic costs among all sensors in the network). As mentioned before, the energy penalties (2.29) and (2.30) take into account, with respect to (2.24), realistic network parameters, such as \( L_{\text{data}}, f_{\text{obs}}, R_b, \) and \( P_t \).

In Fig. 2.16, the energy penalty is shown, as a function of the number of sensors \( n \) and the observation frequency \( f_{\text{obs}} \), in the two cases previously highlighted: (a) worst-case energy consumption (obtained by using expression (2.29)) and (b) average-case energy consumption (obtained by using expression (2.30)). In order to compare the results in Fig. 2.16 with the results given in the previous subsections, we have set \( P^e_c = 10^{-3} \) and \( \text{SNR}_{\text{sensor}} = 5 \text{ dB} \). Realistic values for the network parameters, provided by the IEEE 802.15.4 standard, correspond to \( P_t = 1 \text{ mW}, R_b = 250 \text{ Kbit/s}, L_{\text{data}} = 1024 \text{ bit/pck}, \) and \( L_{\text{cont}} = 80 \text{ bit/pck} \). One can note that for small values of the observation frequency (rare observations), the performance worsens since the network spends more time in reclustering than in

\(^5\) In our analysis, we use the maximum possible data-rate allowed by the IEEE 802.15.4 standard, i.e., \( R_b = 250 \text{ Kbit/s} \). However, our experimental results show that only a maximum value \( R_b = 25 \text{ Kbit/s} \) can be achieved by practical sensor networks [27]. Moreover, the length of data packets is the maximum allowed by the standard.
transmitting useful data. For a fixed value of the number of sensors $n$, the following limits hold:

$$\lim_{f_{\text{obs}} \to 0} P^{\text{en-1}}_{\text{pen}} = \frac{C_{\text{en}}}{C_R} = 1 \quad \lim_{f_{\text{obs}} \to 0} P^{\text{en-2}}_{\text{pen}} = \frac{C_{R}}{C_{\text{en}}} = 1.$$ 

Besides, one can observe that for increasing values of the observation frequency (frequent observations), the performance is better. In fact, for a fixed number of sensors, there is a larger number of data transmissions from the sensors to the AP and the value of $D_{\text{R}}^{\text{en}}$ becomes increasingly negligible with respect to the value of $D_{\text{data}}^{\text{en}}$. Analytically, one can write

$$\lim_{f_{\text{obs}} \to \infty} P^{\text{en-1}}_{\text{pen}} = \frac{1}{C_{\text{data}}} = 0 \quad \lim_{f_{\text{obs}} \to \infty} P^{\text{en-2}}_{\text{pen}} = \frac{1}{C_{\text{data}}} = 0.$$ 

Note that a high value of the observation frequency might not be admissible. In fact, in Sect. 2.2.2 we have supposed that the inverse of the observation frequency is much smaller than the time necessary to complete a transmission to the AP and, eventually, the reclustering protocol (hypothesis (a) in Sect. 2.2.2).
2.2.4.2 Analysis with Energy-Limited Battery at the Sensors

In the previous derivations, the proposed framework and the presented results have used arbitrary time units. However, it is of interest to map these arbitrary time units into realistic units. In order to do so, we assume that a node is equipped with a limited-energy battery with initial energy $E_{\text{battery}}$ [dimension: (J)]. When a sensor battery energy exhausts, the sensor dies and, consequently, the network is closer to breaking the QoS condition. The average sensor lifetime [dimension: (s)] can be expressed as

$$\mathbb{E}[T_{\text{sensor}}] = \frac{E_{\text{battery}}}{\bar{P}}$$

where $\bar{P}$ is the average power depleted at the node [dimension: (W)]. In a realistic wireless sensor network (e.g., IEEE 802.15.4 wireless sensor networks [26]), four states are admissible at the node: (1) transmission, (2) reception, (3) idle, and (4) sleep. In this case, the average power depleted at the node is given by

$$\bar{P} = \sum_{i=1}^{4} P_i p_i$$

(2.31)

where $P_i$ and $p_i$ ($i = 1, 2, 3, 4$) are, respectively, the power consumption in the $i$th state and the probability that the sensor is in the $i$th state—note that $P_1 = P_t$. Typically, in a IEEE 802.15.4 wireless sensor network $P_4 \ll 1$ and $p_2 \ll p_3, p_1$ [28]. Therefore, the average depleted power in (2.31) can be written as

$$\bar{P} \simeq P_1 p_1 + P_2 p_2$$

where $p_2 = 1 - p_1$ and $P_1 = P_2 = P_t$ [28]. Therefore, the average consumed power in (2.31) becomes

$$\bar{P} = P_t$$

and it follows that

$$\mathbb{E}[T_{\text{sensor}}] = \frac{E_{\text{battery}}}{P_t}. \quad (2.32)$$

Using the value of $\mathbb{E}[T_{\text{sensor}}]$ given in (2.32) for the computation of $C_{\text{tot}}^{\text{time}}$ according to the framework derived in Sect. 2.2.4.1, the lifetime of a realistic IEEE 802.15.4 wireless sensor network, with the parameters used to derive the results in Fig. 2.16, can be obtained. The sensor network lifetime values, associated with different battery energies at the sensors (typical for practical applications), are summarized in Table 2.3. In particular, a scenario with $n = 64$ sensors, $P_t = 1$ mW, and $f_{\text{obs}} = 20$ s$^{-1}$ is considered. One can observe that the theoretical results given in Sect. 2.2.3 are confirmed also in a more realistic IEEE 802.15.4 WSN. However, note that for $n = 64$ sensors the network lifetime in the ideal
scenario is shorter than $\mathbb{E}[T_{\text{sensor}}]$, whereas it is longer in a realistic scenario. This behavior is due to the fact that our theoretical framework does not consider the delay associated with packet transmissions, as considered, instead, in the performance analysis for an IEEE 802.15.4 network.

### 2.2.5 Noisy Communication Links

The analysis of the sensor network lifetime proposed in Sect. 2.2.2 is quite general and, in particular, no assumption has been made on the communication links. However, the results presented in Sect. 2.2.3 are obtained under the assumption of ideal communication links. In a scenario with noisy communication links, two main differences, with respect to a scenario with ideal communication links, can be observed:

- for a given value of the sensor SNR, the presence of noisy communication links leads to a performance loss (i.e., higher probability of decision error);
- a probability of decision error floor can be visualized for high values of the sensor SNR.

These differences between the scenarios with ideal communication links and those with noisy communication links imply that the network lifetime will be shorter, since the QoS condition will be satisfied for a shorter time. Moreover, the presence of a probability of decision error floor implies that, for a given value of the sensor SNR, the QoS condition might never be satisfied. These considerations suggest that the QoS condition and the operating sensor SNR, for a given value of the number of sensors $n$, have to be properly chosen.

In Fig. 2.17, the CDF of the network lifetime is shown, as a function of time,\(^6\) in a scenario with $n = 64$ sensors, uniform clustering, and noisy communication links.

---

\(^6\) We recall that the time is measured, here, in arbitrary units. For more realistic scenarios, see the considerations at the end of Sect. 2.2.4.
Two possible values for the cross-over probability are considered: (i) $p = 0.1$ and (ii) $p = 0.01$. The sensor SNR is set to 5 dB and the maximum tolerable probability of decision error is $P_e = 10^{-3}$. One can observe that the higher the noise intensity in the communication links is, the higher the CDF of the network lifetime becomes. In fact, in this case the transfer of information from the sensors to the AP is less reliable and, consequently, the probability of decision error becomes higher and higher and the QoS condition can be guaranteed for a shorter time. As in a scenario with ideal communication links, the presence of reclustering prolongs the network lifetime with respect to a scenario with no reclustering. Obviously, for a given reclustering strategy a scenario with ideal communication links corresponds to a longer network lifetime, since the probability of decision error is the lowest possible.

2.2.6 Throughput and Delay with Varying Sensor Network Lifetime

In this subsection, we evaluate the performance of a realistic IEEE 802.15.4 WSN subject to nodes’ failures. In order to carry out this analysis, we resort, as in Sect. 2.1.5, to simulations using Opnet Modeler 11.5 [17] and a built-in model for IEEE 802.15.4 networks, provided by the NIST [18]. The network performance (in terms of number of transmitted packets, throughput, and delay) is analyzed in scenarios with no clustering (and, therefore, no reclustering). The goal of this subsection is to show the impact of different QoS conditions (given in terms of the required percentage of nodes’ deaths which makes the network die) on different network performance indicators (e.g., throughput and delay). For the performance in the presence of relaying, the reader is referred to [29]. As discussed in Sect. 2.2.1, the performance of sensor networks with no clustering can be
considered, from a network lifetime viewpoint, as a lower bound, since the probability of decision error is lower than in scenarios with clustering. In the simulations, the following parameters are considered: 
\[ R_b = 250 \text{ Kbit/s}, \quad L_{\text{data}} = 994 \text{ bit/pck}, \quad \text{and} \quad g = 0.236 \text{ s}, \]  
where \( g \) is the packet interarrival time at the sensors. Moreover, no transmission of ACK packets is considered from the AP to the remote nodes. In all presented results, four QoS conditions will be considered: (i) network death corresponds to 100% of sensors’ deaths (i.e., the network survives until there is a single sensor alive), (ii) network death corresponds to 70% of sensors’ deaths, (iii) network death corresponds to 50% of sensors’ deaths, and (iv) network death corresponds to 20% of sensors’ deaths.

In Fig. 2.18, the packet delivery fraction is shown, as a function of the number of sensors \( n \), for two possible distributions of a single sensor lifetime: (a) exponential with \( \mu = 300 \text{ s} \) (solid lines) and (b) uniform with \( t_{\text{max}} = 600 \text{ s} \) (dashed lines). First, one can observe that the more stringent is the QoS condition, the lower is the throughput. In fact, a smaller number of transmissions is possible (since the network lifetime is shorter) and a larger number of collisions happens, because there is a large number of sensors that try to transmit to the AP and a larger number of packets is lost. Moreover, a scenario with uniform distribution of the sensors’ lifetime has a lower throughput with respect to a scenario with exponential distribution, since more packets are lost due to the collisions.

In Fig. 2.19, the average MAC delay \( D \) over all the received packets is shown, as a function of the number of sensors \( n \), for two possible distributions of a single sensor lifetime: (a) exponential with \( \mu = 300 \text{ s} \) (solid lines) and (b) uniform with \( t_{\text{max}} = 600 \text{ s} \) (dashed lines). Similarly to what happens to the throughput in Fig. 2.18, a larger number of collisions also causes a higher delay in receiving the packets. Therefore, scenarios with a uniform distribution of the sensors’ lifetimes are characterized by a higher delay with respect to scenarios with an exponential distribution.

---

7 The average MAC delay corresponds to the delay averaged over all packets which are correctly received at the MAC level during the Opnet simulations.
distribution. In this case as well, however, the more stringent is the QoS condition, the higher is the average MAC delay. Finally, the average MAC delay does not depend on the number of sensors, for a fixed QoS condition, since the number of surviving sensors is (almost) the same and, therefore, the average delay in the packet transmissions is constant.

2.3 Impact of Different SNRs at the Sensors

Consider now a generic scenario with different SNRs at the sensors. For the sake of simplicity, we consider a scenario with no clustering, i.e., direct communications between the sensors and the AP. In this case, a decision based on the majority-like fusion rule might not be the best choice. In fact, if a sensor is very noisy (i.e., its observation SNR is very small), its decision should be taken into account with a low level of reliability in the fusion process at the AP. Therefore, it would be reasonable to assign each sensor a weight proportional to its own SNR—this approach is similar to that proposed in [7], where the weights are assigned according to the link qualities. The AP could then make a final decision taking into account the weights assigned to the sensors. Note that the improvement, in terms of probability of decision error, comes at the price of a non-optimal network energy efficiency, since all sensors, even those with low SNR, have to send their decisions to the AP and waste the same amount of energy.

In the following, we consider a system where the AP takes into account the $n$ local sensor decisions with the same weight, i.e., without considering their SNRs, and adopts a majority-like decision rule. In order to take into consideration the sensor SNR profile, the threshold for local decision at each sensor is properly optimized, as explained in detail in Sect. 2.3.1.2.
We now derive analytical expressions for the probability of decision error, distinguishing between a scenario with \textit{ideal} communication links and a scenario with \textit{noisy} communication links. In [30], the reader might found an analytical expression for the probability of decision error also in the case when no quantization is carried out at the sensors, i.e., when sensors transmit their local likelihood values.

\subsection*{2.3.1 Ideal Communication Links}

\subsubsection*{2.3.1.1 Probability of Decision Error}

Consider the first conditional probability at the right-hand side of \eqref{eq:2.5} and define the threshold value \( k \) in the majority-like decision rule. There is an error, i.e., \( \hat{H} = H_1 \) given that \( H = H_0 \), if \( i \geq k \) sensors decide for \( H_1 \) when \( H_0 \) has happened. In this case, there can be \( \binom{n}{i} \) combinations of sensors deciding for \( H_1 \). We denote as \( \Omega_i(j) \) the \( j \)th possible combination \( (j = 1, \ldots, \binom{n}{i}) \) in a scenario where \( i \) sensors are in error.\(^8\) Therefore, the conditional probability of interest can be expressed as follows:

\begin{equation}
\mathbb{P}\{\hat{H} = H_1|H_0\} = \sum_{i=k}^{n} \sum_{j=1}^{\binom{n}{i}} \left\{ \prod_{\ell=1}^{i} \mathbb{P}\{u_{\ell}^{(\Omega_i(j))} = H_1|H_0\} \prod_{m=i+1}^{n} \mathbb{P}\{u_{m}^{(\Omega_i(j))} = H_0|H_0\} \right\}
\end{equation}

\begin{equation}
(2.33)
\end{equation}

where \( \mathbb{P}\{u_{\ell}^{(\Omega_i(j))} = H_1|H_0\} \) is the probability that at the \( \ell \)th sensor, in the \( \Omega_i(j) \)th combination (out of the \( \binom{n}{i} \) possible ones), a wrong decision is made when \( H_0 \) has happened.

Similarly, the second conditional probability at the right-hand side of \eqref{eq:2.5} can be expressed as

\begin{equation}
\mathbb{P}\{\hat{H} = H_0|H_1\} = \sum_{i=0}^{k-1} \sum_{j=1}^{\binom{n}{i}} \left\{ \prod_{\ell=1}^{i} \mathbb{P}\{u_{\ell}^{(\Omega_i(j))} = H_1|H_1\} \prod_{m=i+1}^{n} \mathbb{P}\{u_{m}^{(\Omega_i(j))} = H_0|H_1\} \right\}
\end{equation}

\begin{equation}
(2.34)
\end{equation}

\(^8\) Note that \( \Omega_i(j) \) depends also on \( n \). However, for the sake of notational simplicity, this dependence is not explicitly indicated. The context should eliminate any ambiguity.
where $P\{u_i^{\Omega_{(j)}} = H_1 | H_1 \}$ is the probability that at the $\ell$th sensor, in the $\Omega_{(j)}$th combination, a correct decision is made when $H_1$ has happened.

### 2.3.1.2 Decision Threshold Selection at the Sensors

In the literature, it is shown that using the same threshold at every sensor is an asymptotically optimal solution if and only if the SNR at the sensors is constant [31]. In the currently considered scenario (with different SNRs at the sensors), it is not reasonable to use the same threshold at all sensors. Therefore, one needs to choose another criterion for local decisions at the sensors.

In this subsection, we consider a locally optimal decision scheme. In other words, each sensor makes a binary decision which minimizes, for the corresponding SNR, its probability of (local) error—this corresponds to a Person-By-Person Optimization (PBPO) approach to distributed detection [32]. The optimal value for the threshold $\tau_i$ is such that

$$p(\tau_i | H_1)P\{H_1\} = p(\tau_i | H_0)P\{H_0\}. \quad (2.35)$$

In general, the computation of the probability of decision error, based on the evaluation of (2.33) and (2.34), depends on (i) the chosen value for $k$, (ii) the sequence of the detected phenomenon amplitudes $\{s_i\}$ at the sensors, (iii) the sequence of noise variances $\{\sigma_i\}$, and (iv) the sequence of thresholds $\{\tau_i\}$. Recalling the Gaussian model for the observable in (2.1), one can obtain [30]

$$P\{u_i = H_1 | H\} = 1 - Q\left(\frac{\tau_i - s_i \cdot H}{\sigma_i}\right) = 1 - Q\left(\frac{1}{2} \sqrt{\text{SNR}_{\text{sensor}}^{(i)} + \frac{1}{2} \ln \frac{p_0}{1 - p_0} - \sqrt{\text{SNR}_{\text{sensor}}^{(i)} H}}\right).$$

As expected, the probability of decision error does not depend on the sequences $\{s_i\}$ and $\{\sigma_i\}$ separately but, rather, only on the sequence of ratios $\{s_i/\sigma_i\}$, i.e., on the sequence of sensor SNRs. In other words, the probability of decision error depends on the sensor SNR profile $\{\text{SNR}_{\text{sensor}}^{(i)}\}$. Therefore, evaluating the system performance of the sensor network as a function of the sensor SNR profile is a meaningful problem.

### 2.3.2 Noisy Communication Links

Let us denote by $p$ the cross-over probability of the BSCs (the same for all noisy communication links). In this case, the decision made at the $\ell$th sensor, i.e., $u_\ell$,..
might be “flipped,” with probability $p$, by the communication link. In particular, the component conditional probabilities in (2.5) depend on $p$. For instance, the conditional probability (2.33) has to be modified by replacing the decisions made locally by the sensors with the corresponding received decisions:

$$\mathbb{P}\{ \hat{H} = H_1 | H_0 \} = \sum_{i=1}^{n} \sum_{j=1}^{i} \left\{ \prod_{\ell=1}^{i} \mathbb{P}\{ u_{\ell}^{(\Omega(j)) - \text{rec}} = H_1 | H_0 \} \prod_{m=i+1}^{n} \mathbb{P}\{ u_{m}^{(\Omega(j)) - \text{rec}} = H_0 | H_0 \} \right\}$$

(2.36)

where $u_{\ell}^{(\Omega(j)) - \text{rec}}$ and $u_{m}^{(\Omega(j)) - \text{rec}}$ are the received versions of the local decisions $u_{\ell}^{(\Omega(j))}$ and $u_{m}^{(\Omega(j))}$, respectively. The conditional probability (2.34) has to be modified similarly. A generic term in (2.36) can then be expressed as follows:

$$\mathbb{P}\{ u_{\ell}^{\text{rec}} = H_1 | H_0 \} = (1 - p)Q\left( \frac{\tau_{I}}{\sigma_{I}} \right) + p \left[ 1 - Q\left( \frac{\tau_{I}}{\sigma_{I}} \right) \right].$$

(2.37)

Since we are considering locally optimal selection of the decision thresholds at the sensors, there is no difference (in terms of the decision strategy at the sensors) between a scenario with ideal communication links and a scenario with noisy communication links. Therefore, the derivation considered in Sect. 2.3.1.2 for sensor threshold selection holds in this case as well.

### 2.3.3 Sensor SNR Profiles

As observed in Sect. 2.3.1.2, the probability of decision error ultimately depends on the sensor SNR profile $\{ \text{SNR}^{(i)}_{\text{sensor}} \}$. A generic example of sensor SNR profile is shown in Fig. 2.20a: the sensor SNRs are generally not monotonically ordered. However, since it is always possible to reorder the sensor SNRs from highest to lowest, as shown in Fig. 2.20b, without loss of generality, one can restrict his/her attention to a scenario where the sensor SNR profile is non-increasing.

Based on the observation in the previous subsection, in order to characterize non-increasing sensor SNR profiles we consider four possible cases (the SNRs are expressed in dB):

- **Linear profile:** $\text{SNR}_i = \text{SNR}_0 - c \cdot i$
- **Quadratic profile:** $\text{SNR}_i = \text{SNR}_0 - c \cdot i^2$
- **Cubic profile:** $\text{SNR}_i = \text{SNR}_0 - c \cdot i^3$ (2.38)
- **Hyperbolic profile:** $\text{SNR}_i = \frac{\text{SNR}_0}{1 + c \cdot i}$

where: $i = 0, \ldots, n - 1$; $n$ is the number of sensors; $\text{SNR}_0$ is the highest sensor SNR; and $c$ is a suitable constant which uniquely characterizes the sensor SNR.
For this reason, we denote $c$ as *slope coefficient*. A large value of $c$ corresponds to a scenario where the sensor SNRs decrease rapidly (i.e., the corresponding realistic non-ordered sensor SNR profile is highly varying), whereas a small value of $c$ corresponds to a scenario where the sensor SNRs are similar (i.e., the corresponding realistic non-ordered sensor SNR profile is almost constant). If $c = 0$, all profiles degenerate into a constant profile, i.e., $\text{SNR}_i = \text{SNR}_0$, $\forall i$. In Fig. 2.20b, illustrative graphical examples of the four profiles are shown. In the following, we will restrict our attention to scenarios with convex SNR profiles (linear, quadratic, and cubic), since concave profiles (e.g., hyperbolic) can be shown to lead to worse performance [30]. As one can see, by suitably setting the values of $\text{SNR}_0$ and $c$, a large number of realistic sensor SNR profiles can be characterized. This underlines the applicability of our framework. In Sect. 2.3.5, we will propose a simple experiment to characterize a realistic sensor SNR profile.

In (2.38), we have assumed that the maximum SNR and the slope coefficient $c$ are the same for all profiles. However, in this case the winning profile is always the linear, since the sensor SNR at any position is higher than the corresponding one in any other profile. In order to obtain a “fair” comparison between the various profiles, one can impose that all the SNR profiles have the same average value, denoted as $\overline{\text{SNR}}$.

- By imposing that the slope coefficient $c$ is the same for all profiles, after a few manipulations one obtains that the maximum SNRs in the various cases need to be set as follows:

  \[
  \begin{align*}
  \text{SNR}_{0,1} &= \overline{\text{SNR}} + c \frac{n - 1}{2} \\
  \text{SNR}_{0,q} &= \overline{\text{SNR}} + c \frac{(n - 1)(2n - 1)}{6} \\
  \text{SNR}_{0,c} &= \overline{\text{SNR}} + c \frac{n(n - 1)^2}{4}.
  \end{align*}
  \tag{2.39}
  \]
Speculatively, imposing that the maximum SNR is the same for all the sensors, the slope coefficient in the four considered cases need to be set in the following way:

\[
\begin{align*}
  c_l &= \left( \frac{\text{SNR}_0 - \overline{\text{SNR}}}{C_0} \right)^2 \\
  c_q &= \left( \frac{\text{SNR}_0 - \overline{\text{SNR}}}{C_0} \right)^6 \frac{6}{(n-1)(2n-1)} \\
  c_c &= \left( \frac{\text{SNR}_0 - \overline{\text{SNR}}}{C_0} \right)^4 \frac{4}{n(n-1)^2}.
\end{align*}
\]

Finally, one should observe that in (2.40) it must hold that \( \text{SNR}_0 - \overline{\text{SNR}} \geq 0 \).

We point out that throughout this subsection we make the implicit assumption that the SNR profiles are perfectly known and available at the AP. This is expedient for performance analysis. However, in a realistic scenario, the mechanisms to collect SNR values from the resource-constrained sensors may not be very accurate, and relying too much on them may not be helpful. Collecting the values accurately is a challenging problem, which needs further investigation. For example, the SNR values could be collected during a training phase, when each sensor computes its local SNR and send it to the AP. In Sect. 2.3.5, we propose a simple experimental validation of our theoretical assumptions.

### 2.3.4 Numerical Results

#### 2.3.4.1 Ideal Communication Links

Let us first consider a sensor network with ideal communication links from the sensors to the AP. Moreover, the a priori probabilities of the phenomenon are such that \( \mathbb{P}\{H_0\} = 10 \mathbb{P}\{H_1\} \): this is meaningful for situations where a phenomenon is rare (e.g., the phenomenon under observation is an unusually high humidity level).

The following question is meaningful: for a given value of SNR\(_0\), what are the conditions under which the use of a limited number of sensors (lower, for instance, than \( n \)) is the winning strategy? In order to answer this question, in Fig. 2.21 the probability of decision error is shown, as a function of the coefficient \( c \), in a scenario with linear SNR profile. The lines correspond to analytical results, whereas the symbols are associated with Monte Carlo simulation results. Two possible values for the highest sensor SNR, i.e., SNR\(_0\), are considered: 12 and 16 dB, respectively. For each value of the sensor SNR, various numbers of sensors are considered. Obviously, the curves corresponding to scenarios with only \( n = 1 \) sensor are constant with respect to \( c \). The impacts of the parameters \( c \) and SNR\(_0\) can be characterized as follows.

- For small values of \( c \), i.e., in a scenario with almost constant SNR profile, the best performance is obtained using all sensors, regardless of the value of SNR\(_0\).
For large values of $c$ (i.e., irregular sensor SNR profile before monotonic reordering), the best performance is obtained using only the sensors with highest SNRs. Note that the best asymptotic performance ($c \to \infty$) is obtained using only the sensor with highest SNR ($\text{SNR}_0$): however, the probability of decision error might be intolerably high.

- For low values of $\text{SNR}_0$, the impact of $c$ is “mild,” whereas for high values of $\text{SNR}_0$ the impact of $c$ is relatively stronger. This behavior can be interpreted as follows. If at least one sensor is highly accurate, i.e., $\text{SNR}_0$ is high, then in order to optimize the network performance the right subset of sensors should be carefully chosen. In other words, the higher is the sensitivity of at least one sensor in observing the phenomenon, the more accurate the selection of a suitable subset of sensors has to be carried out.

As one can observe from Fig. 2.21, for a given value of $c$, the best performance is obtained selecting a specific number of sensors—those with highest SNRs, starting from the one with $\text{SNR}_0$. In order to characterize this behavior in more detail, in Fig. 2.22 the optimal value of the number of sensors to be selected is shown, as a function of $c$, for various values of $\text{SNR}_0$. The results in Fig. 2.22 show that (i) the optimal number of sensors is a decreasing function of $c$ and (ii) the lower $\text{SNR}_0$ is, the faster the optimal number of sensors decreases for increasing values of $c$. A careful reader might wonder, at this point, why the optimal number of sensors does not reduce by one in correspondence with each vertical (decreasing) step. This behavior is due to the fact that the decision threshold $\tau_i$ at the $i$th sensor is computed according to (2.35), which represents a locally optimal threshold selection strategy. Therefore, one can conclude that such a threshold selection strategy is not globally optimal (from the entire distributed decision process), as observed in [33]. The individuation of globally optimal decision thresholds at the sensors in a scenario with non-constant sensor SNR profile goes beyond the scope of this book.
2.3.4.2 Noisy Communication Links

While in the previous section we have considered a scenario with ideal communication links, we now extend the previous analysis in order to evaluate the impact of the sensor SNR profile in the presence of noisy communication links. More precisely, in a simple network scenario with \( n = 3 \) sensors, we compare directly the performance with linear, quadratic, and cubic sensor SNR profiles. We do not consider the hyperbolic profile, since we have shown in Sect. 2.3.4.1 that the overall performance with this profile is worse than that with the other profiles—in fact, in the presence of a hyperbolic profile the average sensor SNR has to be very high in order to obtain an acceptable performance level. We evaluate the probability of decision error in a scenario with all noisy communication links (considering two values for the cross-over probability \( p \), equal to \( 10^{-3} \) and \( 10^{-1} \), respectively) and, for comparison, in a scenario with all ideal links.

In Fig. 2.23, the probability of decision error is shown, as a function of the slope coefficient \( c \), in various scenarios with SNR_0 = 16 dB and \( \mathbb{P}\{H_0\} = 10 \mathbb{P}\{H_1\} \). Three values for SNR_0 are considered.

![Fig. 2.22 “Optimal” number of sensors (for minimizing the probability of decision error), as a function of the coefficient \( c \), in a scenario with linear sensor SNR profile and \( \mathbb{P}\{H_0\} = 10 \mathbb{P}\{H_1\} \). Three values for SNR_0 are considered.](image)

In a scenario with a common value of SNR_0, the impact of the sensor SNR profile is very similar in scenarios with ideal communication links and with noisy communication links. For the same value of \( c \), the probability of decision error increases if the profile changes from linear to cubic. Obviously, for \( c = 0 \) the performance with the three profiles coincides. Moreover, asymptotically (for large values of \( c \)) the probability of decision error is the same regardless of the profile. Therefore, it is possible to identify a critical value of \( c \) beyond which the impact of the sensor SNR profile is the highest.
The impact of the noise is strong for small values of \( c \), whereas it becomes negligible for large values of \( c \). In fact, for any given profile, the curves associated with ideal links and those associated with noisy links tend to coincide for increasing values of \( c \). In other words, the less regular is the sensor SNR profile (i.e., the larger is \( c \)), the milder is the impact of the noise in the communication links. On the other hand, if the sensor SNR is very similar across the sensors, then the noise in the communication links has a severe impact of the network performance. This latter scenario is analyzed in detail in [3].

- In a scenario with a common value of SNR, rather than a common maximum sensor SNR, the \( P_e - c \) curves do not tend to coincide for large values of the slope coefficient \( c \). In other words, the impact of the value of \( c \) in a scenario with common SNR is stronger than in a scenario with common SNR = 16 dB.
hand, for small values of the slope coefficient $c$, the performance in a scenario with common SNR is similar to that in a scenario with common SNR $0$. From the results in Fig. 2.24, one can also make another observation. In the presence of ideal communication links, for increasing values of $c$ the best performance is obtained by quadratic and cubic profiles. On the opposite, in the presence of noisy communication links, for increasing values of $c$ the best performance is given by a linear sensor SNR profile.

### 2.3.5 Experimental Validation

In this subsection, we show experimental results relative to the SNRs measured at the sensors, in order to validate the theoretical models proposed in this section. In particular, we evaluate the Received Signal Strength Indication (RSSI) in order to obtain sensor SNR-like profiles. Equivalently to the RSSI, one could also use the Path Loss indicator. In fact, the following equation (in logarithmic scale) holds:

$$P_t = \text{RSSI} + \text{PathLoss}$$

where $P_t$ is the transmit power [dimension: (dBm)] and Path Loss is the power reduction incurred by propagation [dimension: (dB)]. Since in our experiments we set $P_t = 0$ dBm, one easily obtains:

$$\text{RSSI} = -\text{PathLoss}.$$

The main idea of our experiments is the following. A mobile mote periodically sends a message, called beacon, whereas $n$ remote nodes, at fixed positions with respect to the mobile mote, receive the beacon and store the received power. Finally, a vector of $n$ power levels is obtained, and an SNR-like profile can be derived. The experimental set-up is schematically shown in Fig. 2.25, from (a) practical and (b) logical viewpoints, respectively. We deploy four MicaZ nodes at the vertices of a square area of $90 \times 90$ cm$^2$, and the remaining mobile (beacon) mote acts as the event “generator” and is denoted as firing mote (fm). As shown in Fig. 2.25, four nodes are placed at the vertices of the network surface. The fm moves inside the network, sending messages to the fixed nodes. Note that in the considered experimental set-up, the observed phenomenon corresponds to the message sent by the mobile node. In order to replicate the theoretical analysis,

---

10 Since our experiments are developed in a laboratory environment, there is furniture all around the square area where the sensors are deployed. However, we can consider the reflected signals negligible.
after receiving the message from the fm, the four fixed nodes should take a decision (e.g., based on the received power), and send their decisions to an AP. Since our goal, in this subsection, is to characterize the sensor SNR profile, we do not consider the communication phase from the sensors to the AP.

Two experiments have been run:

- the fm, which sends the beacon, is very close to one of the remote (fixed) nodes;
- the fm is in the middle between the network center and one of the four vertices of the square network surface, i.e., a fixed node.

In Fig. 2.26, the Path Loss is shown, as a function of the remote node IDs (indicated in Fig. 2.25a), in two different scenarios: (a) the fm is very close to one of the fixed nodes, and (b) the fm is in the middle between the network center and one of the fixed nodes. As one can see from Fig. 2.26a, the lowest Path Loss is obtained, as expected, in correspondence to the nearest remote node. In this case, the profile described is a heaviside-like function, since only the fixed node closest to the fm senses a high RSSI (or, equivalently, a low Path Loss), while the others do the opposite. In Fig. 2.26b, the fm is in a more central region and, therefore, the measured power profile is, as expected, smoother than that observed in Fig. 2.26a.

Rearranging the values in Fig. 2.26b in an increasing order, one can obtain a decreasing profile, as described in the previous subsections, of Path Loss or RSSI measurements. In Fig. 2.27, the Path Loss profile is shown, as a function of the mote ID, for the four different cases (relative to the position of the mobile mote) considered in Fig. 2.26b. As one can observe, on the average, the profile is approximately linear.
**Fig. 2.26** Path Loss profiles in the presence of four MicaZ motes sensing a fm. The fm is placed either 
(a) very close to one of the vertices or (b) between the center of the area and one of the vertices.

**Fig. 2.27** Reordered Path Loss profiles in the scenarios considered in Fig. 2.26b.
2.4 On the Interplay Between Decoding and Fusion

2.4.1 Distributed Channel Coding and Detection/Decoding/Fusion Strategies

In Fig. 2.28, a pictorial description of the considered sensor network model is shown. There are source nodes (the sensors), which observe (in a noisy manner) a spatially constant phenomenon and send their decisions to the AP, possibly using channel coding. The presence of a relay is also considered and a simple relaying strategy is proposed. The impact of multiple access interference is not investigated here: in other words, we assume orthogonal transmissions to the AP (e.g., perfect transmission scheduling between the sensors and, if present, the relay). The AP performs the following operations:

- detection of the observables, taking into account their statistical characterization;
- decoding of the embedded error correction code (when used);
- fusion of the decoded data to estimate the status of the phenomenon under observation.

Note that some of the elements in Fig. 2.28 are present only in specific scenarios—for instance, the relay node and the decoding block in the AP appear only in coded scenarios.

2.4.1.1 Repetition Coded Sensor Network

A sensor network with multiple observations ($M$ consecutive and independent observations of the same phenomenon) can be interpreted as a system embedding a repetition code (with code rate $1/M$) at each sensor. In this case, redundant
information is not sent by a relay, but from the sensors themselves through $M$
consecutive transmission acts per sensor.

### 2.4.1.2 Systematic Block Coded Sensor Network

In order to embed a **systematic** block channel code into a sensor network, we
propose a simple relaying strategy. More precisely, we assume that each sensor
transmits its (uncoded) decision to the AP and, owing to the broadcast nature of the
wireless medium, also to the relay. Upon reception of the decisions from the
sources, the relay, by using a systematic block code, generates parity bits and
sends them to the AP. For example, a $(n_{\text{cod}}, n) = (7, 4)$ systematic Hamming code
[34, p. 562] can be embedded into a sensor network with $n = 4$ sensors and one
relay, which generates $n_{\text{cod}} - n = 3$ bits according to the parity-check equations of
the Hamming code. Assuming (as mentioned) that each sensor can reach both the
AP and the relay in a single transmission act, the total number of transmission acts
in the proposed sensor network is $n_{\text{cod}}$. The equivalent code rate of this distributed
coded scheme is $R_{\text{c}} = n/n_{\text{cod}} = 4/7$. Note, however, that the connections between
the sensors and the relay have to be **ideal** (i.e., with no communication noise) in
order for the proposed schemes to be applicable. This assumption is reasonable
provided that, for example, the relay is relatively closer to the sensors than the AP
is. In Sect. 2.4.4, we will comment on the impact of the noise in the communi-
cation links from the sensors to the relay.

With a slight abuse of notation, in the following we will denote a scenario as
“coded” only if a block channel code is embedded into the network structure, in
order to distinguish it from a scenario with multiple observations (i.e., repetition
coded).

### 2.4.1.3 Communication Schemes

In a coded scenario with Binary Phase Shift Keying (BPSK) and Rayleigh faded
links, the observable at the output of the communication channel can be expressed
as

$$r_i = f_i (2c_i - 1) \sqrt{E_c} + w_i \quad i = 1, \ldots, n_{\text{cod}}$$ \hspace{1cm} (2.41)

where $c_i \in \{0, 1\}$ is the symbol transmitted from either a sensor ($c_i$ is an infor-
mation bit, $i = 1, \ldots, n$) or the relay ($c_i$ is a parity bit, $i = n + 1, \ldots, n_{\text{cod}}$), $\{w_i\}$ are
statistically independent AWGN samples with the same distribution $\mathcal{N}(0, N_0/2)$,
$N_0$ being the single-sided noise power spectral density, $E_c \triangleq R_c E_b$ is the energy per
coded bit, $E_b$ being the energy per information bit, and $f_i$ is a random variable with
Rayleigh distribution—perfectly coherent demodulation is considered. Under the
assumptions of independence between consecutive fading samples (e.g., through
the use of channel interleaving) and that $\mathbb{E}[|f_i|^2] = 1$, the BER at the output of the
detector at the AP is [35]
\[ p_{\text{Rayleigh}} = \frac{1}{2} \left[ 1 - \sqrt{\frac{R_c \gamma_b}{1 + R_c \gamma_b}} \right] \tag{2.42} \]

\( \gamma_b \triangleq E_b/N_0 \) is the SNR at the AP. A scenario with AWGN communication links can be modeled using (2.41), by imposing \( f_i = 1 \) \((i = 1, \ldots, n_{\text{cod}})\). In this case, the BER at the output of the detector at the AP can be written as [35]

\[ p_{\text{AWGN}} = Q \left( \sqrt{2R_c \gamma_b} \right). \tag{2.43} \]

In general, one can denote as \( p \) the BER at the output of the detector, where \( p \) has a specific expression (either (2.43) or (2.42)), depending on the communication channel and the detection strategy (this is also compliant with the initial approach proposed in Sect. 2.1). For simplicity, we assume that \( p \) is the same for all sensor-AP links.

In all above communication schemes, the probability of decision error at the AP can be evaluated by computing the conditional probabilities \( P\{\hat{H} = H_i|H = H_j\} \) in (2.5) \((i, j = 0, 1, i \neq j)\). These values depend on the presence/absence of channel coding and on the detection/decoding/fusion strategy at the AP, as will be described in the following subsections, distinguishing on the basis of the observations at the sensors.

### 2.4.2 Ideal Observations at the Sensors

In order to obtain performance benchmarks, we first consider scenarios where the spatially constant phenomenon \( H \) is detected by the sensors ideally. In this case, we distinguish between AP structures where the decoding and fusion operations are either separate or joint.

#### 2.4.2.1 Separate Decoding and Fusion

When the decoding and fusion operations are separate, assuming majority-like fusion the conditional probabilities at the right-hand side of (2.5) can be computed as follows:

\[ P\{\hat{H} = H_1|H = H_0\} = \sum_{i=k}^{n} \binom{n}{i} (p_{\text{ch}}^{\text{ideal}})^i (1 - p_{\text{ch}}^{\text{ideal}})^{n-i} \tag{2.44} \]

\[ P\{\hat{H} = H_0|H = H_1\} = \sum_{i=0}^{k-1} \binom{n}{i} (1 - p_{\text{ch}}^{\text{ideal}})^i (p_{\text{ch}}^{\text{ideal}})^{n-i} \tag{2.45} \]

where the repeated trials formula has been used [9], \( k \) (i.e., the majority decision threshold) is \( \left\lfloor \frac{n}{2} \right\rfloor + 1 \), and the probability \( p_{\text{ch}}^{\text{ideal}} \) depends on the noisy
communication link model and the specific distributed channel coding strategy. Note that the upper index of the sum in (2.44) is \( n \) (and not \( n_{\text{cod}} \)) also in coded scenarios, since the information from the relay (i.e., the parity bits) is not used in the fusion process (only the systematic bits are used). The parity bits are used only in the detection/decoding process.

Since the local sensors’ decisions are error-free, \( p_{\text{ch}}^{\text{ideal}} \) and \( 1 - p_{\text{ch}}^{\text{ideal}} \) in (2.44) and (2.45) correspond to the probabilities of error and correct decision at the detector output, respectively. In an “uncoded scenario” (i.e., \( n_{\text{cod}} = n \)), it holds that \( p_{\text{ch}}^{\text{ideal}} = p \). In a scenario with multiple observations, the AP preliminary decides for the phenomenon status at each sensor through a majority fusion rule over the \( M \) consecutive decisions sent by that sensor. In this case, \( p_{\text{ch}}^{\text{ideal}} \) can be expressed, similarly to (2.44), as

\[
p_{\text{ch}}^{\text{ideal}} = \sum_{i=k_{\text{NC}}}^{M} \binom{M}{i} p^i (1 - p)^{M-i} \tag{2.46}
\]

where \( k_{\text{NC}} \triangleq \lceil \frac{M}{2} \rceil + 1 \). In a coded scenario and for sufficiently small values of \( p \), the following approximation holds [34]:

\[
p_{\text{ch}}^{\text{ideal}} \simeq \left( \frac{n_{\text{cod}} - 1}{t} \right) p_{t+1}^{+}
\]

where \( t = (d_{\min} - 1)/2 \) is the number of errors which can be corrected by a code with minimum distance \( d_{\min} \) [34, 36]. We point out that, provided that \( 1/M = n/n_{\text{cod}} \), the comparison between coded schemes and schemes with multiple observations is consistent from an energetic viewpoint.

### 2.4.2.2 Joint Decoding and Fusion

In a scenario with multiple (\( M \)) independent observations at the sensors, joining the decoding and fusion operations consists in adopting a majority fusion rule over all the \( n \times M \) bits sent from the sensors to the AP. In this case, the probability of decision error becomes

\[
P_e^{\text{mult.obs.}} = \frac{1}{2} \left[ \sum_{i=k_M}^{n \times M} \binom{n \times M}{i} p^i (1 - p)^{n \times M-i} + \sum_{i=0}^{k_M-1} \binom{n \times M}{i} (1 - p)^i p^{n \times M-i} \right] \tag{2.47}
\]

where \( k_M \triangleq \left\lfloor \frac{n \times M}{2} \right\rfloor + 1 \) is the majority decision threshold.

In a coded scenario, the receiver with joint decoding and fusion can be designed as follows. Since the considered sensor networks embed systematic codes, we denote as \( [u_1^{(j)}, \ldots, u_n^{(j)}, b_1^{(j)}, \ldots, b_{n_{\text{cod}}-n}^{(j)}] \) (\( j = 0, 1 \)) the entire sequence of bits transmitted by the sensors (\( u_i^{(j)} \) from sensor \( i \)) and the relay (\( \{b_i\}_{i=1}^{n_{\text{cod}}-n} \) from the
relay) in correspondence to the phenomenon status $H_j$. Note that in the current case with a spatially constant binary phenomenon and ideal observations at the sensors, $(u_1, \ldots, u_n)$ is either $(0, \ldots, 0)$ or $(1, \ldots, 1)$. In other words, in the presence of ideal observations, only two codewords, denoted as $c^{(0)}$ and $c^{(1)}$, are allowed—this does not hold with noisy observations, as will be shown in Sect. 2.4.3. In particular, $c^{(0)} = (0, \ldots, 0)$. In all cases considered in this subsection, it will also hold that $c^{(1)} = (1, \ldots, 1)$.

Given that decoding and fusion are joint, two possible detection strategies at the AP can be devised:

- hard-output detection is followed by (hard-input) joint decoding/fusion;
- detection, decoding, and fusion are all joined together.

In the former case, the Maximum A posteriori Probability (MAP) joint decoding/fusion strategy can be formalized as

$$\hat{H} = \arg\max_{j=0,1} \mathbb{P}\{e^{(j)}|c_{rx}\} = \arg\max_{j=0,1} \mathbb{P}\{c|e^{(j)}\} \mathbb{P}\{e^{(j)}\}$$

(2.48)

where $c_{rx}$ is the codeword at the output of the detector at the AP. Since only two codewords $c^{(0)}$ and $c^{(1)}$ are used, the a priori probability of the sequence $c^{(j)}$ is equal to the a priori probability of the phenomenon status $H_j$, i.e., $\mathbb{P}\{e^{(j)}\} = p_j = 1/2$. Owing to the independence of the communication channels (conditionally on the transmitted bits), the MAP decoding/fusion strategy in (2.48) can be rewritten as

$$\hat{H} = \arg\max_{j=0,1} p_j \prod_{i=1}^{n_{\text{cod}}} \mathbb{P}\{c_{i,rx}|c_i^{(j)}\}.$$  

(2.49)

After a few manipulations, the MAP decoding/fusion strategy in (2.49) can be finally formulated as

$$\left(\frac{1-p}{p}\right)^{2\hat{\vartheta}(1,c_{rx})-n_{\text{cod}}} \mathbb{P}\{H = H_j|\hat{H} = H_i\} \mathbb{P}\{H = H_j\} \geq 1.$$  

(2.50)

where $\hat{\vartheta}(1,c_{rx})$ is the number of 0’s in $c_{rx}$.

At this point, one can evaluate the probability of decision error in (2.5). In particular, the terms $\left\{\mathbb{P}\{\hat{H} = H_i|H = H_j\}\right\}$ ($i,j = 0,1$, $i \neq j$) can be computed from the decision rule (2.50). After a few manipulations, one obtains:

$$P_e = \frac{1}{2} \left[ \sum_{k=k^*}^{n_{\text{cod}}} \binom{n_{\text{cod}}}{k} p^k (1-p)^{n_{\text{cod}}-k} + \sum_{k=0}^{k^*-1} \binom{n_{\text{cod}}}{k} (1-p)^k p^{n_{\text{cod}}-k} \right]$$

where we have used the fact that $\hat{\vartheta}(1,c_{rx})$ is a binomial random variable with parameters $n_{\text{cod}}$ and $p$, $c^{(1)} = 1$, and $k^*$ is defined as follows:
\[ k^* = \min\{1, \ldots, n_{\text{cod}}\} \]

\[ \text{s.t. } \left( \frac{1-p}{p} \right)^{2k^*-n_{\text{cod}}^*} > 1. \]

In the case with joint detection/decoding/fusion, we first consider a scenario with Rayleigh faded links, and we denote by \( f = [f_1, \ldots, f_{n_{\text{cod}}}] \) the fading samples and by \( r = [r_1, \ldots, r_{n_{\text{cod}}}] \) the observables at the output of the communication links. Under the assumption of perfect channel state information at the AP, the MAP detection/decoding/fusion strategy can be formulated as \(^{11}\) [36]

\[ \hat{H} = \arg\max_{j=0,1} p(r|c^{(j)}, f) \mathbb{P}\{c^{(j)}|f\} = \arg\max_{j=0,1} p_j \prod_{i=1}^{n} p(r_i|c_i^{(j)}, f_i) \]  

(2.51)

where we have used the facts that the observables are conditionally independent given \( \{c_i^{(j)}\} \) and the coded bit \( c_i^{(j)} \) is independent of the fading sample \( f_i \). Discarding \( p_j = 1/2 \), from (2.51) one can derive, after a few manipulations, the following decision rule:

\[ \sum_{i=1}^{n_{\text{cod}}} r_i f_i c_i^{(1)} \geq 0. \]  

(2.52)

On the basis of (2.52) and recalling that a linear combination of Gaussian random variables is still a Gaussian random variable \([9]\), after a few manipulations the probability of decision error at the AP (2.5) becomes

\[ P_e = \frac{1}{2} \left[ Q \left( \frac{2 \sqrt{R_c E_b \sum_{i=1}^{n_{\text{cod}}} f_i c_i^{(1)}}}{\sqrt{N_0 \sum_{i=1}^{n_{\text{cod}}} f_i^2 (c_i^{(1)})^2}} \right) + \Phi \left( -2 \frac{\sqrt{R_c E_b \sum_{i=1}^{n_{\text{cod}}} f_i (2c_i^{(1)} - 1)c_i^{(1)}}}{\sqrt{N_0 \sum_{i=1}^{n_{\text{cod}}} f_i^2 (c_i^{(1)})^2}} \right) \right] \]  

(2.53)

where \( \Phi(x) \triangleq 1 - Q(x) \). Observe that (2.53) depends on the particular sequence of fading samples \( \{f_i\} \).

An expression for the probability of decision error in the case of AWGN links can be directly obtained from (2.53) by imposing \( f_i = 1 \) \((i = 1, \ldots, n_{\text{cod}})\). In particular, in the presence of a code with \( c^{(1)} = 1 \) (recall that, in all cases, \( c^{(0)} = 0 \)) it can be shown that

\[ P_e = Q \left( \sqrt{2n_{\text{cod}} R_c \gamma_b} \right) = Q \left( \sqrt{2n_{\gamma_b}} \right). \]

\(^{11}\) In (2.51) and in the remainder of this subsection, the uppercase \( \mathbb{P} \) is used to denote the probability of an event, whereas the lowercase \( p \) is used to denote the conditional probability density function (p.d.f.) of a random variable.
2.4.3 Noisy Observations at the Sensors

We now extend the derivation presented in Sect. 2.4.2 to encompass the presence of observation noise.

2.4.3.1 Separate Decoding and Fusion

In the case of separate decoding and fusion, only the expression of the probability $p_{\text{ch}}^{\text{ideal}}$ in (2.44) and (2.45) need to be modified. In particular, by using the total probability theorem \[9\], one can write

$$p_{\text{ch}}^{\text{noisy}} = \mathbb{P}\{c_{i,\text{RX}} = 1|H_{\ell}\} \quad i = 1, \ldots, n, \ell = 0, 1$$

$$= p_{\text{ch}}^{\text{ideal}}[1 - Q(\tau - s \cdot \ell)] + (1 - p_{\text{ch}}^{\text{ideal}})Q(\tau - s \cdot \ell)$$

where the sensors’ decisions $\{c_{i}^{(\ell)}\}$ are done as outlined in Sect. 2.1.1 and $p_{\text{ch}}^{\text{ideal}}$ is the final BER, which depends on the presence/absence of distributed channel coding, as shown in Sect. 2.4.2.

In a scenario with $M$ observations at each sensor, expression (2.46) for $p_{\text{ch}}^{\text{ideal}}$ has to be similarly modified. In particular, one obtains:

$$p_{\text{ch}}^{\text{noisy}} = \sum_{i=k_{\text{MC}}}^{M} \left( \begin{array}{c} M \\ i \end{array} \right) [g(p, \ell)]^{i}[1 - g(p, \ell)]^{M-i}$$

where $g(p, \ell) \triangleq p[1 - Q(\tau - s \cdot \ell)] + (1 - p)Q(\tau - s \cdot \ell)$.

2.4.3.2 Joint Decoding and Fusion

In the case of hard-output detection followed by joint decoding/fusion, expression (2.48) for the phenomenon estimate in a scenario with multiple observations at the sensors has to be modified, similarly to (2.54), as follows:

$$p_{\text{ch}}^{\text{noisy}} = \frac{1}{2} \sum_{i=k_{\text{MC}}}^{n \times M} \left( \begin{array}{c} n \times M \\ i \end{array} \right) [g(p, 1)]^{i}[1 - g(p, 1)]^{n \times M-i}$$

$$+ \frac{1}{2} \sum_{i=0}^{k_{\text{MC}}-1} \left( \begin{array}{c} n \times M \\ i \end{array} \right) [1 - g(p, 0)]^{i}[g(p, 0)]^{n \times M-i}.$$  

(2.55)

We now derive the MAP decoding/fusion strategy for the coded scenarios in the presence of noisy observations at the sensors. In the case of hard-output detection followed by (hard-input) joint decoding/fusion, in order to take into account the observation noise statistics expression (2.48) has to be modified as follows:

$$\hat{H} = \operatorname{argmax}_{j=0,1} \mathbb{P}\{H_{j}|c_{\text{RX}}\} = \operatorname{argmax}_{j=0,1} \prod_{i=1}^{n_{\text{cod}}} \mathbb{P}\{c_{i,\text{RX}}|H_{j}\}$$
where the irrelevant term $P(H_j) = p_j = 1/2$ has been discarded and the probability $P(c_{i,rx}|H_j)$ can be written, after a few manipulations, as

$$
P\{c_{i,rx}|H_j\} = \begin{cases} 
(1 - p)[1 - Q(\tau - s \cdot j)] + pQ(\tau - s \cdot j) & \text{if } c_{i,rx} = 0 \\
p[1 - Q(\tau - s \cdot j)] + (1 - p)Q(\tau - s \cdot j) & \text{if } c_{i,rx} = 1.
\end{cases}
$$

In a coded scenario with joint detection/decoding/fusion, the MAP estimation strategy (2.51) has to be modified as follows:

$$
\hat{H} = \arg\max_{j=0,1} \prod_{i=1}^{n_{\text{cod}}} P\{r_i|H_j, f_i\}
$$

which can be rewritten, after a few manipulations, as

$$
\frac{\prod_{i=1}^{n_{\text{cod}}} \Upsilon(0, r_i, f_i)}{\prod_{i=1}^{n_{\text{cod}}} \Upsilon(1, r_i, f_i)} \geq 1
$$

where

$$
\Upsilon(m, r_i, f_i) = \Phi(\tau - m \cdot s) \exp\left(-2 \frac{r_i f_i \sqrt{E_c}}{N_0}\right) + [1 - \Phi(\tau - m \cdot s)] \exp\left(2 \frac{r_i f_i \sqrt{E_c}}{N_0}\right).
$$

### 2.4.4 Impact of Noisy Communication Links Towards the Relay

The previous derivations in coded scenarios are based on the assumption of ideal communication links between the sensors and the relay. In this subsection, we briefly discuss on the impact of noisy communication links between the sensors and the relay. Neither analytical derivation nor numerical results will be presented. The considerations which will be carried out are simply meant to give some guidelines on the benefits brought by the distributed use of properly designed block error correction codes.

We first consider the case with ideal observations at the sensors. In Fig. 2.29, we give a pictorial description of how the communication noise influences data transmission to the relay. As previously seen, two possible codewords are selected at the sensors and relay, namely $c^{(0)}$ and $c^{(1)}$, which are shown, in Fig. 2.29, as a filled circle and an empty circle, respectively.

- In the scenario with no communication noise between the sensors and the relay (case (a)), we denote the Hamming distance between the two codewords as $d$. If $c^{(0)} = 0$ and $c^{(1)} = 1$, then $d = n_{\text{cod}}$. The presence of noisy communication links from the sensors and the relay to the AP is such that the word $c_{rx}$ (one of the $2^{n_{\text{cod}}}$ possible binary sequences of length $n_{\text{cod}}$) received at the AP may be different from the codeword transmitted by the sensors and the relay. In particular, $c_{rx}$
may not even be a codeword. Decoding and fusion at the AP corresponds to associating the received word to one of the information sequences 0 or 1. It is intuitive that the larger is $d$, the more robust is the system against communication noise in the links to the AP.

- In the presence of communication noise between the sensors and the relay (case b), the latter may receive a sequence of bits which differs from that sent by the sensors. Therefore, the parity bits generated by the relay may lead to the association of $H_0$ and $H_1$ to two codewords $c^{(0)'}$ and $c^{(1)'}$ which are at a distance $d' < d$. As a consequence of this decreased distance, the system performance will be worse than in the previous scenario, since the probability of associating (through decoding and fusion) the received word to the wrong phenomenon status will increase. This can be understood from the codebook scenario at the AP, where the received word at the AP might belong to the portion of the signal space which is associated (by decoding and fusion) to the wrong phenomenon status.

The presence of noisy observations may lead to the association of the phenomenon statuses $H_0$ and $H_1$ to two codewords $c^{(0)''}$ and $c^{(1)''}$ at a distance smaller than $d$. In particular, in the presence of both (i) observation noise and (ii) communication noise from the sensors to the relay, when the intensities of these two noises are sufficiently small, their negative effects tend to add, so that the distance $d''$ between $c^{(0)''}$ and $c^{(1)''}$ might be even smaller than $d'$. Obviously, an open problem is to quantify precisely the decrease of the error correction capability $t$ of the code in the presence of noisy communication links between the sensors and the relay. In fact, the parameter $t$ depends on the particular structure (codebook) of the considered error correction code. An interesting
research direction is the design of robust (fault tolerant) error correcting codes for the proposed distributed detection schemes.

### 2.4.5 Numerical Results

We resort to Monte Carlo simulations to evaluate the probability of decision error with the devised MAP detection/decoding/fusion strategies presented in Sects. 2.4.2 and 2.4.3.

In order to make the detection/decoding process at the input of the AP more effective, soft-input decoding/fusion (either separate or joint), rather than hard-input decoding/fusion, can be considered. In Fig. 2.30, the probability of decision error is shown, as a function of the SNR at the AP, in a scenario with $n=16$ sensors, AWGN communication links (similar results can be obtained in scenarios with Rayleigh faded communication links), and error-free observations at the sensors. Six coding strategies are considered: (i) uncoded, (ii) $(31,16)$ BCH \[36, \text{p. 438}\] (the corresponding BCH code has $t=3$)\(^{12}\) coded with hard-input and separate decoding/fusion, (iii) $(31,16)$ BCH coded with soft-input and joint decoding/fusion, (iv) with $M=2$ observations and joint decoding/fusion, (v) with $M=3$ observations and separate decoding/fusion, and (vi) with $M=3$ observations and joint decoding/fusion. One can observe that the probability of decision error in coded scenarios shows a “waterfall” behavior, which is due to the concatenation of the decoding and fusion operations. However, the improvement brought by the presence of distributed channel coding, with respect to schemes with multiple observations, becomes apparent at very low probabilities of decision error, which may not be of practical interest. One can observe that the coded network with soft-input and joint decoding/fusion at the AP has a performance significantly better than that associated with the schemes with hard-input and separate decoding/fusion. This is to be expected, since in a scenario with soft-input decoding no information is lost upon reception of the observables from the communication links. Note, however, that in this case as well the proposed coded scheme outperforms a scheme with multiple observations only at very low values of the probability of decision error.

In Fig. 2.31, the probability of decision error is shown, as a function of the BER $p$ at the output of the AP detector, in a scenario with $n=16$ sensors and noisy phenomenon observations. Two values for the observation SNR are considered: (a) 20 dB and (b) 10 dB. The performance is evaluated with six sensor network architectures: (i) uncoded, (ii) $(31,16)$ BCH coded with separate decoding/fusion, (iii) $(31,16)$ BCH coded with joint decoding/fusion, (iv) with $M=2$ observations and joint decoding/fusion, (v) with $M=3$ observations and separate decoding/fusion, and (vi) with $M=3$ observations and joint decoding/fusion. One can observe that the probability of decision error in coded scenarios shows a “waterfall” behavior, which is due to the concatenation of the decoding and fusion operations. However, the improvement brought by the presence of distributed channel coding, with respect to schemes with multiple observations, becomes apparent at very low probabilities of decision error, which may not be of practical interest. One can observe that the coded network with soft-input and joint decoding/fusion at the AP has a performance significantly better than that associated with the schemes with hard-input and separate decoding/fusion. This is to be expected, since in a scenario with soft-input decoding no information is lost upon reception of the observables from the communication links. Note, however, that in this case as well the proposed coded scheme outperforms a scheme with multiple observations only at very low values of the probability of decision error.

---

12 We remark that the BCH is one of the block channel codes that it is possible to consider. However, the same results would be asymptotically obtained with any code with $t=3$. 

decoding/fusion, and (vi) with $M = 3$ observations and joint decoding/fusion. In the case of high observation SNR (e.g., in Fig. 2.31a), the phenomenon observations at the sensors are practically error-free and, therefore, the network performance is similar to that in Fig. 2.30. When the observation SNR decreases (e.g., in Fig. 2.31b), instead, the proposed detection/decoding/fusion strategies are not effective, since the quality of the sensors’ observations heavily affects the system performance, and this is more pronounced in the presence of joint decoding/fusion. One can observe that the probability of decision error curve reaches a floor, due to the observation noise (which is independent of the communication noise). As before, the schemes with multiple observations at the sensors outperform those with block channel coding.

Finally, we investigate the performance of the proposed distributed schemes in large scale sensor networks, by using an Low-Density Parity-Check (LDPC) code and the sum–product (SP) decoding algorithm. In particular, we consider a (3,6) regular and systematic LDPC code: the systematic bits of the codeword correspond to the $n$ decisions sent by the sensors, whereas the $n_{\text{cod}} - n$ parity bits are generated by the relay node. The LDPC code is constructed in a random fashion, according to an algorithm, which exploits an idea similar to the progressive edge growth (PEG) algorithm presented in [37]. In Fig. 2.32, the probability of decision error is shown, as a function of the SNR at the AP, in a scenario with $n = 100$ sensors, AWGN communication links, and noisy phenomenon observations. Three sensor network architectures are considered: (i) LDPC coded with standard SP decoding [38, 39], (ii) LDPC coded with enhanced (as described in the following) channel Logarithmic Likelihood Ratios (LLRs), and (iii) with $M = 2$ observations and separate decoding/fusion. Two values for the observation SNR are considered: (i) 10 dB (dashed lines) and (ii) 20 dB (solid lines). While in the LDPC coded case with standard SP decoding the channel LLRs (input at the variable nodes of the LDPC bipartite graph) do not take into account the observation noise, in the enhanced SP decoding case the channel LLRs are modified by properly taking into
account the observation noise. The modified channel LLRs can be expressed as follows:

\[ L^{(i)}_{\text{ch-enhanced}} = L_{\text{ch}} + L^{(i)}_{\text{a-priori}} \quad i = 1, \ldots, n_{\text{cod}} \]

where

\[ L_{\text{ch}} \triangleq \ln \frac{p(r_i|c_i = 0)}{p(r_i|c_i = 1)} = \frac{r_i}{N_0} \]

and

\[ L^{(i)}_{\text{a-priori}} \triangleq \ln \frac{\mathbb{P}\{c_i = 0\}}{\mathbb{P}\{c_i = 1\}} = \begin{cases} \ln \frac{Y_{0,\ldots,r_i,1}}{Y_{1,\ldots,r_i,1}} & \text{if } i = 1, \ldots, n \\ 0 & \text{if } i = n + 1, \ldots, n_{\text{cod}} \end{cases} \]

**Fig. 2.31** Probability of decision error, as a function of the BER \( p \) at the output of the detector, in a scenario with \( n = 16 \) sensors and *noisy* phenomenon observations. Two values for the observation SNR are considered: (a) 20 dB and (b) 10 dB. Various sensor network architectures are considered.
where $\Upsilon$ has been defined in Sect. 2.4.3.2. From the results in Fig. 2.32, one can observe that the use of multiple observations is still the winning strategy also in a large-scale sensor network. However, the enhanced LPDC coded scheme (with modified channel LLRs) outperforms the LDPC coded scheme at large observation SNRs, since a statistical knowledge of the observation noise helps the decoding process. In fact, when the communication noise level is too high, a communication error might compensate an error in the phenomenon estimation at the sensors (due to a too high observation noise level). On the other hand, when the communication links to the AP are reliable (i.e., the communication noise is sufficiently small) an error in the phenomenon estimation might not be compensated and, therefore, the AP might not be able to correctly reconstruct the phenomenon status. Finally, note that in the standard LDPC coded case the performance with an observation SNR equal to 10 dB is better than that associated with an observation SNR equal to 20 dB when the SNR at the AP is sufficiently low. This is due to the fact that for small values of the observation SNR a larger number of codewords is actually used by the sensor network and, consequently, the error correction capabilities of the LDPC code are better exploited. However, when the SNR at the AP increases, the “beneficial” impact of the observation noise is reduced by the presence of reliable communication links.

2.5 Concluding Remarks

In this chapter, we have characterized the performance of sensor networks where a spatially constant phenomenon is under observation. First, we have characterized

---

13 Note that in Fig. 2.32 only the curve with observation SNR equal to 10 dB is shown in the case with multiple observations. The curve associated with an observation SNR equal to 20 dB and multiple observations is even lower.
the behavior of clustered sensor networks with distributed detection in the presence of multi-level majority-like information fusion. Upon the derivation of a communication-theoretic analytical framework, we have shown that, in the considered scenarios, uniform clustering, i.e., balanced tree network architectures, leads to a lower probability of decision error than non-uniform clustering, i.e., unbalanced tree network architectures. In the former case, the probability of decision error depends only on the number of decision levels and not on the specific clustering configuration. An information-theoretic perspective has also been presented. Then, the impact of noisy communication links has been investigated. Our results show that the presence of noise in the communication links has a strong bearing on the ultimate achievable performance.

Then, an analytical framework to compute the network lifetime of clustered sensor networks subject to a physical layer-oriented QoS condition has been derived. In the presence of ideal reclustering, the network lifetime is the longest possible. On the other hand, in the presence of a fixed clustered configuration, our results show that the number of clusters has a strong impact on the network lifetime. More precisely, the network lifetime is maximized if there are a few large clusters (at most four). In all cases, the QoS condition has a strong impact on the network lifetime: the more stringent this condition is, the shorter the network lifetime is. We have also evaluated the cost associated with the reclustering procedure, from both time delay and energy consumption perspectives. Our results show that reclustering is not useful when phenomenon observations are rare, since the network spends more time in transferring control messages than useful data. The impact of noisy communication links, modeled as BSCs, on the network lifetime has also been investigated, showing that the higher the noise level, the shorter the network lifetime. However, also in this scenario reclustering can prolong the network lifetime.

Although the previous analysis was based on the assumption of constant sensor SNR across the sensors, we have proposed an analytical framework to take into account different observation SNRs not known at the AP. In order to model this scenario, four possible sensor SNR profiles (linear, quadratic, cubic, and hyperbolic) have been introduced and we have characterized them by using a slope coefficient and the maximum sensor SNR. For increasing steepness of the (ordered) sensor SNR profile, i.e., for an increasingly irregular realistic sensor SNR profile, the best performance is obtained by selecting a lower number of sensors (those with highest SNRs). In a scenario with common average sensor SNR, the profile which guarantees the best performance is the cubic. This is due to the fact that it corresponds to the profile with the largest (in relative terms) number of sensors with SNR higher than the average value. Therefore, a general conclusion is that, for a given average sensor SNR, the best performance is obtained when the variance of the sensor SNR is large, i.e., the sensor SNR profile is irregular. The presence of noisy communication links has also been considered. In this case, we have shown that the more irregular the sensor SNR profile, the milder the impact of the noise level in the communication links.
The analytical framework has been enriched with simulation and experimental results (in terms of probability of decision error, throughput, and delay) relative to IEEE 802.15.4-based clustered sensor networks with information fusion. The obtained results confirm the validity of our analytical framework in realistic networking scenarios. Moreover, it has been possible to characterize realistic SNR profiles.

Finally, we have studied how to combine detection, decoding, and fusion at the AP in sensor networks for distributed detection of a spatially constant binary phenomenon. To this end, we have embedded simple distributed channel codes (either block or repetition) into sensor network architectures. The performance of the proposed schemes has been analyzed in scenarios with noisy observations and communications. In all cases, the use of multiple observations (i.e., repetition coding) guarantees the best performance, with respect to simple systematic block coding strategies, for practical values of the probability of decision error. This leaves the design of powerful distributed channel codes as an open problem. Considering scenarios with distributed LDPC coding, our results show that knowledge, at the AP, of the observation noise can significantly improve the decoding process, i.e., it can help in reducing the negative effects of the communication noise.

2.6 Further Readings

Recent years have witnessed an increasing interest for the use of distributed detection techniques in sensor networks [40], especially for civilian applications [41], e.g., environmental monitoring [42]. The application of distributed detection techniques in the military field has, on the other hand, a long history. In all cases, the goal of a sensor network with distributed detection is to identify the status of a phenomenon of interest through a collaborative action of the sensors [43]. The increasing interest for sensor networks has, therefore, spurred a significant activity on the design of efficient distributed detection techniques, in order to obtain fault-tolerant networks with the longest possible lifetime [44].

Several communication-theoretic-oriented approaches have been proposed to study decentralized detection [45–52]. In [1], the authors follow a Bayesian approach for the minimization of the probability of decision error at the AP and study optimal fusion rules. Most of the proposed approaches are based on the assumption of ideal communication links between the sensors and the AP. However, in a realistic communication scenario, these links are likely to be noisy [53]. The impact of noisy communication links on the design of optimal fusion rules is evaluated in [3, 54–57]. A practical and widely used model for the noisy communication links is the BSC [3, 49, 54–56]. In [3], a few techniques are proposed to make the system more robust against the noise. In [51], the author considers Minimum Mean Square Error (MMSE) parameter estimation in sensor networks. Use of censoring algorithms at the sensors has also been studied for the
design of decentralized detection schemes [58]. In [59], the authors analyze aspects related to compression of observed data (using distributed source coding) and data transmission.

Information-theoretic approaches have also been proposed for the study of sensor networks with decentralized detection. In [50], the authors propose a framework to characterize a sensor network in terms of its entropy and false alarm/missed detection probabilities. Information theory has also been used to tackle the problem of optimally placing sensors over a given surface to meet the chosen design criterion. In [60], the mutual information is evaluated in a scenario with censoring sensors which transmit their local likelihood ratios, by maximizing the probability of correct decision [61]. In order to optimally place the sensors over a given surface, system entropy and mutual information are considered in [62, 63], respectively. In [64], an information-theoretic approach is proposed to solve, with limited complexity, the problem of sensor selection and placement for target localization and tracking. Decentralized detection algorithms, based on the evaluation of the sensor network mutual information, have also been proposed to design intelligent systems that recognize, in a robust manner, a target in a scene which rapidly changes [65].

The impact of communication constraints, e.g., limited bandwidth and presence of noise, is considered in [66], where a randomization paradigm for decentralized detection is proposed to overcome the communication bottle-neck. In [7], the authors consider the problem of decentralized detection in wireless sensor networks where communication links are affected by fading. In the latter scenario, the optimal distributed detection strategy is first derived, on the basis of the integration of the communication and fusion phases, and then suboptimal (requiring a limited a priori knowledge of the channel state) strategies are developed. This approach is further extended in [54], where the authors optimize the local decision strategy in sensor networks with fading, and in [67], where the authors propose a decentralized detection strategy based on censoring sensors, which transmit only when their local likelihood ratios are sufficiently large.

For what concerns the issue of energy efficiency, motivated by recent theoretical results in the area of network coding [68–73], significant research activity has been devoted to the development of specific channel coding strategies. Although preliminary works focus on scenarios with ideal communication channels, the impact of communication noise has also been investigated [74]. Moreover, distributed network coding strategies for the multi-access relay channel, i.e., a channel where source nodes can send their information to the destination through a common relay node, have been investigated [75, 76].

The problem of extending the sensor network lifetime is a direct consequence of the energy efficiency in scenarios with battery-powered nodes. In particular, the derivation of upper bounds for the sensor network lifetime has been exploited. In [77–85], various analyses are carried out according to the particular sensor network architecture and the definition of sensor network lifetime. In [86], a simple formula, independent of these parameters, is provided for the computation of the sensor network lifetime and a Medium Access Control (MAC)
protocol is proposed to maximize the sensor network lifetime. In [87], a distributed MAC protocol is designed in order to maximize the network lifetime. In [88], network lifetime maximization is considered as the main criterion for the design of sensor networks with data gathering. In [89], the authors consider a realistic sensor network with nodes equipped with TinyOS, an event-based operating system for networked sensor motes. In this scenario, the network lifetime is evaluated as a function of the average distance of the sensors from the central data collector. In [90], an analytical framework, based on the Chen-Stein method of Poisson approximation, is proposed in order to find the critical time at which isolated nodes, i.e., nodes without neighbors in the network, begin to appear, due to the deaths of other nodes. Although this method is derived for generic networks where nodes are randomly deployed and can die in a random manner, this can also be applied to sensor networks. Finally, an important area of application of wireless sensor networking is the medical field. In [91], an analysis of network lifetime using IEEE 802.15.4 sensor networks is derived for this kind of applications.
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