In the seminal work by Ott et al. [1], they demonstrated that small time-dependent changes of a parameter in a deterministic chaotic system can lead to periodic motion. Their findings are beyond classical control theory [2–5] and opened the field of chaos control which has become an aspect of increasing interest in nonlinear science [6, 7].

An especially powerful control scheme was introduced by Pyragas [8]. It is called time-delayed feedback control or time-delay autosynchronization and constructs a control force from the difference of the present state of a given system to its delayed value, i.e., $s(t) - s(t - \tau)$. For proper choices of the time delay $\tau$, the control force vanishes if the state to be stabilized is reached. Thus, the method is noninvasive. This feedback scheme is easy to implement in an experimental setup and numerical calculation. It is capable of stabilizing fixed points as well as periodic orbits even if the dynamics are very fast. Furthermore, the Pyragas scheme has no need for a reference system since it generates the control force from information of the system itself. Also from a mathematical perspective it is an appealing instrument as the corresponding equations fall in the class of delay differential equations.

This chapter provides a summary of the time-delayed feedback scheme which is investigated in the subsequent chapters of this thesis and includes basic concepts for its analysis. Thus, it can be seen as the central node in this thesis and connects the other parts, where time-delayed feedback is applied to different classes of dynamic systems. The chapter is organized as follows: In Sect. 2.1, I will introduce the general concept of time-delayed feedback control starting with the original work by Pyragas [8]. Section 2.2 is devoted to extended time-delayed feedback invented by Socolar et al. [9]. This is an extension of the Pyragas scheme which will be used frequently in the subsequent chapters. Sections 2.3 and 2.4
cover special realizations and further extensions of time-delayed feedback control. These include different coupling schemes, control loop latency, filtering, and nonlocal feedback. Section 2.5 describes the concept of linear stability analysis in the presence of time delay. This technique will be used several times in this thesis. Section 2.6 deals with the formalism of transfer functions and provides an additional perspective on the control mechanism. Finally, Sect. 2.7 concludes this chapter with an intermediate summary.

2.1 Control Method

In this section, I will discuss the time-delayed feedback method in its original form introduced by Pyragas [8]. The focus at this point is not the application of the control scheme to a specific system, but its introduction and general properties. The application to various classes of models will be the subject of the subsequent chapters.

Consider the following, general dynamic system

$$\frac{dx(t)}{dt} = f(x(t)),$$

where $x$ denotes a state vector of the $n$-dimensional state space, i.e., $x \in \mathbb{R}^n$ and $f$ is a function $f : \mathbb{R}^n \rightarrow \mathbb{R}^n$ with $f : x \mapsto f(x)$. In the following, I will present the above mentioned control method called time-delayed feedback control in a general notation. This method is also called time-delay autosynchronization or Pyragas control [8].

Figure 2.1 depicts a schematic diagram of the time-delayed feedback loop. The control parameters are given by the time delay $\tau$, the feedback gain $K$, and in an extension of the Pyragas method the memory parameter $R$ [9]. The red (dashed) color shows this extension of the original time-delayed feedback [8] as introduced by Socolar et al. (see Ref. [9]) is shown in red (dashed) color and discussed in Sect. 2.2. First, let me introduce the Pyragas control scheme.

![Fig. 2.1 Diagram of the time-delayed feedback control method.](image)

Fig. 2.1 Diagram of the time-delayed feedback control method. $x(t)$ denotes the state of the system at time $t$, $s(t)$ the control signal, i.e., some component of $x(t)$ measured by $g(x(t))$, and $F(t)$ is the control force. The real constants $\tau$, $K$, and $R$ denote the time delay, the feedback gain, and the memory parameter, respectively. The transducer function $h(t)$ describes the coupling of $F$ to the dynamic system $x$. The extension of the original time-delayed feedback [8] as introduced by Socolar et al. (see Ref. [9]) is shown in red (dashed) color and discussed in Sect. 2.2.
From the state vector $\mathbf{x} \in \mathbb{R}^n$, one can calculate a control signal $\mathbf{s} \in \mathbb{R}^m$ via a function $\mathbf{g} : \mathbb{R}^n \to \mathbb{R}^m$ with $\mathbf{g} : \mathbf{x} \mapsto \mathbf{s} = \mathbf{g}(\mathbf{x})$, which measures the state $\mathbf{x}$ to create a control signal in the $m$-dimensional signal space. This control signal could be, for instance, a single component of the state vector $\mathbf{x}$. The crucial part of the Pyragas control is to generate a control force $\mathbf{F}$ that consists of the difference between the current signal $\mathbf{s}(t)$ and a time-delayed counterpart $\mathbf{s}(t - \tau)$, i.e., $\mathbf{F} : \mathbb{R}^m \to \mathbb{R}^m$ with $\mathbf{F} : \mathbf{s} \mapsto \mathbf{s}(t) - \mathbf{s}(t - \tau)$. This control force is further multiplied by a control gain $K \in \mathbb{R}$. The application procedure of $\mathbf{F}$ to the dynamic system $\mathbf{x}$ is then specified by a transducer function $\mathbf{h} : \mathbb{R}^m \to \mathbb{R}^n$ with $\mathbf{F} : \mathbf{F} \mapsto \mathbf{h}(\mathbf{KF})$.

In a special realization of time-delayed feedback called diagonal control, for instance, the composition of the functions $\mathbf{g}$ and $\mathbf{h}$ becomes the identity, i.e., $\mathbf{h} \circ \mathbf{g} : \mathbb{R}^n \to \mathbb{R}^m \to \mathbb{R}^n$ with $\mathbf{h} \circ \mathbf{g} : \mathbf{x} \mapsto (\mathbf{h} \circ \mathbf{g})(\mathbf{x}) = \mathbf{h}(\mathbf{g}(\mathbf{x})) = \mathbf{x}$. Thus, for diagonal control the control force applied to the $i$th component of the system consists of the time-delayed difference of the same component. To summarize, the controlled system can be written as

$$\frac{d}{dt} \mathbf{x}(t) = \mathbf{f}(\mathbf{x}(t)) - \mathbf{h}[\mathbf{KF}(\mathbf{s}(t))]$$  \hspace{1cm} (2.1.2a)

$$= \mathbf{f}(\mathbf{x}(t)) - \mathbf{h}[K(\mathbf{F}(\mathbf{s}(t) - \mathbf{s}(t - \tau)))]$$  \hspace{1cm} (2.1.2b)

$$= \mathbf{f}(\mathbf{x}(t)) - \mathbf{h}[K(\mathbf{g}(\mathbf{x}(t)) - \mathbf{g}(\mathbf{x}(t - \tau)))].$$  \hspace{1cm} (2.1.2c)

Note that the difference term in the argument of $\mathbf{h}$ guarantees the noninvasive property of the control scheme which will be discussed next.

In order to investigate some properties of the control method, assume that the system $\mathbf{x}$ exhibits an unstable periodic orbit $\zeta(t)$ with period $T$ which is meant to be stabilized via the Pyragas method. By choosing the time delay as $\tau = T$, the feedback method becomes noninvasive because the control force vanishes if the orbit $\zeta$ is stabilized: $\zeta(t) = \zeta(t - \tau) = \zeta(t - T)$. Let me stress the important feature once more: Only a minimum knowledge of the system $\mathbf{x}$ is required. The sole quantity of the system that needs to be known is the period $T$ of the periodic orbit which determines the choice of the time delay. Methods to calculate the period of the target orbit a priori will be mentioned later in this section. Note that the exact knowledge of the unstable periodic orbit $\zeta$ is not necessary. This has the important consequence that invariant solutions of the uncontrolled system’s equation persist unperturbed even in the presence of time-delayed feedback control. Only the neighborhood of the orbit is altered such that the dynamics converges to the target state.

The noninvasive property also holds if the desired state of the system is not a periodic orbit but a steady state $\mathbf{x}^* \ [10]$. In the latter case, the control force also vanishes after reaching the stabilized state: $\mathbf{x}^*(t) \equiv \mathbf{x}^*(t - \tau)$. Optimal choice of the time delay are not so obvious as in the case of periodic orbits. This will be the topic of Chap. 3.

Instead of time-delayed feedback, it is tempting to use proportional feedback, where the control force $\mathbf{F}$ is given by the difference of the current state to the target state, for instance, a periodic orbit $\zeta(t)$
In order to apply this method, the orbit must be known a priori, e.g., reconstructed from experimental data or from a reference system, which eventually turns out to be a complicated process or is numerically expensive.

As mentioned above, the only quantity that needs to be known from the system is the period of the target orbit. There are various methods to calculate this period which then yields a promising choice of the time delay in the control loop. For instance, the feedback scheme itself can be used as a detection tool [11]. This might be interesting in an experimental setup, when a mathematical model in terms of differential equations is not at hand. In order to use the control method as a detection tool, the time delay needs to be varied. For the detection goal, the resonance behavior in terms of a vanishing control force $F$ yields the desired period. Note that the occurrence of this resonance can be very sensitive with respect to small changes of the time delay [12–15].

One can also determine the period by optimization of a performance function which enables detection of unstable periodic orbits embedded in a strange attractor [16–18]. See also a comment on Ref. [16] and its reply [19, 20]. Alternatively, one can set up a few coupled equations relating the induced period, the true period, and the mismatched time delay by repeated application of an analytic approximation formula [21, 22] or by explicitly computing the unstable periodic orbit using a damped Newton solver [23].

Time-delayed feedback can also be used to explore a bifurcation diagram. Imagine a periodic which loses its stability as a bifurcation parameter is varied. This can happen, for instance, via a period-doubling cascade which subsequently leads to chaos. Without the control method, only the stable states would be visible in the bifurcation diagram. Applying time-delayed feedback could eventually stabilize a periodic orbit in an area of the parameter space in which it would be unstable otherwise. This way, the periodic orbit can be tracked beyond the bifurcation point. Note, however, that the control parameters might need to be adjusted to follow the orbit in its previous unstable regime in the bifurcation parameter varies. This can be done by continuous change of the control parameters and this adjustment can even be performed automatically as was shown for periodic orbits in discrete as well as continuous systems [24, 25]. Let me stress that the target which is subject to the tracking procedure involving time-delayed feedback can also be a steady state as has been demonstrated numerically in Ref. [26] and experimental in an electrochemical system [27]. In addition, tracking by time-delayed feedback can also be used in spatio-temporal systems [28, 29].

To summarize, the main advantages of time-delayed feedback are the minimum knowledge of the investigated system and no need of a reference signal. In fact, the time-delayed feedback method generates the reference signal from the delayed time series of the system under control.

Another advantage of the control method is its easy experimental implementation. The control force can be realized, for instance, in a laser experiment.
all-optically by an external resonator, where the propagation of the electric field in the cavity results in a time delay \[30, 31\], or opto-electronically by an additional electronic delay line \[32, 33\]. This enables stabilization of systems with fast dynamics. An additional electronic control loop with delay can be used for the control of electronic systems such as fast diode resonators \[34, 35\].

The easy experimental implementation shows that time-delayed feedback is superior to other control schemes. Consider, for instance, the famous OGY method named after its inventors Ott, Grebogi, and Yorke, which triggered the field of chaos control \[1\]. In their method, they showed how small perturbations of accessible parameters lead to a stabilization of periodic orbits in a chaotic system and thus turn previously chaotic motion into a stable periodic behavior. These perturbations are calculated such that the trajectory is pushed towards the desired orbit once it enters a neighborhood of this state. However, the difficulty is that one needs to calculate the unstable directions of the target state which in principle can be done by delay embedding, but they involve often time-consuming calculations. See Ref. \[1\]. These a priori calculations are not necessary for time-delayed feedback control.

Before discussing various extensions and modifications in the following sections, let me stress again that time-delayed feedback has been successfully employed in the context of chaos control. For a recent review including both basic aspects and applications see Ref. \[7\]. The applications cover various fields of research ranging from chaos communication, optics, electronic systems, chemical reactions, biology, and engineering.

### 2.2 Extended Time-Delayed Feedback

Socolar et al. \[9\] introduced an extension of the Pyragas method by taking states into account which are delayed by integer multiples of a basic time delay \(\tau\). This method is known as extended time-delayed feedback control or extended time-delay autosynchronization. Calculating the difference between two states which are one time unit \(\tau\) apart yields the following control force \[9, 36, 37\]

\[
F(t) = \sum_{n=0}^{\infty} R^n [s(t - n\tau) - s(t - (n + 1)\tau)]
\]

\(2.2.1a\)

\[
= \left[ s(t) - (1 - R) \sum_{n=1}^{\infty} R^{n-1} s(t - n\tau) \right]
\]

\(2.2.1b\)

\[
= [s(t) - s(t - \tau)] + RF(t - \tau).
\]

\(2.2.1c\)

The absolute value of the real constant \(R\) is smaller than unity, i.e., \(|R| < 1\), such that it can be interpreted as a memory parameter that weights information of states further in the past. Note that the case \(R = 0\) recovers the original Pyragas control scheme \(2.1.2b\). The equivalence of the three forms in \(2.2.1a\)–\(2.2.1c\) is shown
in the following. They can be done by reordering of the infinite series. First, I consider the derivation from (2.2.1a) to (2.2.1b):

\[ F(t) = \sum_{n=0}^{\infty} R^n [s(t - n\tau) - s(t - (n + 1)\tau)] \]  
(2.2.2a)

\[ = \sum_{k=0}^{\infty} R^k s(t - k\tau) - \sum_{m=0}^{\infty} R^m s(t - (m + 1)\tau) \]  
(2.2.2b)

\[ = \sum_{k=0}^{\infty} R^k s(t - k\tau) - \sum_{m=1}^{\infty} R^{m-1} s(t - m\tau) \]  
(2.2.2c)

\[ = s(t) + \sum_{k=1}^{\infty} R^k s(t - k\tau) - \sum_{m=1}^{\infty} R^{m-1} s(t - m\tau) \]  
(2.2.2d)

\[ = s(t) - \sum_{m=1}^{\infty} R^{m-1} s(t - m\tau) - (-R) \sum_{k=1}^{\infty} R^{k-1} s(t - k\tau) \]  
(2.2.2e)

\[ = s(t) - (1 - R) \sum_{n=1}^{\infty} R^{n-1} s(t - n\tau). \]  
(2.2.2f)

A similar derivation yields the third recursive form (2.2.1c) of the extended time-delayed feedback control force:

\[ F(t) = \sum_{n=0}^{\infty} R^n [s(t - n\tau) - s(t - (n + 1)\tau)] \]  
(2.2.3a)

\[ = \left[ s(t) - s(t - \tau) \right] - \left[ s(t) - s(t - \tau) \right] \]  
(2.2.3b)

\[ + \sum_{n=0}^{\infty} R^n [s(t - n\tau) - s(t - (n + 1)\tau)] \]  
(2.2.3c)

\[ = s(t) - s(t - \tau) + \sum_{n=1}^{\infty} R^n [s(t - n\tau) - s(t - (n + 1)\tau)] \]  
(2.2.3d)

\[ = s(t) - s(t - \tau) + \sum_{n=0}^{\infty} R^{n+1} [s(t - (n + 1)\tau) - s(t - (n + 2)\tau)] \]  
(2.2.3e)

\[ = [s(t) - s(t - \tau)] + R \sum_{n=0}^{\infty} R^n [s(t - n\tau - \tau) - s(t - (n + 1)\tau - \tau)] \]  
\[ = F(t - \tau) \]  
(2.2.3f)

\[ = [s(t) - s(t - \tau)] + RF(t - \tau). \]
Although the first form of the extended time-delayed feedback force (2.2.1a) can be seen as an analogy of the Pyragas control, this form is not feasible for numerical implementation because it requires to store information of all states in the past. However, there is also the equivalent recursive form given in (2.2.1c) which involves next to the time-delayed control signal \( s(t - \tau) \) the delayed version of the control force \( F(t - \tau) \) itself. This form becomes more suitable for an experiment. The extension of the original time-delayed feedback scheme is depicted schematically in Fig. 2.1, where the red dashed color displays the additional recursion component according to (2.2.1c).

In an all-optical experimental setup, the feedback scheme in its extended form can be realized by a Fabry–Perot resonator as will be discussed in Sect. 3.5.3.

It is worth noting that, similar to time-delayed feedback, the extended version possesses the noninvasive property. The control force vanishes if the target state, e.g., periodic orbit or steady state, is stabilized. Thus, the target states are invariant solutions of the uncontrolled system which persist unperturbed in the presence of (extended) time-delayed feedback. The delayed feedback can also induce additional solutions which are not solutions of the uncontrolled system. For these delay-induced states, the control scheme is invasive and the control force does not vanish. They are important if the corresponding modes become dominant and are used in Chap. 4 in an exchange of stability with the orbit to be stabilized.

So far, nothing was said about the specific choice of the coupling function \( g \) which extracts information of the system to generate a control signal and the transducer function \( h \) which determines the realization of the feedback scheme. This topic will be discussed in the next section.

### 2.3 Coupling Schemes

In the framework of, for instance, neural systems of 2-variable activator–inhibitor type as it will be investigated in Chap. 6, it is of crucial importance to carefully distinguish between different coupling schemes. First of all, there is a difference by generating the control signal form the inhibitor or the activator variable. In addition, the application of the control force to the system leaves again the choice of coupling to the activator or the inhibitor. Depending on the specific realization of the coupling, one can expect different responses of the system to the control scheme [38, 39].

In order to discuss the roles of the coupling function \( g \) and the transducer function \( h \), it is convenient to rewrite (2.1.2b) of the controlled system in vector form:

\[
\frac{d}{dt} x(t) = f(x(t)) - h[K(s(t) - s(t - \tau))]
\]

(2.3.1a)
\[
\begin{pmatrix}
\dot{x}_1(t) \\
\vdots \\
\dot{x}_n(t)
\end{pmatrix} = \begin{pmatrix}
f_1(x_1(t), \ldots, x_n(t)) \\
\vdots \\
f_n(x_1(t), \ldots, x_n(t))
\end{pmatrix} - \begin{pmatrix}
h_1[K(s_1(t) - s_1(t - \tau)), \ldots, K(s_m(t) - s_m(t - \tau))] \\
\vdots \\
h_n[K(s_1(t) - s_1(t - \tau)), \ldots, K(s_m(t) - s_m(t - \tau))]
\end{pmatrix},
\]

where \(x_i(t)\) denotes the \(i\)th component of the state vector \(x(t) = (x_1(t), \ldots, x_i(t))^T\) and similar notations hold for \(f, g, h, \) and \(s\), where the function \(g\) is given by

\[
g(x(t)) = \begin{pmatrix}
g_1(x_1(t), \ldots, x_n(t)) \\
\vdots \\
g_m(x_1(t), \ldots, x_n(t))
\end{pmatrix}
\]

with \(g_i : \mathbb{R}^m \to \mathbb{R}, \ g_i : x_1, \ldots, x_n \mapsto s_i = g_i(x_1, \ldots, x_n)\) for each vector element \(i = 1, \ldots, m\). A similar notation can be applied to Eqs. 2.1.2a and 2.1.2c as well.

For a schematic diagram of the control method see Fig. 2.1. This notation seems lengthy, but it can be shortened assuming that \(g\) and \(h\) are linear functions which can be written as matrices with proper dimensions, i.e., \(g\) becomes a \(n \times m\) matrix and \(h\) turns into a \(m \times n\) matrix. Then, (2.3.1b) can be rewritten as

\[
\begin{pmatrix}
\dot{x}_1(t) \\
\vdots \\
\dot{x}_n(t)
\end{pmatrix} = \begin{pmatrix}
f_1(x_1(t), \ldots, x_n(t)) \\
\vdots \\
f_n(x_1(t), \ldots, x_n(t))
\end{pmatrix} - K \begin{pmatrix}
h_{11} & \cdots & h_{1m} \\
\vdots & \ddots & \vdots \\
h_{m1} & \cdots & h_{mn}
\end{pmatrix} \begin{pmatrix}
x_1(t) - x_1(t - \tau) \\
\vdots \\
x_n(t) - x_n(t - \tau)
\end{pmatrix}
\]

such that the equation for the \(i\)th component of the state vector \(x\) becomes

\[
\frac{dx_i(t)}{dt} = f_i(x_1(t), \ldots, x_n(t)) - K \sum_{j=1}^n A_{ij} [x_j(t) - x_j(t - \tau)]
\]

and

\[
\frac{d}{dt} x(t) = f(x(t)) - K A [x(t) - x(t - \tau)],
\]

where the elements of the \(n \times n\) coupling matrix \(A\) are given by

\[
A_{ij} = \sum_{k=1}^m h_{ik} g_{kj}.
\]
This matrix selects which components of $x$ are used for construction of the control signal and specifies the application of the control force back to the system.

The function $g = (g_1, \ldots, g_m)^T$ determines which components of the system $x$ are measured to generate the difference to the time-delayed signal. In the simplest case, $g_i$ extracts the $i$th component of $x$:

$$g_i(x_1(t), \ldots, x_j(t), \ldots, x_n(t)) = x_i(t) \delta_{i,j} \quad \forall i, j = 1, \ldots, n. \quad (2.3.6)$$

If $h_i = KF_i$ also selects the $i$th component, then this coupling scheme is called diagonal.

The control signal $s = (s_1, \ldots, s_m)^T$ can also contain global information of the system. In this case of global control, $g$ yields, for instance, the calculation of the average of the system components or mean field:

$$g_i(x_1(t), \ldots, x_n(t)) = \frac{1}{n} \sum_{k=1}^n x_k(t) \quad \forall i = 1, \ldots, n. \quad (2.3.7)$$

This kind of control signal is often used in the context of networks, where a measurement of a single node is not possible. Global delayed feedback is applied, for instance, to coupled phase oscillators of Kuramoto type [40, 41], Hindmarsh-Rose neurons [42], and limit cycle oscillators [43, 44]. It is also of importance for the class of spatio-temporal systems, when a spatial variable is not accessible, but an overall current turns out to be a convenient choice for the control signal [15, 28, 45–56]. In these spatio-temporal systems, the coupling function $g$ involves a spatial average which can be realized by an integral, for instance, in one-dimensional systems:

$$g(x(x,t)) = \int_0^L x(x,t) \, dx, \quad (2.3.8)$$

where $L$ denotes a constant length which determines the spatial dimension of the system. Different local and global coupling schemes were systematically compared in Refs. [28, 45].

The function $g$ can also act as a differential operator if the derivative of $x$ is accessible in an experiment. In Chap. 5, for instance, the second derivative enters the control signal and thus, $g$ reads:

$$g_i(x_1(t), \ldots, x_j(t), \ldots, x_n(t)) = \ddot{x}_i(t) \delta_{i,j} \quad \forall i, j = 1, \ldots, n. \quad (2.3.9)$$

Other choices of $g$ will be discussed later in this section and in the subsequent chapters for various classes of dynamic systems.

While the function $g$ specifies the generation of the control signal $s$, the transducer function $h = (h_1, \ldots, h_m)^T$ with $h_i : \mathbb{R}^m \to \mathbb{R}$, $h_i : s_1, \ldots, s_m \mapsto h_i(s_1, \ldots, s_m)$ ($i = 1, \ldots, m$) determines the component of the system to which the control force is applied. In optical system, some components of the system's state $x$ describes the
electric field. In this context, \( h \) takes into account changes of the polarization axis. This will be discussed in detail in Sect. 3.5, where an additional phase parameter comes into play [30, 57, 58].

In the field of networks, when \( x_i(t) \) describes the dynamics of the \( i \)th node and can be understood as a vector quantity itself, prominent choices of the function \( h \) include all-to-all coupling and nearest-neighbor coupling. In the first case, all components of \( h \) are identical. In the latter case, \( h \) connects only nodes which are next to each other in the network. In a one-dimensional ring configuration, for instance, the function \( h \) can be written as

\[
    h_i[K\mathbf{F}(s(t))] = K(s_j(t) - s_j(t - \tau))\left(\delta_{i-1,j} + \delta_{i+1,j}\right),
\]

(2.3.10)

where \( s_{n+1} \) and \( s_0 \) are identified with \( s_1 \) and \( s_n \) by periodic boundary condition, respectively. In terms of a coupling matrix \( \mathbf{A} \) as in Eqs. 2.3.4, Equation 2.3.10 corresponds to a matrix with only secondary diagonal entries, i.e., \( a_{i,i\pm 1} = 1 \) for all \( i = 1, ..., n \). The two choices of all-to-all coupling and nearest-neighbor coupling serve also as paradigmatic case for global and local control.

In the linear case of \( g \) and \( h \), the two functions could be merged into a single control function. If \( h \) becomes nonlinear, however, this is not possible anymore because of the noninvasive property and hence, the main advantage of time-delayed feedback would be lost.

Before turning towards extensions of time-delayed feedback, let me discuss further examples of \( g \) and \( h \). Next to the already mentioned case, where \( g_i \) extracts the \( i \)th component of the system, \( g \) can also be used to construct the control signal from a single component only, i.e., \( g \) is given for fixed \( i \in 1, ..., n \) by

\[
    g_i(x_1(t), \ldots, x_j(t), \ldots, x_n(t)) = x_j(t) \quad \text{and} \quad g_k \equiv 0 \quad \text{for} \quad k \neq i.
\]

(2.3.11)

As an example of this choice, see Ref. [59], where the chaotic Rössler system (with real constants \( a, b, \) and \( \mu \)) is subject to time-delayed feedback in the following realization

\[
\begin{pmatrix}
    \dot{x}_1(t) \\
    \dot{x}_2(t) \\
    \dot{x}_3(t)
\end{pmatrix} =
\begin{pmatrix}
    -x_2(t) - x_3(t) \\
    x_1(t) + ax_2(t) \\
    b + x_3(t)(x_1(t) - \mu)
\end{pmatrix}

- K
\begin{pmatrix}
    1 & 0 & 0 \\
    0 & 0 & 0 \\
    0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
    x_1(t) - x_1(t - \tau) \\
    x_2(t) - x_2(t - \tau) \\
    x_3(t) - x_3(t - \tau)
\end{pmatrix} = \mathbf{A}
\]

(2.3.12)

One can see the composition \( h \circ g \) yields a \( 3 \times 3 \) matrix \( \mathbf{A} \) with only one non-zero element.

Another special realization that will become important and act as a reference case in the following chapters is called diagonal control. In this choice, the control force applied to the \( i \)th component of the system consists only of
information of the same component and thus, the composition of the functions $g$ and $h$, i.e., the coupling matrix $A$, is the identity. Then, the controlled system can be simplified to

$$\frac{d}{dt} \mathbf{x}(t) = \mathbf{f}(\mathbf{x}(t)) - K A [\mathbf{x}(t) - \mathbf{x}(t - \tau)]$$  \hspace{1cm} (2.3.13a)

$$\Leftrightarrow \begin{pmatrix} \dot{x}_1(t) \\ \vdots \\ \dot{x}_n(t) \end{pmatrix} = \begin{pmatrix} f_1(x_1(t), \ldots, x_n(t)) \\ \vdots \\ f_n(x_1(t), \ldots, x_n(t)) \end{pmatrix}
- K \begin{pmatrix} 1 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 1 \end{pmatrix} \begin{pmatrix} x_1(t) - x_1(t - \tau) \\ \vdots \\ x_n(t) - x_n(t - \tau) \end{pmatrix}$$  \hspace{1cm} (2.3.13b)

$$= \begin{pmatrix} f_1(x_1(t), \ldots, x_n(t)) \\ \vdots \\ f_n(x_1(t), \ldots, x_n(t)) \end{pmatrix} - K \begin{pmatrix} x_1(t) - x_1(t - \tau) \\ \vdots \\ x_n(t) - x_n(t - \tau) \end{pmatrix}.$$  

The example of the Rössler system given above can be seen as a simplification of diagonal control because only a single diagonal entry of the coupling matrix is non-zero.

In optical systems as mentioned above, the polarization leads to a phase-dependent coupling. This can be realized by the introduction of a control phase $\phi$ and the controlled system is then given by

$$\begin{pmatrix} \dot{x}_1(t) \\ \dot{x}_2(t) \\ \vdots \\ \dot{x}_n(t) \end{pmatrix} = \begin{pmatrix} f_1(x_1(t), \ldots, x_n(t)) \\ f_2(x_1(t), \ldots, x_n(t)) \\ \vdots \\ f_n(x_1(t), \ldots, x_n(t)) \end{pmatrix}
- K \begin{pmatrix} \cos \phi & \sin \phi & 0 & \ldots & 0 \\ -\sin \phi & \cos \phi & 0 & \ddots & \vdots \\ 0 & 0 & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & 0 \\ 0 & \ldots & \ldots & \ldots & 0 \end{pmatrix} \begin{pmatrix} x_1(t) - x_1(t - \tau) \\ x_2(t) - x_2(t - \tau) \\ \vdots \\ x_n(t) - x_n(t - \tau) \end{pmatrix}.$$  \hspace{1cm} (2.3.14)

where $x_1$ and $x_2$ correspond to the real and imaginary parts of the electric field, respectively [30, 57, 58]. This will be investigated in detail in Sect. 3.5. Note that the choice $\phi = 0$ recovers the diagonal control.
After the discussion of different realizations of the time-delayed feedback scheme, I will add some remarks on further extensions of this control method in the next section.

2.4 Extensions

In this section, I will summarize some aspects concerning possible modifications of the original time-delayed feedback control scheme as introduced in Sect. 2.1 and given by (2.1.2). These extensions include, without claim of completeness latency time effects, filtering of the control signal, multiple time delays, and nonlocal coupling.

Previously, I have assumed that the generation of the feedback and its application to the system under control happens instantaneously. In an experimental setup, however, there is always a latency involved. This control loop latency is associated with finite propagation speed of the control signal, delays in the measurement of the system to generate the control signal, or processing times for the calculation of the feedback [10, 57, 58, 60, 61]. In optical or opto-electronic systems, for instance, the length of an optical fiber used to transmit the control signal can become of crucial importance [35]. The same holds for electronic systems such as a fast diode resonator, where also a propagation delay act as limiting factor [34]. In neuronal systems, these propagation delays, e.g., in dendrites, play also an important role both in models and experiments [62, 63].

All latency times of different origins can be summed up to a new control parameter \( d \) which acts as an additional time delay in all arguments of the control loop. Therefore, the controlled system of (2.1.2) can be rewritten as

\[
\frac{d}{dt}x(t) = f(x(t)) - h[KF(s(t - \delta))] = f(x(t)) - h[KS(t - \delta) - s(t - \delta - \tau)] = f(x(t)) - h[K\{g(x(t - \delta)) - g(x(t - \delta - \tau))\}].
\]

Note that the problem of latency cannot be solved by the introduction of a rescaled time delays \( \tilde{\tau} \), i.e., \( \tilde{\tau} = \delta + \tau \), because the quantity \( \delta \) occurs also in the argument of both \( s(t - \delta) \) and \( s(t - \delta - \tau) \). This issue will be elaborated in Sect. 3.4 in the context of stabilization of steady states. I will derive an analytical expression of upper bound for \( \delta \), i.e., a maximum latency time, such that control is still possible [10, 57, 58].

Another issue that needs to be taken into account is additional filter in the control loop. On the one hand, the reason can be a limited bandwidth of the experimental equipment such that filtering is unavoidable. On the other hand, filters can be built into the control loop on purpose. In the latter case, the aim is to
reduce the influence of unwanted high frequencies in the control force which eventually lead to the stabilization of the wrong timescales. If, for instance, these high frequencies are present in the system and yield generation of a feedback with the same fast timescale, a low-pass filter can help to overcome this limitation [13, 14, 49]. To adjust the time-delayed feedback scheme to this obstacle, the control signal \( s \) in (2.1.2) needs to be replaced by a low-pass filtered version \( \bar{s} \) and the controlled system reads:

\[
\frac{d}{dt} x(t) = f(x(t)) - h[KF(\bar{s}(t))] = f(x(t)) - h[K(\bar{s}(t) - \bar{s}(t - \tau))],
\]

where the low-pass filter can be described in different ways. On one hand, it can be realized by an additional differential equation as follows:

\[
\frac{d}{dt} \bar{s}(t) = -\alpha \bar{s}(t) + z s(t),
\]

where \( \alpha \) denotes the cutoff frequency of the filter. On the other hand, there exists an equivalent integral formula for \( \bar{s} \):

\[
\bar{s}(t) = \alpha \int_{-\infty}^{t} s(t')e^{-\alpha(t-t')} dt'.
\]

The equivalence can be seen by straightforward calculation inserting (2.4.4) into (2.4.3)

\[
\frac{d}{dt} \bar{s}(t) = \frac{d}{dt} \alpha \int_{-\infty}^{t} s(t')e^{-\alpha(t-t')} dt' = \left[ \frac{d}{dt} e^{-\alpha t} \right] \alpha \int_{-\infty}^{t} s(t')e^{\alpha t'} dt' + e^{-\alpha t} \alpha \int_{-\infty}^{t} s(t')e^{\alpha t'} dt'
\]

\[
= -\alpha e^{-\alpha t} \int_{-\infty}^{t} s(t')e^{\alpha t'} dt' + \underbrace{\int_{-\infty}^{t} e^{-\alpha t} \bar{s}(t)e^{\alpha t'} dt'}_{\bar{s}(t)}
\]

\[
= -\alpha \bar{s}(t) + z s(t).
\]

Alternatively, the solution of the linear, inhomogeneous, differential equation (2.4.3) can be written as
\[ S(t) = \int_{-\infty}^{\infty} G(t - t') s(t') \, dt' \]  

(2.4.6)

with the Green’s function

\[ G(t) = \begin{cases} ze^{-z\tau}, & t \geq 0 \\ 0, & t < 0 \end{cases} \]  

(2.4.7)

which yields the integral formula (2.4.4). This issue will be become important again in Sect. 2.6, where a transfer function of the low-pass filter will be derived.

Similar to a low-pass filter, one can think of the introduction of a high-pass filter or a bandpass filter into the control loop [64, 65]. In optical systems, filtering of the feedback signal was also investigated for laser models of Lang–Kobayashi type [66, 67]. Furthermore, the introduction of a filtered feedback has also been proven to be important in the investigation of a Hopf bifurcation [33].

If there are multiple timescales in the system that need to be controlled, the introduction of additional control loops with different time delays \( \tau_1, \tau_2, \ldots \) can be a proper extension. In this case, there will be a complex interplay between the different timescales [68–71].

A second time delay needs also to be taken into account, if it is already part of the dynamics of the uncontrolled system:

\[ \frac{d}{dt} x(t) = f(x(t), x(t - \tau_1)). \]  

(2.4.8)

In this case, the delay \( \tau_2 \) of the time-delayed feedback scheme can be chosen independently:

\[ \frac{d}{dt} x(t) = f(x(t), x(t - \tau_1)) - h[K(s(t) - s(t - \tau_2))], \]  

(2.4.9a)

An example, where the intrinsic time delay occurs in the highest derivative, will be considered in Chap. 5. See also Refs [72, 73].

It is also of importance to consider the limits of small and large time delays. In the limit of vanishing \( \tau \) and assuming the feedback gain is of the order \( \tau^{-1} \), i.e., \( K = O(1/\tau) \), the time-delayed feedback force becomes

\[ \lim_{\tau \to 0} K F(s(t)) = \lim_{\tau \to 0} K[s(t) - s(t - \tau)] \]  

(2.4.10a)

\[ = \bar{K} \lim_{\tau \to 0} \frac{s(t) - s(t - \tau)}{\tau} \]  

(2.4.10b)

\[ = \bar{K} \frac{ds(t)}{dt} \]  

(2.4.10c)

\[ = \bar{K} \frac{d g(x(t))}{dt}. \]  

(2.4.10d)
Thus, the control force is proportional to the derivative of the control signal and the time-delayed feedback methods is equal to derivative control \[74–76\]. Derivative control has a disadvantage that it is sensitive to high frequencies. This becomes clear from the Fourier transform of (2.4.10c):

\[
\mathcal{F} \left[ \frac{ds(t)}{dt} \right] = \int_{-\infty}^{\infty} \frac{ds(t)}{dt} e^{-i\omega t} dt
\]

\[= s(t) e^{-i\omega t} \bigg|_{-\infty}^{\infty} - \int_{-\infty}^{\infty} s(t) \frac{d}{dt} e^{-i\omega t} dt \]

\[= i\omega \int_{-\infty}^{\infty} s(t) e^{-i\omega t} dt \]

\[= i\omega \mathcal{F}[s(t)] \]

\[= i\omega \mathcal{F}[\dot{s}(\omega)], \quad (2.4.11e)
\]

where \(\dot{s}\) denotes the Fourier transform of the control signal \(s\). For instance in the presence of noise including high frequencies \(\omega\), this could lead to an arbitrarily large control force.

The second limit of large time delays, i.e., \(\tau \to \infty\), will be discussed in Sect. 3.6 in the context of stabilization of steady states, when I will investigate the asymptotic behavior of the eigenvalues in the presence of time-delayed feedback.

I want to mention at last an extension to systems that have also spatial degrees of freedom. In these spatio-temporal systems, the feedback scheme can still be used in the previously discussed time-delayed form. However, it is also possible to use the spatial coordinate and a space delay \(\Delta x\) to generate a nonlocal control force. Restricting the discussion for notational convenience to systems \(x(x, t)\) with one spatial dimension, the control force \(\mathbf{F}(x, t)\) can be written in analogy to the time-delayed case of (2.1.2c)

\[
\mathbf{F}(x, t) = s(x, t) - s(x - \Delta x, t)
\]

\[= g(x(x, t)) - g(x(x - \Delta x, t)), \quad (2.4.12b)
\]

where \(\Delta x\) denotes the spatial delay, i.e., the distance of the nonlocal coupling. This method was used for stabilization of unstable periodic pattern in spatio-temporal chaos in optical systems \[77\] as well as in neuronal systems \[38, 78–80\].

Opposed to the purely time-dependent case, where only information of the past is accessible, one can introduce in spatio-temporal systems a feedback which is symmetric in space

\[
\mathbf{F}(x, t) = -s(x + \Delta x, t) + 2s(x, t) - s(x - \Delta x, t)
\]

\[= -\mathbf{g}(x(x, t)) + 2\mathbf{g}(x(x, t)) - \mathbf{g}(x(x - \Delta x, t)), \quad (2.4.13a)
\]
Further variations of the space-delayed feedback are possible. In general form, all different realizations can be summarized using an integral kernel \( \kappa(x') \) which specifies the coupling. Then, the control force can be written in a one-dimensional system as

\[
F(x, t) = \int_0^\infty \kappa(x')\left[s(x, t) - s(x + x', t)\right]dx' \tag{2.4.14a}
\]

\[
= \int_0^\infty \kappa(x')[g(x(x, t)) - g(x(x + x', t))]dx'. \tag{2.4.14b}
\]

As examples, consider the control forces given by (2.4.12a) and (2.4.13a). In the first case, the kernel is a \( \delta \)-function which is shifted by \( \Delta x \), i.e., \( \kappa(x') = \delta(x' + \Delta x) \). In the latter case, the kernel consists similarly of two \( \delta \)-functions: \( \kappa(x') = \delta(x' + \Delta x) + \delta(x' - \Delta x) \).

The integral kernel provides information of the structure, e.g., the symmetry, of the spatial coupling. If, for instance, a rotational symmetry is present in the coupling of a two-dimensional system, the control force is given by

\[
F(x, y, t) = \int_0^{2\pi} \int_0^{\infty} \kappa(r)[s(x, y, t) - s(x + r \cos \phi, y + r \sin \phi, t)] drd\phi
\]

\[
= \int_0^{2\pi} \int_0^{\infty} \kappa(r)[g(x(x, y, t)) - g(x + r \cos \phi, y + r \sin \phi, t))] drd\phi, \tag{2.4.15}
\]

where \( r \) and \( \phi \) denote the polar coordinates and the kernel \( \kappa(r) \) depends only on the radius \( r = \sqrt{x^2 + y^2} \). If the kernel exhibits a minimum at \( r_0 > 0 \), the coupling is known as Mexican-hat potential which occurs, for instance, in the context of neural models realized as a two-dimensional reaction-diffusion system [78, 80]. In this context, the terminology Mexican-hat refers to the shape of the local connectivity network in the cortical tissue.

It is of course possible to combine all above mentioned extensions. For instance, additional filter in the feedback scheme can result in a non-zero control loop latency which arise from the time needed to constructs the filtered signal. In the framework of spatio-temporal dynamics, space delays and time delays can be mixed since nonlocal signals can be time-delayed [78].

To conclude this section, I will discuss an extension to an adaptive feedback controller to find a value of the feedback gain which yields successful stabilization [5]. The basic idea is to regard the feedback gain \( K \) as an additional dynamic variable. Therefore, one more differential equation must be added to the system to
account for the temporal dynamics of $K$. In order to derive this additional equation, one can consider a state-dependent goal or error function $Q$ given by [81]

$$Q(x(t), x(t - \tau)) = \frac{1}{2} [x(t) - x(t - \tau)]^2,$$

which vanishes if the system is stabilized. Substituting the right-hand side of the system’s equation with control into the time derivative of $Q$ yields the desired equation by the following relation

$$\frac{d}{dt} K(t) = -\gamma \frac{\partial}{\partial K} \left( \frac{dQ}{dt} \right),$$

where the parameter $\gamma > 0$ denotes the adaptation gain. For details see Ref. [81]. It has been shown that unstable steady states of focus type can be stabilized by this method which automatically chooses a suitable value for the feedback gain [81]. The adaptive control scheme can also be used to track periodic orbits in chaotic systems [24, 82].

The proposed adaptive algorithm is also known as gradient method [83–85]. A similar algorithm was used for adaptive synchronization of chaotic systems [86] and the control of a steady state in the Lorenz system by proportional control [87].

### 2.5 Linear Stability Analysis

In this section, I will elaborate the concept of linear stability analysis for systems subject to time-delayed feedback which will lead to a so-called characteristic equations. This technique will be used several times in the subsequent chapters.

Consider a small deviation $\delta x(t)$ from a target state $x^*(t)$, e.g., a steady state or a periodic orbit: $\delta x(t) = x(t) - x^*(t)$. A linearization of the system equation including time-delayed feedback as given in (2.1.2) yields up to linear order in $\delta x(t)$

$$\frac{d}{dt} x(t) = f(x(t)) - h[K\{g(x(t)) - g(x(t - \tau))\}]$$

(2.5.1a)

$$= f(x^*(t)) - h[K\{g(x^*(t)) - g(x^*(t - \tau))\}]$$

$$+ \left. \frac{\partial f(x(t))}{\partial x(t)} \right|_{x(t) = x^*(t)} [x(t) - x^*(t)]$$

$$- \left. \frac{\partial h[Kg(x(t))]}{\partial x(t)} \right|_{x(t) = x^*(t)} K g(x(t))$$

$$- \left. \frac{\partial h[Kg(x(t))]}{\partial x(t)} \right|_{x(t) = x^*(t)} [x(t) - x^*(t)]$$

(2.5.1b)

$$+ \left. \frac{\partial h[Kg(x(t))]}{\partial x(t)} \right|_{x(t) = x^*(t)} K g(x(t)) - \left. \frac{\partial h[Kg(x(t))]}{\partial x(t)} \right|_{x(t) = x^*(t)} [x(t - \tau) - x^*(t - \tau)].$$
The first term \( f(x^*(t)) \) gives the derivative of the invariant solution \( x^*(t) \). The second term vanishes due to the noninvasive property of the control scheme. The term labelled as \( I \) represents the Jacobian matrix of \( f \) evaluated at \( x^*(t) \) and the matrix \( II \) can be abbreviated as \( B(t) \) summarizing the linearized control terms. This leads to an equivalent expression

\[
\frac{d}{dt} \delta x(t) = A(t)\delta x(t) - B(t)[\delta x(t) - \delta x(t - \tau)],
\]

(2.5.2)

where \( A(t) \) denotes the Jacobian matrix of the uncontrolled system. If the target state is a fixed point, i.e., \( x(t) = x^* \), the matrices \( A \) and \( B \) are time independent. Thus, an exponential ansatz for \( \delta x \) leads to a characteristic equation whose roots determine the stability.

If the linear stability analysis is performed at a periodic orbit with period \( \tau \), i.e., \( x(t) = x^*(t) = x^*(t - \tau) \), both matrices are periodic with that same period and Floquet theory will guarantees that solutions \( \delta x(t) \) of (2.5.2) can be decomposed into Floquet modes

\[
\delta x(t) = \sum_{j=0}^{\infty} c_je^{\Lambda_j t}u_j(t),
\]

(2.5.3)

where \( u_j(t) \) and \( \Lambda_j \) denote the \( j \)th Floquet mode and corresponding complex Floquet exponent, respectively [12, 28, 45, 46, 61, 88–91]. Note that the Floquet modes are periodic with period \( \tau \), i.e., \( u_j(t) = u_j(t + \tau) \). Inserting this decomposition into (2.5.2) yields

\[
\Lambda u(t) + \frac{d}{dt}u(t) = A(t)u(t) - B(t)[u(t) - e^{-\Lambda \tau}u(t - \tau)]
\]

(2.5.4a)

\[
= A(t)u(t) - B(t)(1 - e^{-\Lambda \tau})u(t),
\]

(2.5.4b)

where the subscript \( j \) is omitted for notational convenience. Finally, one arrives at a differential equation for \( u(t) \)

\[
\frac{d}{dt}u(t) = [A(t) - B(t)(1 - e^{-\Lambda \tau}) - \Lambda Id]u(t)
\]

(2.5.5)

with the \( n \times n \) identity matrix \( Id \).

Using the fundamental matrix \( \Phi(t) \) determined by the differential equation

\[
\frac{d}{dt} \Phi(t) = [A(t) - B(t)]\Phi(t)
\]

(2.5.6)

with \( \Phi(0) = Id \), one can write the solutions of (2.5.2) as \( \delta x(t) = \Phi(t)x_{\text{init}} \) with some initial condition \( x_{\text{init}} \).

The spectrum of the Floquet exponents is given by the roots of the characteristic equation.
\[ \det \left[ A(t) - B(t) \left( 1 - e^{-\Lambda \tau} \right) - \Lambda \text{Id} \right] = 0. \] (2.5.7)

Note that a similar equation can be derived in the context of steady states \( x^* \) where an ansatz for \( \delta x(t) \) is given by \( \delta x(t) = e^{\Lambda t} x_{\text{init}} \). Then, (2.5.7) describes a characteristic equation for the eigenvalues \( \Lambda \) of the controlled system.

The control scheme is successful if the real parts of all Floquet exponents or, in case of steady states, all eigenvalues are negative. An equivalent statement is that all multipliers \( \mu \) defined as \( \mu = \exp(\Lambda \tau) \) are located inside the unit circle in the complex plane. This Floquet multiplier can be understood as the rate how the distance from the invariant solution increases in an interval \([t, t + \tau]\).

In the case of extended time-delayed feedback as given by (2.2.1), the infinite series in the control force collapses as a geometric series

\[
F(t) = \sum_{n=0}^{\infty} R^n [s(t - n\tau) - s(t - (n + 1)\tau)]
\]

(2.5.8a)

\[
= \sum_{n=0}^{\infty} R^n \left[ e^{A(t-n\tau)} u(t - n\tau) - e^{A(t-(n+1)\tau)} u(t - (n + 1)\tau) \right]
\]

(2.5.8b)

\[
= e^{At} \left( 1 - e^{-A\tau} \right) \sum_{n=0}^{\infty} R^n e^{-nA\tau} u(t)
\]

(2.5.8c)

\[
= e^{At} \frac{1 - e^{-A\tau}}{1 - Re^{-A\tau}} u(t).
\]

(2.5.8d)

Therefore, the characteristic equation in the case of extended time-delayed feedback control reads

\[ \det \left[ A(t) - B(t) \frac{1 - e^{-A\tau}}{1 - Re^{-A\tau}} - \Lambda \text{Id} \right] = 0. \] (2.5.9)

The following chapters will specify the matrices \( A \) and \( B \) such that (2.5.7) and (2.5.9) become a powerful tool for the stability analysis of the target state. In the case of phase-dependent coupling or additional latency as mentioned in Sect. 2.4, a characteristic equation can be derived as well. Details of the corresponding derivations will be discussed in Sects. 3.5 and 3.4.

### 2.6 Transfer Function

In this section, I will discuss effects of time-delayed feedback control in the frequency domain and I will show how the different frequencies in the control signal contribute to the control force. The transform into Fourier space is especially helpful if additional filters are present in the feedback loop. I will discuss...
both low-pass and bandpass filters and show how these filters influence the control signal in the formalism of transfer functions.

The transfer function of the extended time-delayed control scheme is derived in the following [34]. Starting from the definition of the control force $F(t)$ given by (2.2.1a), the transfer function can be calculated by a Fourier transform

$$F(t) = \sum_{n=0}^{\infty} R^n [s(t - n\tau) - s(t - (n + 1)\tau)]$$  \hspace{1cm} (2.6.1a)

$$\Rightarrow \hat{F}(\omega) = \int_{-\infty}^{\infty} dt e^{-i\omega t} \sum_{n=0}^{\infty} R^n [s(t - n\tau) - s(t - (n + 1)\tau)]$$  \hspace{1cm} (2.6.1b)

$$= \sum_{n=0}^{\infty} R^n [e^{-i\omega t} \hat{s}(\omega) - e^{-i(n+1)\omega t} \hat{s}(\omega)]$$  \hspace{1cm} (2.6.1c)

$$= \sum_{n=0}^{\infty} R^n e^{-i\omega t} (1 - e^{-i\omega t}) \hat{s}(\omega).$$  \hspace{1cm} (2.6.1d)

Using the geometric series

$$\sum_{n=0}^{\infty} R^n (e^{-i\omega t})^n = \frac{1}{1 - Re^{-i\omega t}}$$  \hspace{1cm} (2.6.2)

yields the Fourier transform $\hat{F}(\omega)$ of the extended time-delayed control force

$$\hat{F}(\omega) = T_1(\omega) \hat{s}(\omega),$$  \hspace{1cm} (2.6.3)

where the transfer function $T_1(\omega)$ is given by

$$T_1(\omega) = \frac{1 - e^{-i\omega t}}{1 - Re^{-i\omega t}}$$  \hspace{1cm} (2.6.4)

Figure 2.2 depicts the absolute value of this transfer function $|T_1(\omega)|$ for different values of the memory parameter $R = 0, 0.3, 0.6, \text{ and } 0.9$ as black (solid), (dashed), green (dotted), and blue (dash-dotted) curves, respectively. As discussed in Ref. [34] in the context of stabilization of periodic orbits, the transfer function drops to zero at multiples of the basic frequency $\tau^{-1}$. In the context of stabilization of periodic orbits, this frequency belongs to the periodic orbit under control to guarantee the noninvasiveness of time-delayed feedback. One can see that the notches at these frequencies become narrower as $R$ increases. Due to the notches, the frequency of the periodic orbit does not contribute to the control signal, so that the control force vanishes if stabilization is successful. The steeper notches for larger $R$ indicate that the extended time-delayed feedback is more sensitive to frequencies different from the one to be controlled, so that more feedback is produced for these unwanted frequencies, which makes the control scheme more efficient.
The maximum value of the transfer function $|T_1(\omega)|$ approaches 1 for $R$ closer to 1 and the plateaus become flatter. Therefore, intermediate frequencies generate a smaller response for larger $R$ and thus are less likely to destabilize the system. The frequency comb shown in Fig. 2.2 can be realized experimentally for the stabilization of cw emission and intensity pulsations of a semiconductor laser via an all-optical feedback [30, 31, 92]. The feedback is implemented by a Fabry–Perot interferometer attached to the laser.

As mentioned in Sect. 2.4, there is a variety of extensions of the original time-delayed feedback scheme. For example, it is desirable to include filter in the control loop in order to avoid unwanted frequencies. This filtered feedback has been successfully implemented in optical experiments [64, 65, 67, 93–99] as well as in nonlinear electronic circuits [33, 100], charge transport in semiconductor devices [13, 14, 49], and for the control of unstable steady states of focus type [10, 57, 58].

In the following, I will derive the transfer function of a low-pass filter. Then I will show that a combination of a low-pass filter and time-delayed feedback can be treated in the Fourier space by product of the respective transfer functions.

Similar to the derivation of (2.6.4), the transfer function of the low-pass filter is given by the Fourier transform of (2.4.4)

$$s(t) = \alpha \int_{-\infty}^{t} s(t')e^{-\tau(t-t')} dt'$$

$$\Rightarrow \hat{s}(\omega) = \int_{-\infty}^{\infty} e^{-i\omega t} \int_{-\infty}^{t} s(t')e^{-\alpha(t-t')} dt' dt.$$  

The second integral of the right-hand side of (2.6.5b) is a convolution of the form
\[ f_1(t) * f_2(t) = \int_{-\infty}^{\infty} f_1(\tau)f_2(t-\tau) \, d\tau, \quad (2.6.6) \]

where the functions \( f_1(t) \) and \( f_2(t) \) are given in the present case by

\[
f_1(t) = s(t) \quad \text{and} \quad f_2(t) = \begin{cases} \alpha e^{-\alpha t}, & t \geq 0 \\ 0, & t < 0. \end{cases} \quad (2.6.7)
\]

With these definitions, (2.6.6) becomes

\[
f_1(t) * f_2(t) = \alpha \int_{-\infty}^{t} s(t')e^{-\alpha(t-t')} \, dt'. \quad (2.6.8)
\]

Fourier theory yields that the Fourier transform of a convolution of two functions is the product of the single transformed functions

\[
F[f_1(t) * f_2(t)] = F[f_1(t)]F[f_2(t)]. \quad (2.6.9)
\]

Therefore the Fourier transform of the low-pass filter is given by

\[
\hat{s}(\omega) = F[s(t)]F[f_2(t)]
\]

\[
= \hat{s}(\omega) \int_{-\infty}^{\infty} f_2(t)e^{-i\omega t} \, dt
\]

\[
= \hat{s}(\omega) \left[ \frac{1}{-\alpha - i\omega} e^{-(\alpha + i\omega)t} \right]_{0}^{\infty}
\]

\[
= \hat{s}(\omega) \frac{1}{1 + \frac{\omega^2}{\alpha}} \quad (2.6.10d)
\]

The last equation can be rewritten introducing the transfer function of the low-pass filter \( T_2(\omega) \)

\[
\hat{s}(\omega) = \frac{1}{1 + \frac{\omega^2}{\alpha}} = T_2(\omega)s(\omega). \quad (2.6.11)
\]

Figure 2.3 shows the frequency dependence of the absolute value of the transfer function \( |T_2(\omega)| \) of the low-pass filter for different values of the cutoff frequency \( \alpha \). The black (solid), red (dashed), green (dotted), and blue (dash-dotted) curves refer to different values of \( \alpha \tau = 0.25, 0.5, 0.75, \) and 1, respectively. It can be seen that the absolute value of the transfer function is
Fig. 2.3 Absolute value of the transfer function of the low-pass filter according to (2.6.11). The black (solid), red (dashed), green (dotted), and blue (dash-dotted) curves correspond to different values of the cutoff frequency $\alpha \tau = 0.25, 0.5, 0.75, \text{ and } 1$, respectively.

strictly monotonic decreasing. Hence, high frequencies are suppressed. For instance, the amplitude of the frequency at $\omega = \alpha$ is reduced by a factor of $1/\sqrt{2}$. Therefore $\alpha$ is called a cutoff frequency. One can see that larger values of $\alpha$ lead to a slower decrease of the transfer function. Thus higher frequencies can pass the filter to a larger extent.

Consider now the combination of the extended time-delayed control scheme and the low-pass filter. In this case the feedback of (2.2.1a) is given by

$$F(t) = \sum_{n=0}^{\infty} R^n [s(t - n\tau) - s(t - (n + 1)\tau)],$$

(2.6.12)

where $s(t)$ denotes again the low-pass filtered version of the control signal $s(t)$ according to (2.4.4). A Fourier transform of (2.6.12) yields similar to the derivation of (2.6.3)

$$\hat{F}(\omega) = \sum_{n=0}^{\infty} R^n e^{-i\omega \tau} (1 - e^{-i\omega \tau}) \hat{s}(\omega)$$

(2.6.13a)

$$= \frac{1 - e^{-i\omega \tau}}{1 - Re^{-i\omega \tau}} \hat{s}(\omega).$$

(2.6.13b)

Using the notation of transfer functions, the last equation can be rewritten using (2.6.11)

$$\hat{F}(\omega) = T_1(\omega) \hat{s}(\omega)$$

(2.6.14a)

$$= T_1(\omega) T_2(\omega) \hat{s}(\omega)$$

(2.6.14b)

$$= T(\omega) \hat{s}(\omega),$$

(2.6.14c)
where the combined transfer function $T(x)$ is given by

$$T(x) = \frac{1}{C_0} e^{ixs} \left( 1 + i \frac{x}{\alpha} \right).$$

Note that the combined transfer function $T(x)$ is the product of the single functions for the extended time-delayed feedback $T_1(x)$ and the low-pass filter $T_2(x)$.

The absolute value of $|T(\omega)|$ is displayed in Fig. 2.4 for different memory parameters $R = 0, 0.3, 0.6, \text{and } 0.9$, respectively. The cutoff frequency is fixed at $\alpha \tau = 1$.

![Fig. 2.4](image-url) Absolute value of the transfer function of the extended time-delayed feedback method combined with low-pass filtering according to (2.6.15). The black (solid), red (dashed), green (dotted), and blue (dash-dotted) curves correspond to different memory parameters $R = 0, 0.3, 0.6, \text{and } 0.9$, respectively. The cutoff frequency is fixed at $\alpha \tau = 1$.

In the context of time-delayed feedback applied to the nonlinear electron transport in semiconductor devices like a superlattice [29, 101, 102], additional low-pass filtering has been successfully used to suppress chaotic current oscillations and to stabilize a periodic orbit [13, 48, 49]. This is not possible without the filter, because the unfiltered feedback scheme includes unwanted high frequencies which arise from well-to-well hopping of the electrons. As a consequence, the control scheme can stabilize the unwanted frequencies instead of the frequency of the target orbit. A low-pass filter given by (2.4.4) and (2.6.11) with an appropriate cutoff frequency eliminates these frequency components in the control signal.

Similar to a low-pass filter it is also possible to suppress low frequencies, which can be realized by a high-pass filter, or include only an intermediate range of frequencies to enter the control force. The latter can be implemented by a bandpass
The transfer function \( T_3(x) \) is this device is given by a frequency shift \( x_0 \) added to the low-pass filter \( T_2(x) \). This yields

\[
T_3(x) = \frac{1}{1 + i \frac{x - x_0}{\alpha}} \quad \text{(2.6.16)}
\]

and the bandpass filter signal becomes

\[
\tilde{s}(\omega) = T_3(\omega)\hat{s}(\omega). \quad \text{(2.6.17)}
\]

Note that vanishing \( \omega_0 \) recovers the low-pass filter. The equivalent differential equation reads

\[
\frac{d}{dt}\tilde{s}(t) = -\alpha \tilde{s}(t) + \alpha s(t) + i\omega_0 s(t). \quad \text{(2.6.18)}
\]

Compare with the equation for the low-pass filter given by (2.4.3).

Figure 2.5 depicts the absolute value of the transfer function of the bandpass filter \( |T_3(\omega)| \) for different values of \( \pi \tau = 0.25, 0.5, 0.75, \) and 1, respectively. The frequency shift is fixed at \( \omega_0\tau = \pi \). In analogy to the combination of low-pass filtering and time-delayed feedback, one could include a bandpass filter in the delay line. In Fourier space, this leads again the product of the respective transfer functions.

The extension of bandpass filtering in the control loop has been used to investigate a Hopf bifurcation in an experiment with a nonlinear electronic circuit including band-limited feedback [33, 100]. A bandpass filter has also a large relevance in optical systems. Filtered optical feedback has been used for both experimental and theoretical investigation of \( \text{cw} \) emission, frequency and relaxation oscillations in semiconductor lasers [64, 65, 67, 94, 97, 98]. These devices provide an interesting experimental system since they exhibit a rich bifurcation
scenario [93, 96, 103–106]. In this context, the complex electric field can be chosen as control signal \( s \) which is altered by the filter [58].

### 2.7 Intermediate Conclusion

In this chapter, I have introduced time-delayed feedback control. This feedback scheme generates a control signal from the difference \( s(t) - s(t - \tau) \) between the present and an earlier value of an appropriate system variable \( s \). It is noninvasive since the control forces vanish if the target state which could be, for instance, a periodic orbit or a steady state is reached. Due to this property, the unstable states themselves of the original system are not changed by the control, but only their neighborhood is adjusted such that neighboring trajectories converge to it, i.e., the control forces act only if the system deviates from the state to be stabilized. Involving no numerically expensive computations and applicable in experimental setups, time-delayed feedback control is capable of controlling systems with very fast dynamics still in real-time mode [30, 32, 35]. Moreover, detailed knowledge of the target state is not required.

In addition, I have discussed various modifications of the original control scheme such as multiple time-delayed feedback, control loop latency, filtering of the control signal, or nonlocal coupling with spatial delays. Furthermore, I have considered different realizations in terms of coupling functions which measure the system’s variables for construction of the control signal and which specify the application of the control force back to the system. Towards the end of this chapter, I applied the concept of transfer functions to the control scheme which added an additional perspective and opened connections with experimental realizations.

This chapter will serve as central node connecting all subsequent chapters where I will apply the time-delayed feedback method to a variety of different dynamic systems. The next chapter will be devoted to the control of steady states. I will also consider next to the original Pyragas scheme many of the above-mentioned modifications which are experimentally relevant. In Chaps. 4–6, I will then discuss other classes of dynamic systems such as periodic states, neutral delay-differential equations, and excitable systems.
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