Preface

This book is primarily a textbook for lecturers and graduate and undergraduate students. To this group the book offers a thorough introduction to evolutionary computing (EC), including the basics of all traditional variants (evolution strategies, evolutionary programming, genetic algorithms, and genetic programming); EC themes of general interest (such as algorithm parameter control, or constraint handling); a collection of particular EC techniques (e.g., niching, or coevolution); and an outlook to related areas (evolutionary art). This book is also meant for those who wish to apply EC to a particular problem or within a given application area. To this group the book is valuable because it presents EC as something to be used, rather than just being studied, and it contains an explicit treatment of guidelines for good experimentation. Last, but not least, this book contains information on the current state of the art in a wide range of subjects that are interesting to fellow researchers as quick reference on subjects outside of their own specialist field of evolutionary computing.

The motivation behind the book is education oriented. Both authors have many years of teaching experience, that is, have taught EC many times, not only within the context of a university, but also at EC-related summer schools for doctoral students, and at commercial courses for practitioners from business and industry. The lack of one good textbook that covers all necessary aspects of EC, contains the factual knowledge but also paying attention to the skills needed to use this technology has been repeatedly experienced. This resulted in a joint effort to fill this gap and produce the textbook both authors felt was missing. The educative role of the book is emphasised by the following features:

1. There are example applications in each chapter, except the chapter on theory.
2. Each chapter closes with exercises and a list of recommended further reading.
3. The book has a supporting a Web site with identical copies at:
4. On this Web site we outline a full academic course based on this material.
5. There are slides to each chapter on the Web in PowerPoint and in PDF format. These slides can be freely downloaded and used to teach the material covered in the book.
6. All illustrations used on the slides are available separately from the Web as source (editable), PostScript, and JPG files. These enable readers to use and reuse them and to create their own versions for their own slides.
7. Furthermore, the Web site offers more exercises, answers to the exercises, downloadables for easy experimentation, errata, and a discussion group.

Writing this book would not have been possible without the support of many. In the first place, we wish to express our gratitude to Daphne and Cally for their patience, understanding, and tolerance. Without their support this book could not have been written. Furthermore, we acknowledge the help of our colleagues within EvoNet and the EC community. We are especially grateful to Larry Bull, Maarten Keijzer, Nat Krasnogor, Ben Paechter, Günter Raidl, Rob Smith, and Dirk Thierens for their comments on earlier versions of this book. The people in our departments also deserve a word of thanks for their support. Finally, Gus Eiben wishes to thank András Lörincz and the ELTE University in Budapest for providing the facilities needed to finalise the camera ready copy during his stay in Hungary.

We wish everybody a pleasant and fruitful time reading and using this book.

Amsterdam, Bristol, Budapest, July 2003

Gusz Eiben and Jim Smith
Introduction

1.1 Aims of this Chapter

This chapter provides the reader with the basics for studying evolutionary computing (EC) through this book. We give a brief history of the field of evolutionary computing, and an introduction to some of the biological processes that have served as inspiration and that have provided a rich source of ideas and metaphors to researchers. We pay a great deal of attention to motivations for working with and studying evolutionary computing methods. We suggest a division of the sorts of problems that one might wish to tackle with sophisticated search methods into three main classes, and give an example of where EC was successfully applied in each of these.

1.2 The Main Evolutionary Computing Metaphor

Evolutionary computing is a research area within computer science. As the name suggests, it is a special flavour of computing, which draws inspiration from the process of natural evolution. That some computer scientists have chosen natural evolution as a source of inspiration is not surprising, for the power of evolution in nature is evident in the diverse species that make up our world, with each tailored to survive well in its own niche. The fundamental metaphor of evolutionary computing relates this powerful natural evolution to a particular style of problem solving – that of trial-and-error.

Descriptions of relevant fragments of evolutionary theory and genetics are given later on. For the time being let us consider natural evolution simply as follows. A given environment is filled with a population of individuals that strive for survival and reproduction. The fitness of these individuals – determined by the environment – relates to how well they succeed in achieving their goals, i.e., it represents their chances of survival and multiplying. In the context of a stochastic trial-and-error (also known as generate-and-test) style problem solving process, we have a collection of candidate solutions. Their
quality (that is, how well they solve the problem) determines the chance that they will be kept and used as seeds for constructing further candidate solutions (Table 1.1).

<table>
<thead>
<tr>
<th>Environment</th>
<th>Problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual</td>
<td>Candidate solution</td>
</tr>
<tr>
<td>Fitness</td>
<td>Quality</td>
</tr>
</tbody>
</table>

Table 1.1. The basic evolutionary computing metaphor linking natural evolution to problem solving

1.3 Brief History

Surprisingly enough, this idea of applying Darwinian principles to automated problem solving dates back to the forties, long before the breakthrough of computers [146]. As early as 1948, Turing proposed “genetical or evolutionary search”, and by 1962 Bremermann had actually executed computer experiments on “optimization through evolution and recombination”. During the 1960s three different implementations of the basic idea were developed in different places. In the USA, Fogel, Owens, and Walsh introduced evolutionary programming [155, 156], while Holland called his method a genetic algorithm [98, 202, 204]. Meanwhile, in Germany, Rechenberg and Schwefel invented evolution strategies [317, 342]. For about 15 years these areas developed separately; but since the early 1990s they have been viewed as different representatives (“dialects”) of one technology that has come to be known as evolutionary computing [22, 27, 28, 120, 271]. In the early 1990s a fourth stream following the general ideas emerged, genetic programming, championed by Koza [38, 229, 230]. The contemporary terminology denotes the whole field by evolutionary computing, the algorithms involved are termed evolutionary algorithms, and it considers evolutionary programming, evolution strategies, genetic algorithms, and genetic programming as subareas belonging to the corresponding algorithm variants.

The development of scientific forums devoted to EC gives an indication of the field’s past and present. The first international conference specialising in the subject was the International Conference on Genetic Algorithms (ICGA), first held in 1985 [180] and repeated every second year until 1997 [182, 333, 43, 158, 137, 23].\(^1\) In 1999 it merged with the Annual Conference on Genetic Programming [235, 234, 232] to become the annual Genetic and Evolutionary

\(^1\) Please note that these and the other conferences are ordered historically rather than alphabetically by editor.
1.4 The Inspiration from Biology

1.4.1 Darwinian Evolution

Darwin’s theory of evolution [86] offers an explanation of the biological diversity and its underlying mechanisms. In what is sometimes called the macroscopic view of evolution, natural selection plays a central role. Given an environment that can host only a limited number of individuals, and the basic instinct of individuals to reproduce, selection becomes inevitable if the population size is not to grow exponentially. Natural selection favours those individuals that compete for the given resources most effectively, in other words, those that are adapted or fit to the environmental conditions best. This phenomenon is also known as survival of the fittest. Competition-based selection is one of the two cornerstones of evolutionary progress. The other primary force identified by Darwin results from phenotypic variations among members of the population. Phenotypic traits (see also Sect. 1.4.2) are those behavioural and physical features of an individual that directly affect its response to the environment (including other individuals), thus determining its fitness. Each individual represents a unique combination of phenotypic
traits that is evaluated by the environment. If it evaluates favourably, then it is propagated via the individual’s offspring, otherwise it is discarded by dying without offspring. Darwin’s insight was that small, random variations – mutations – in phenotypic traits occur during reproduction from generation to generation. Through these variations, new combinations of traits occur and get evaluated. The best ones survive and reproduce, and so evolution progresses. To summarise this basic model, a population consists of a number of individuals. These individuals are the “units of selection”, that is to say that their reproductive success depends on how well they are adapted to their environment relative to the rest of the population. As the more successful individuals reproduce, occasional mutations give rise to new individuals to be tested. Thus, as time passes, there is a change in the constitution of the population, i.e., the population is the “unit of evolution”.

This process is well captured by the intuitive metaphor of an adaptive landscape or adaptive surface [431]. On this landscape the height dimension belongs to fitness: high altitude stands for high fitness. The other two (or more, in the general case) dimensions correspond to biological traits as shown in Fig. 1.1. The $x - y$-plane holds all possible trait combinations, the $z$-values show their fitnesses. Hence, each peak represents a range of successful trait combinations, while troughs belong to less fit combinations. A given population can be plotted as a set of points on this landscape, where each dot is one individual realizing a possible trait combination. Evolution is then the process of gradual advances of the population to high-altitude areas, powered by variation and natural selection. Our familiarity with the physical landscape on which we exist naturally leads us to the concept of multimodal problems.

**Fig. 1.1.** Illustration of Wright’s adaptive landscape with two traits
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These are problems in which there are a number of points that are better than all their neighbouring solutions. We call each of these points a **local optimum** and denote the highest of these as the **global optimum**. A problem in which there is only one point that is fitter than all of its neighbours is known as **unimodal**.

The link with an optimisation process is as straightforward as misleading, because evolution is not a unidirectional uphill process [99]. Because the population has a finite size, and random choices are made in the selection and variation operators, it is common to observe the phenomenon of **genetic drift**, whereby highly fit individuals may be lost from the population, or the population may suffer from a loss of variety concerning some traits. One of the effects of this is that populations can “melt down” the hill, and enter low-fitness valleys. The combined global effects of drift and selection enable populations to move uphill as well as downhill, and of course there is no guarantee that the population will climb back up the same hill. Escaping from locally optimal regions is hereby possible, and according to Wright’s “shifting balance” theory the maximum of a fixed landscape can be reached.

1.4.2 Genetics

The microscopic view of natural evolution is offered by the discipline of molecular genetics. It sheds light on the processes below the level of visible phenotypic features, in particular relating to heredity. The fundamental observation from genetics is that each individual is a dual entity: its phenotypic properties (outside) are represented at a low genotypic level (inside). In other words, an individual’s **genotype** encodes its **phenotype**. **Genes** are the functional units of inheritance encoding phenotypic characteristics. In natural systems this encoding is not one-to-one: one gene might affect more phenotypic traits (**pleitropy**) and in turn, one phenotypic trait can be determined by more than one gene (**polygeny**). Phenotypic variations are always caused by genotypic variations, which in turn are the consequences of mutations of genes or recombination of genes by sexual reproduction.

Another way to think of this is that the genotype contains all the information necessary to build the particular phenotype. The term **genome** stands for the complete genetic information of a living being containing its total building plan. This genetic material, that is, all genes of an organism, is arranged in several chromosomes; there are 46 in humans. Higher life forms (many plants and animals) contain a double complement of chromosomes in most of their cells, and such cells – and the host organisms – are called **diploid**. Thus the chromosomes in human diploid cells are arranged into 23 pairs. **Gametes** (i.e., sperm and egg cells) contain only one single complement of chromosomes and are called **haploid**. The combination of paternal and maternal features in the offspring of diploid organisms is a consequence of fertilisation by a fusion of such gametes: the haploid sperm cell merges with the haploid egg cell and forms a diploid cell, the zygote. In the zygote, each chromosome pair is formed
by a paternal and a maternal half. The new organism develops from this zygote by the process named **ontogenesis**, which does not change the genetic information of the cells. Consequently, all body cells of a diploid organism contain the same genetic information as the zygote it originates from.

In evolutionary computing, the combination of features from two individuals in offspring is often called crossover. It is important to note that this is not analogous to the working of diploid organisms, where **crossing-over** is not a process during mating and fertilisation, but rather happens during the formation of gametes, a process called meiosis.

**Meiosis** is a special type of cell division that ensures that gametes contain only one copy of each chromosome. As said above, a diploid body cell contains chromosome pairs, where one half of the pair is identical to the paternal chromosome from the sperm cell, and the other half is identical to the maternal chromosome from the egg cell. During meiosis a chromosome pair first aligns physically, that is, the copies of the paternal and maternal chromosomes, which form the pair, move together and stick to each other at a special position (the centromere, not indicated, see Fig. 1.2, left). In the second step the chromosomes double so that four strands (called chromatids) are aligned (Fig. 1.2, middle). The actual crossing-over takes place between the two inner strands that break at a random point and exchange parts (Fig. 1.2, right). The result is four different copies of the chromosome in question, of which two are identical to the original parental chromosomes, and two are new recombinations of paternal and maternal material. This provides enough genetic material to form four haploid gametes, which is done via a random arrangement of one copy of each chromosome. Thus in the newly created gametes the genome is composed of chromosomes that are either identical to one of the parent chromosomes, or recombinants. It is clear that the resulting four haploid gametes are usually different from both original parent genomes, facilitating genotypic variation in offspring.

In the late 19th century Mendel first investigated and understood heredity in diploid organisms. Modern genetics has added many details to his early picture, but today we are still very far from understanding the whole genetic process. What we do know is that all life on Earth is based on DNA – the famous double helix of nucleotides encoding the whole organism be it a plant, animal, or *Homo Sapiens*. Triplets of nucleotides form so-called codons, each of
which codes for a specific amino acid. The genetic code (the translation table from the $4^3 = 64$ possible codons to the 20 amino acids from which proteins are created) is universal, that is, it is the same for all life on Earth. This fact is generally acknowledged as strong evidence that the whole biosphere has the same origin. Genes are larger structures on the DNA, containing many codons, carrying the code of proteins. The path from DNA to protein consists of two main components. In the first step, called transcription, information from the DNA is written to RNA; the step from RNA to protein is called translation (Fig. 1.3).

![DNA transcription RNA translation Protein](image)

**Fig. 1.3.** The pathway from DNA to protein via transcription and translation

It is one of the principal dogmas of molecular genetics that this information flow is only one-way. Speaking in terms of genotypes and phenotypes, this means that phenotypic features cannot influence genotypic information. This refutes earlier theories (for instance, that of Lamarck), which asserted that features acquired during an individual’s lifetime could be passed on to its offspring via inheritance. A consequence of this view is that changes in the genetic material of a population can only arise from random variations and natural selection and definitely not from individual learning. It is important to understand that all variations (mutation and recombination) happen at the genotypic level, while selection is based on actual performance in a given environment, that is, at the phenotypic level.

### 1.5 Evolutionary Computing: Why?

Developing automated problem solvers (that is, algorithms) is one of the central themes of mathematics and computer science. Similarly to engineering, where looking at Nature’s solutions has always been a source of inspiration, copying “natural problem solvers” is a stream within these disciplines. When looking for the most powerful natural problem solver, there are two rather straightforward candidates:

- The human brain (that created “the wheel, New York, wars and so on” [4][chapter 23])
- The evolutionary process (that created the human brain)

Trying to design problem solvers based on the first answer leads to the field of neurocomputing. The second answer forms a basis for evolutionary computing.
Another motivation can be identified from a technical perspective. Computerisation in the second half of the twentieth century has created a rapidly growing demand for problem-solving automation. The growth rate of the research and development capacity has not kept pace with these needs. Hence, the time available for thorough problem analysis and tailored algorithm design has been, and still is, decreasing. A parallel trend has been the increase in the complexity of problems to be solved. These two trends, and the constraint of limited capacity, imply an urgent need for robust algorithms with satisfactory performance. That is, there is a need for algorithms that are applicable to a wide range of problems, do not need much tailoring for specific problems, and deliver good (not necessarily optimal) solutions within acceptable time. Evolutionary algorithms do all this, and provide therefore an answer to the challenge of deploying automated solution methods for more and more problems, which are more and more complex, in less and less time.

A third motivation is one that can be found behind every science: human curiosity. Evolutionary processes are the subjects of scientific studies where the main objective is to understand how evolution works. From this perspective, evolutionary computing represents the possibility of performing experiments differently from traditional biology. Evolutionary processes can be simulated in a computer, where millions of generations can be executed in a matter of hours or days and repeated under various circumstances. These possibilities go far beyond studies based on excavations and fossils, or those possible in vivo. Naturally, the interpretation of such simulation experiments must be done very carefully. First, because we do not know whether the computer models represent the biological reality with sufficient fidelity. Second, it is unclear whether conclusions drawn in a digital medium, in silico, can be transferred to the carbon-based biological medium. These caveats and the lack of mutual awareness between biologists and computer scientists are probably the reason why there are few computer experimental studies about fundamental issues of biological evolution. Nevertheless, there is a strong tradition within evolutionary computing to “play around” with evolution for the sake of understanding how it works. Application issues do not play a role here, at least not in the short term. But of course, learning more about evolutionary algorithms in general can help in designing better algorithms later.

In the following we illustrate the power of the evolutionary approach to automated problem solving by a number of application examples from various areas. To position these and other applications, let us sketch a systems analysis perspective to problems. From this perspective we identify three main components of a working system: inputs, outputs, and the internal model connecting these two. Knowing the model means knowing how the system works. In this case it is possible to compute the systems response—the output—to any given input. Based on this view we can simply distinguish three types of problems, depending on which of the three system components is unknown.
• In an optimisation problem the model is known, together with the desired output, (or a description of the desired output) and the task is to find the input(s) leading to this output (Fig. 1.4). An example is the travelling salesman problem (in which we have to find the shortest tour around a number of cities), where we have a formula (the model) that for each given tour (the inputs) will compute the length of the tour (the output). The desired output property is optimality, that is, minimal length, and we are looking for inputs realising this.

![Fig. 1.4. Optimisation problems](image)

• In a modelling or system identification problem, corresponding sets of inputs and outputs are known, and a model of the system is sought that delivers the correct output for each known input (Fig. 1.5). Let us take the stock exchange as an example, where the Dow-Jones index is seen as output, and some economic and societal indices (e.g., the unemployment rate, gold price, euro-dollar exchange rate, etc.) form the input. The task is now to find a formula that links the known inputs to the known outputs, thereby representing a model of this economic system. If one can find a correct model for the known data (from the past) and if we have good reasons to believe that the relationships enclosed in this model remain true, then we have a prediction tool for the value of the Dow-Jones index given new data.

![Fig. 1.5. Modelling or system identification problems](image)

• In a simulation problem we know the system model and some inputs, and need to compute the outputs corresponding to these inputs (Fig. 1.6). As an example, think of an electronic circuit for signal filtering, say a filter cutting low frequencies. Our model is a complex system of formulas (equations and inequalities) describing the working of the circuit. For any given input signal this model can compute the output signal. Using this model (for instance, to compare two circuit designs) is much cheaper than building the circuit and measuring its properties in the physical world.
A good example of a challenging optimisation task that has successfully been carried out by evolutionary algorithms is the timetabling of university classes [70, 296]. Typically, some 2000–5000 events take place during a university week, and these must each be given a day, time, and room. The first optimisation task is to reduce the number of clashes, for example, a student needing to be in two places at once, or a room being used for two lectures at the same time. Producing feasible timetables (those with no clashes) is not an insignificant task, since the vast majority of the space of all timetables is filled with infeasible solutions. In addition to producing feasible timetables, we also want to produce timetables that are optimised as far as the users are concerned. This optimisation task involves considering a large number of objectives that compete with each other. For example, students may wish to have no more than two classes in a row, while their lecturers may be more concerned with having whole days free for conducting research. Meanwhile, the main goal of the university management might be to make room utilisation more efficient, or to cut down the amount of movement around or between the buildings.

EC applications in industrial design optimisation can be illustrated with the case of a satellite dish holderboom. This ladder-like construction connects the satellite’s body with the dish needed for communication. It is essential that this boom is stable, in particular vibration resistant, as there is no air in space that would damp vibrations that could break the whole construction. Keane et al. [225] optimised this construction by an evolutionary algorithm. The resulting structure is by 20,000% (!) better than traditional shapes, but for humans it looks very strange: it exhibits no symmetry, and there is not any intuitive design logic visible (Fig. 1.7). The final design looks pretty much like a random drawing, and the crucial thing is this: it is a random drawing, drawn without intelligence, but evolving through a number of consecutive generations of improving solutions. This illustrates the power of evolution as a designer: it is not limited by conventions, aesthetic considerations, or ungrounded preferences for symmetry. On the contrary, it is purely driven by quality, and thereby it can come to solutions that lie outside of the scope of human thinking, with its implicit and unconscious limitations. It is worth mentioning that evolutionary design often goes hand-in-hand with reverse engineering. In particular, once a provably superior solution is evolved, it can be analysed and explained through the eyes of traditional engineering. This
1.5 Evolutionary Computing: Why?

Fig. 1.7. The initial, regular design of the 3D boom (left) and the final design found by a genetic algorithm (right)

can lead to generalisable knowledge, i.e., the formulation of new laws, theories, or design principles applicable to a variety of other problems of similar type.\(^2\)

Modelling tasks typically occur in data-rich environments. A frequently encountered situation is the presence of many examples of a certain event or phenomenon without a formal description. For instance, a bank may have one million client records (profiles) containing their socio-geographical data, financial overviews of their mortgages, loans, and insurances, details of their card usage, and so forth. Certainly, the bank also has information about client behaviour in terms of paying back loans, for instance. In this situation it is a reasonable assumption that the profile (facts and known data from the past) is related to behaviour (future events). In order to understand the repayment phenomenon, what is needed is a model relating the profile inputs to the behavioural patterns (outputs). Such a model would have predictive power, and thus would be very useful when deciding about new loan applicants. This situation forms a typical application context for the areas of machine learning and data mining. Evolutionary computing is a possible technology that could be used to solve such problems [160].

Another example of this type of modelling approach can be seen in [339], where Schulenberg and Ross use a learning classifier system to evolve sets of rules modelling the behaviour of stock market traders. As their inputs they used ten years of trading history, in the form of daily statistics such as volume of trade, current price, change in price over last few days, whether this price is a new high (or low), and so on for a given company’s stock. The evolved traders consisted of sets of condition-action rules. Each day the current stock market conditions were presented to the trader, triggering a rule that decided whether stock was bought or sold. Periodically a genetic algorithm

\(^2\) In case of the satellite dish boom, it is exactly the asymmetric character that works so well. Namely, vibrations are waves that traverse the boom along the rungs. If the rungs are of different lengths then these waves meet in a different phase and cancel each other. This small theory sounds trivial, but it took the asymmetric evolved solution to come to it.
is run on the set of (initially random) rules, so that well-performing ones are rewarded, and poorly performing ones are discarded. It was demonstrated that the system evolved trading agents that outperformed many well-known strategies, and varied according to the nature of the particular stock they were trading. Of particular interest, and benefit, compared to methods such as neural networks (which are also used for this kind of modelling problem in time-series forecasting), is the fact that the rule-base of the evolved traders are easily examinable, that is to say that the models that are evolved are particularly transparent to the user.

The simulation mode of using evolutionary computing can be applied to answer what-if questions in a context where the investigated subject matter is evolving, i.e., driven by variation and selection. Evolutionary economics is an established research area, roughly based on the perception that the game and the players in the socio–economical arena have much in common with the game of life. In common parlance, the survival of the fittest principle is also fundamental in the economic context. Evolving systems with a socio–economical interpretation can differ from biological ones in that the behavioural rules governing the individuals play a very strong role in the system. The term agent-based computational economy is often used to emphasise this aspect [395, 396]. Academic research into this direction is often based on a simple model called SugarScape world [135]. This features agent-like inhabitants in a grid space, and a commodity (the sugar) that can be consumed, owned, traded, and so on. by the inhabitants. There are many ways to set up system variants with an economical interpretation and conduct simulation experiments. For instance, Bäck et al. [32] investigate how artificially forced sugar redistribution (tax) and evolution interact under various circumstances. Clearly, the outcomes of such experiments must be done very carefully, avoiding ungrounded claims on transferability of results into a real socio–economic context.

Finally, we note that evolutionary computing experiments with a clear biological interpretation are also very interesting. Let us mention two approaches by way of illustration:

1. Trying existing biological features
2. Trying non-existing biological features

In the first approach, simulating a known natural phenomenon is a key issue. This may be motivated by an expectation that the natural trick will also work for algorithmic problem solving, or by simply willing to try whether the effects known in carbon would occur in silicon as well. Take incest as an example. A strong moral taboo against incest has existed for thousands of years, and for the last century or two there is also a scientific insight supporting this: incest leads to degeneration of the population. The results in [139] show that computer-simulated evolution also benefits from incest prevention. This confirms that the negative effects of incest are inherent for evolutionary processes, independently from the medium in which they take place. The other
approach to simulations with a biological flavour is the opposite of this: it implements a feature that does not exist in biology, but can be implemented in a computer. As an illustration, let us take multiparent reproduction, where more than two parents are required for mating, and offspring inherit genetic material from each of them. Eiben et al. [111] have experimented a great deal with such mechanisms showing the beneficial effects under many different circumstances.

To summarise this necessarily brief introduction, evolutionary computing is a branch of computer science dedicated to the study of a class of algorithms that are broadly based on the Darwinian principles of natural selection, and draw inspiration from molecular genetics. Over the history of the world, many species have arisen and evolved to suit different environments, all using the same biological machinery. In the same way, if we provide an evolutionary algorithm with a new environment we hope to see adaptation of the initial population in a way that better suits the environment. Typically (but not always) this environment will take the form of a problem to be solved, with feedback to the individuals representing how well the solutions they represent solve the problem, and we have provided some examples of this. However, as we have indicated, the search for optimal solutions to some problem is not the only use of evolutionary algorithms; their nature as flexible adaptive systems gives rise to applications varying from economic modelling and simulation to the study of diverse biological processes during adaptation.

1.6 Exercises

1. Find out when hominids are first thought to have appeared, and estimate how many generations it has taken for you to evolve.

2. Find out the biological definition of evolution and give at least one example of how the term is frequently used in non-biological settings.

1.7 Recommended Reading for this Chapter

   The world-famous book introducing the theory of evolution, based on Darwin’s observations from his trip in the Beagle.

   A “pop-science” classic, promoting “neo-Darwinism” as a synthesis of evolution with modern genetics. Its very “gene-centric” view of evolution, has been questioned by some.
A good, readable introduction to the biological basics of reproduction in haploid and diploid organisms.

The paper introducing the idea of the adaptive landscapes.

Fascinating collection of early works in the field, interesting not just for historical insight.

Offers a different perspective on the processes that lead to the origins of life.
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