Foreword

The evolution of the Internet has led us to the new era of the information infrastructure. As the information systems operating on the Internet are getting larger and more complicated, it is clear that the traditional approaches based on centralized mechanisms are no longer meaningful. One typical example can be found in the recent growing interest in a P2P (peer-to-peer) computing paradigm. It is quite different from the Web-based client-server systems, which adopt essentially centralized management mechanisms. The P2P computing environment has the potential to overcome bottlenecks in Web computing paradigm, but it introduces another difficulty, a scalability problem in terms of information found, if we use a brute-force flooding mechanism.

As such, conventional information systems have been designed in a centralized fashion. As the Internet is deployed on a world scale, however, the information systems have been growing, and it becomes more and more difficult to ensure fault-free operation. This has long been a fundamental research topic in the field. A complex information system is becoming more than we can manage. For these reasons, there has recently been a significant increase in interest in biologically inspired approaches to designing future information systems that can be managed efficiently and correctly.

Essential for tackling the scalability problem is the introduction of modularity into the system. This requires defining the global goal, designing the activity of the local small entities, defining the interactions among the entities, and achieving the emergence of robust global behavior. The global goal is not the sum of the local goals, but more than that. Inspiration from biology, such as the concept of stigmergy (i.e., indirect communication via modifications of the environment), is particularly useful in the design of information systems that can adapt to unexpected environmental changes without preprogrammed system behavior. The development of biologically inspired information systems is steadily advancing, but it does not yet solve the above problems.

This book addresses how biological inspiration can help solving problems like this one, as well as many others in various domains in information technology. It presents the current state of the art of the field, and covers various important aspects of biologically inspired information systems.

Chapter 1 contains several papers related to the advancement of our understanding of biological systems for evolving information systems. Signorini et al. propose a case study where a familiar but very complex and intrinsically woven biocomputing system –the blood clotting cascade– is specified using a method from software design known as object-oriented design (OOD). Then, Shimizu et al. present an analysis of responses of complex bionetworks to changes in environmental conditions. Kashiwagi et al. discuss experimental molecular evolution showing flexibility of fitness, leading to coexistence and diversification in the biological system. Next, Mayer et al. introduce a method for adapting the recurrent layer dynamics of an echo-state network (ESN) without attempting to train the weights directly. They show that self-prediction may improve the performance of an ESN when performing signal mappings in the presence of additive noise. Also, Wang et al. describe a nonlinear
model for the rate of gene transcription, by employing a genetic algorithm to evolve the structure of a Bayesian network. Their methodology features a reconstruction resolution that is limited by data noise. Lastly, Johansson et al. first review the structure of the cerebral cortex to find out its number of neurons and synapses and its modular structure. The organization of these neurons is then studied and mapped onto the framework of an artificial neural network (ANN), showing that it is possible to simulate the mouse cortex today on a cluster computer, but not in real time.

In Chap. 2, Zhou et al. present an emotion-based hierarchical reinforcement learning (HRL) algorithm for environments with multiple sources of reward. The architecture of the algorithm is inspired by the neurobiology of the brain and particularly by those areas responsible for emotions, decision making and behavior execution, namely the amygdala, the orbito-frontal cortex and the basal ganglia, respectively. Then, Bouchard et al. present two ways in which dynamic self-assembly can be used to perform computation, via stochastic protein networks and self-assembling software. They describe their protein-emulating agent-based simulation infrastructure, which is used for both types of computations, and the few agent properties sufficient for dynamic self-assembly. Next, Yoshimoto et al. design a system to support the dynamic formation of human relationships between strangers in networked virtual space. The system attempts to locate the most suitable virtual space for the content of their conversation. Graves et al. apply long short-term memory (LSTM) recurrent neural networks (RNNs) to more realistic problems, such as the recognition of spoken digits. Without any modification of the underlying algorithm, they achieve results comparable to state-of-the-art hidden Markov model (HMM)-based recognizers on both the TIDIGITS and TI46 speech corpora. Then, Sharlin et al. discuss tangible user interfaces (TUIs) and their potential impact on cognitive assessment and cognitive training, and present Cognitive Cubes as an applied test bed. Lee et al. discuss the principle of the artificial immune system and propose a virus detection system that can detect unknown viruses. Yu et al. discover that a model based on lateral disinhibition in biological retinas allows us to explain subtle brightness-contrast illusions. Finally, Choe et al. investigate how artificial or natural agents can autonomously gain understanding of their own internal (sensory) state, and, in the context of a simple biologically motivated sensorimotor agent, they propose a new learning criterion based on the maintenance of sensory invariance.

In Chap. 3, Rubin et al. describe the response properties of a compact low-power analog circuit that implements a model of a leaky integrate-and-fire neuron, with spike-frequency adaptation, refractory period and voltage-threshold-modulation properties. Next, based on the nine construction rules of the so-called Tom Thumb algorithm, Mange et al. show that cellular division leads to a novel self-replicating loop endowed with universal construction and computation. Another self-property is presented by Petraglio et al., who describe an approach to the implementation on an electronic substrate of a process analogous to the cellular division of biological organisms. Finally, Upegui et al. present a functional model of a spiking neuron, where some features of biological spiking neurons are abstracted, while preserving the functionality of the network, in order to define an architecture with low implementation cost in field programmable gate arrays (FPGAs).

In Chap. 4, first, Kondo et al. introduce an adaptive state recruitment strategy that enables a learning robot to rearrange its state space conveniently according to the task
complexity and the progress of the learning. Next, Joshi et al. use simple linear readouts from generic neural microcircuit models for learning to generate and control the basic movements of robots. Then, Labella et al. show that a simple adaptation mechanism, inspired by ants' behavior and based only on information locally available to each robot, is effective in increasing the group efficiency. The same adaptation mechanism is also responsible for self-organized task allocation in the group. Finally, Vardy et al. present a detailed account of the processing that occurs within a biologically inspired model for visual homing. They also describe a cellular vision matrix that implements CGSM and illustrate how this matrix obeys cellular vision.

Chapter 5 contains the papers related to distributed/parallel processing systems. Tsuchiya et al. develop an adaptive mechanism with the aim of enhancing the resiliency of epidemic algorithms to perturbations, such as node failures. It dynamically adjusts the fan-out, the number of receiver partners each node selects, to changes in the environment. Gruau et al. present an implementation of the blob object using the “programmable matter” platform of cellular automaton simulation. Then they describe an implementation of blob division, the machine implementation of computer node duplication. Buchli et al. propose a distributed central pattern generator model for robotics applications based on phase-sensitivity analysis. Finally, Izumi et al. consider an ant-based approach to the agent traversal problem, and propose a novel lightweight implementation of the ant system where the unnecessary traffic of the network is reduced.

Chapter 6 treats networking-related issues. Dicke et al. look at the ability of an ant colony optimization algorithm to evolve new architectures for storage area networks, in contrast to the traditional algorithmic techniques for automatically determining fabric requirements, network topologies, and flow routes. Then, Sasabe et al. propose a new algorithm that considers the balance between supply and demand for media streams, inspired by biological systems, in P2P (peer-to-peer) networks. Le Boudec et al. investigate the use of an artificial immune system (AIS) to detect node misbehavior in a mobile ad hoc network using DSR (dynamic source routing), which is inspired by the natural immune system of vertebrates. Another network control method inspired by biology is presented by Wakamiya et al. where they adopt a pulse-coupled oscillator model based on biological mutual synchronization such as that used by flashing fireflies for realizing scalable and robust data fusion in sensor networks.

Chapter 7 is devoted to the application of bio-inspired approaches to image processing. Seiffert et al. develop a new image compression method based on artificial neural networks (ANN), and apply it to biomedical high-throughput screening (HTS). Next, Avello et al. develop naive algorithms for key-phrase extraction and text summarization from a single document, which is inspired by the protein biosynthesis process. The last paper of this section is by Lee et al., who propose a biologically motivated trainable selective attention model based on an adaptive resonance theory network that can inhibit an unwanted salient area and only focus on an interesting area in a static natural scene.

Chapter 8 contains several important topics. Oltean proposes an evolutionary approach for solving a problem for which random search is better than another standard evolutionary algorithm. Next, Kurihara analyzes a simple adaptive model of competition called the Minority Game, which is used in analyzing competitive
phenomena in markets, and suggests that the core elements responsible for forming self-organization are: (i) the rules place a good constraint on each agent's behavior, and (ii) there is a rule that leads to indirect coordination. Finally, Sorensen explores the genealogy of the contemporary biological influence on science, design and culture in general to determine the merits of the tendency and lessons to learn, and argues that biomimetics rests on bona fide scientific and technical grounds in the pursuit of dynamic IT, but also on other, more external factors.
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Preface

This state-of-the-art survey reports advancements of information technologies inspired by biological systems. It was comprehensively discussed for the first time during the 1st International Workshop on Biologically Inspired Approaches to Advanced Information Technology (Bio-ADIT 2004) held at EPFL, Switzerland, on January 29–30, 2004. This book continues the discussion of bio-inspired approaches for future information technologies, as perceived by the authors, including the achievements that were originated by the authors. To ensure the content quality, each paper was revised after the workshop took place, according to the helpful comments made by the reviewers, and fruitful discussions during the workshop.

Probably, mimicking biological systems should not be an aim per se for engineers, and one can see that many useful engineering developments have little to do with biology (the use of metals, wheels, or rockets come to mind). However, nature offers us a large array of fascinating phenomena such as replication, self-organization, self-repair, and adaptive behavior that are clearly of tremendous importance to current and future IT technologies. Actually, the contributions published in this book underline the international importance of this field of research; 37 contributions are contained from Australia, Austria, Belgium, Canada, France, Germany, Japan, Korea, Romania, Spain, Sweden, Switzerland, Taiwan, UK, and USA. It strongly indicates the importance of the field and the world-wide movement into this field.

The book consists of papers ranging from basic biological research to the application of biologically inspired algorithms and concepts to various aspects of information systems. The first chapter aims at providing a roadmap for the whole book and serves as a summary of the book's content. The book then moves to the analysis of biological systems for IT evolution. The following sections cover the application of biological inspiration to software, hardware, robotics, distributed/parallel processing, network, and image processing systems.

We wish to record our appreciation of the efforts of all the authors who helped to make this book happen, while we regret that it was not possible to include all the individual contributions. We are indebted to Daniel Mange and Shojiro Nishio, General Co-chairs, for managing the workshop. We would also like to again acknowledge the financial support from three sponsors for the original workshop: the Osaka University Forum, the Swiss Federal Institute of Technology, Lausanne, and the 21st Century Center of Excellence Program of the Ministry of Education, Culture, Sports, Science and Technology (MEXT) of Japan under the program title “Opening up New Information Technologies for Building a Networked Symbiosis Environment.”
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