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Abstract Human social skills are widely studied among very different disciplines. In this chapter, we review, discuss, and relate evidence concerning the process of valuing others’ perspectives, preferences, and behaviors from an economic, psychological, and neurobiological viewpoint. This process of valuing others (or other-regarding preferences) can be understood as weighing others’ preferences to adapt our own behavior and achieve adequate social interaction. We first review economic research related to decision-making in social contexts, with emphasis on how decision-making has integrated other-regarding preferences into the decision-making algorithm. By means of social and developmental psychology research, we then review how social skills develop from identification to understanding others. Finally, we discuss the neurobiological mechanisms underlying social skills and social decision-making, focusing on those systems that can participate in processes of valuing others preferences. As a conclusion, we highlight five points that we believe an interdisciplinary approach should take into account. We thus intend to generate a starting point for building a more extensive explicatory bridge among the different disciplines that study complex human social behavior.
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1 Introduction

We are an extremely social species; almost all of our behavior is related to other human beings. Currently, various disciplines deal with the problem of understanding human social behavior. However, few proposals that combine different approaches and findings have been elaborated. In this chapter, we discuss the evidence and research approaches from an array of disciplines related to the idea of how humans consider other preferences and behaviors during this decision-making process. We shall use the term “valuing others” to refer to the processes by which humans weigh the preferences and behaviors of others as to adapt or guide their behavior during social interactions. In the following pages, our endeavor will be to present and discuss the evidence from three research programs, namely, (1) economics research related to decision-making in social contexts, (2) social psychology research related to the development of mentalizing and perspective-taking skills, and (3) neuroscience research related to neuronal mechanisms underlying vicarious human behaviors.

The fundamental aim of this chapter is to show some of the current efforts to build an interdisciplinary understanding of social behavior instead of giving a global integrative approach. In order to build a fully interdisciplinary research programming between social science and neuroscience, the authors have established some basic bridges which are necessary to discuss and begin to build this understanding. Therefore, with the purpose of contributing to this global aim, we have structured this chapter in three sections. In the first one, we discuss how the approach from economics toward the social decision-making process has started to incorporate social preferences and how neuroscience approaches can contribute to improving the predictive ability of the behavioral model. In the second section, we review evidence from developmental psychology related to how human beings begin to understand and integrate the perspective of others into their own behavior and decisions. Finally, we discuss findings from social neuroscience and neuroeconomics related to the neurobiological mechanisms that underlie social decision-making, in order to suggest possible interdisciplinary approaches, and their possible pitfalls.

2 Behavioral Models of Human Conduct and the Black Box

In recent years, the emergence of subfields such as neuroeconomics and social neuroscience has driven the dialogue between behavioral economics and natural science. Especially, behavioral economics has relied on game theory an experimental paradigm for neuroscientists when studying complex social behavior inside the controlled settings of a laboratory. Likewise, to concurrently record or modulate brain activity—by means of techniques such as electroencephalography (EEG), functional magnetic resonance imaging (fMRI), and transcranial magnetic stimulation
(TMS) (see below)—could shed a light on the cognitive mechanisms that underlie the behavior of experimental subjects and their reactions against the behavior of their fellow partners.

When there is a confluence of disciplines, the potential gains of combining both perspectives might be hampered by language barriers (e.g., jargon that is discipline specific) and incongruities between the widespread research practices within each discipline (e.g., the importance that is given to generality in contrast with parsimony or to prediction over explanation). In this section, we suggest three perspectives that can lead to a fruitful interdisciplinary interaction from the perspective of economics. We focus on (1) the neurophysiological foundations of behavioral models of social preferences, (2) general guidelines for modeling social behavior and social cognition, and (3) specific instantiations of neurophysiological variables within those behavioral models.

### 2.1 Homo Behavioralis and the Influx of Ideas from Psychology and Other Disciplines

When scholars from disciplines such as psychology or anthropology began to question the plausibility of the prevalent model of human agency in economics, the reply came from one of his most renowned representatives. Milton Friedman wrote his famous *Essays in Positive Economics* (1951), which strongly influenced future generations of economist researchers [1]. There he claimed that “the only relevant test of the validity of a hypothesis is the comparison of its predictions with experience.” Furthermore, Friedman argued that even if assumptions appear false or implausible, their empirical weakness should be tolerated if they lead to accurate predictions. When Friedman adds this second statement, not only can one infer that he was oblivious to the advances of neuroscience but also that the aim of Friedman and his fellow custodians was to keep the black box closed and to keep the *homo economicus* locked inside [2].

It is not that the members of the congregation for the Doctrine of the Economic Faith denied the existence of other drivers of human behavior beyond self-interest—e.g., altruism. Nor did they believe we are perfect optimizers. Their stance relied on an argument of parsimony: the benefits of generalizing the utility function to account for possible anomalies and produce more accurate predictions would be negligible against the loss of parsimony and tractability of adding new parameters to the utility function. The overwhelming amount evidence from laboratory and field experiments showed that this view on the trade-off between prediction power and parsimony was not accurate. The effort to correct this mistake was assumed by a new breed of “behavioral” economists. Indeed, one can say that there is nothing new in this approach. They are just continuing the enterprise launched by Adam Smith himself, as a moral philosopher, in *The Theory of Moral Sentiments* (1759) [3].
The first task undertaken by the behavioral squad was to upgrade the utility function so that these “anomalies” could be captured within an augmented utility function. Around psychological constructs, such as loss aversion and reference dependence, Kahneman and Tversky developed prospect theory [4]. While Kahneman, Tversky, and their followers focused on decision under uncertainty, and later on issues such as intertemporal inconsistency [5, 6], a separate group of behavioral economists reacted to the strong evidence against the self-interest hypothesis provided by experimental studies. These studies showed that agents do cooperate in social dilemmas such as trust games [7–11], public good games [12–14], even when cooperating is against their (material) self-interest. And, within bargaining games such as the ultimatum game [15–17], agents are willing to incur in material costs to avoid unfair outcomes and sanction free riders in collective action problems [18].

Taking their insights from social psychology, sociology, and anthropology, a family of models was produced within behavioral economics. These models, referred to as models of social (or other-regarding) preferences, can be either outcome based, e.g., models of inequity aversion [19, 20], or intention based, e.g., models that capture norms of both positive and negative reciprocity [21–23]. Cooperation in trust games was initially understood as the result of positive reciprocity (intention-based social preferences). The trustee is willing to spend resources to reward trust placed in him. On the other hand, rejection on the ultimatum game was initially understood as the result of inequity aversion. However, later studies provided evidence for a more complex structure of moral response. Trustees in a trust game are also motivated by outcome-based preferences [8], and rejection in the ultimatum game also involves negative reciprocity [24]. Furthermore, current studies show that the research on social preferences can also be extracted by the research produced in other areas of behavioral economics. For instance, time inconsistency can also affect the nature of social preferences [25].

To the extent that neuroeconomic studies have provided neurophysiological mechanisms for experimental anomalies and, thus, biological foundations for social preferences models, neuroeconomists were welcomed as part of the new tribe of behavioral economists but were not so well received by old-school orthodox economists who were still concerned with keeping the black box closed even for the new model of human agency: the homo behavioralis and its representation in an augmented utility function. For instance, it has been argued that neuroscience could not transform economics because what goes on inside the brain is irrelevant to the discipline. As if nothing had changed since Friedman’s influential piece, they put forward the idea of a “mindless economics,” arguing that what matters are the decisions people make, not the process by which they reach them [25]. We will develop this idea in the opposite direction and claim that the major challenges posited by neuroeconomics precisely relate to our understanding of the neurocognitive processes that underlie social behavior and, furthermore, open the possibility to embed economics in the biological processes taking place in the brain.
2.2 Impact of Neurosciences on Modeling Individual and Social Behavior

In the same way that behavioral economics has used insights from psychology to develop more “realistic” models of individual decision-making, in which people often do things that are not in their best interests, the evidence coming from neurobiology presents an additional challenge to the standard economic assumptions. Thus, evidence from neuroeconomics indicates that decision-making is far from being a unitary process (a simple matter of integrated and coherent utility maximization), suggesting instead that it is driven by the interaction of multiple systems or processes [26]. This range from the more basic dual-process approach that has influenced our general comprehension of human cognition and behavior beyond Descartes’ error (fast/hot module and the slow/cold, automatic vs. controlled processes [26–28]) to more complex multiple system approaches toward social behavior and social decision-making [29–31]. Steinbeis et al. [32], for instance, show that behavioral inhibition—modulated by the neuroanatomical development of the cognitive control systems—plays a crucial role in the implementation of fair behavior in bargaining games.

2.3 Prediction Accuracy of Behavioral Models: Combining Psychological and Neurobiological Parameters

A specific aspect of the relevance of the neuroeconomic program refers to its capacity to inform behavioral models in such a way that prediction accuracy can be improved. This point is very important, because if we do not build a bridge between neuroscience and algorithmic social decision theory, it will be very difficult for this program to reach the academic community of economists. To discuss the issues that could emerge from this challenge, we consider a distributional problem in the spirit of Andreoni and Miller [33], in which an agent $i$ decides how to split an amount $m$ between himself and another agent $-i$ for different budget constraints. For every monetary unit agent $i$ sacrifices ($m - x_i$), his partner will receive $(m - x_i)/p$ monetary units. Thus, $p$ can be interpreted as the price of altruism and agent $i$’s choice can be represented as the consumer’s choice problem.

2.3.1 Neoclassical Model (Homo Economicus, Black Box)

$$\max_{x_i} \left\{ U_i(x_i) \right\} \text{s.t. } x_i + px_{-i} = m,$$

which yields to $x_i(m, p) = x_i^*$ with $x_i^* = m$ and $x_{-i}^* = 0$. 
In the case above, the only relevant argument of $U_i(\bullet)$ is his own material self-interest $x_i$. If, alternatively, we consider that agent $i$’s choice is also affected by the material welfare of his partner $-i$, we could represent his choice problem as follows.

2.3.2 Behavioral Model (Other-Regarding Preferences, Black Box)

$$\max_{x_i, x_{-i}} \left\{ U_i \left( x_i, x_{-i}, \theta_i \right) \right\} \text{s.t. } x_i + px_{-i} = m,$$

which yields to $x_i \left( m, p, \theta_i \right) = x_i^* \in \mathbb{R}_+^+$ with $x_i^* \left( m \right) = x_i^* > 0, x_{-i}^* > 0$

where $\theta_i$ is a parameter that represents the intensity of the moral dispositions of the agent that counterbalances his self-interest. Most models assume that $\theta_i$ is private. Now consider the possibility that $\theta_i$ can be estimated from the neurobiological activation $n_i$, $\hat{\theta}_i \left( n_i \right) = \theta_i + \epsilon_i$. If this is the case, the lower the measurement error, the greater will be the predictive gains of opening the black box. The registered neurobiological activation $n_i$ could give us information about $\theta_i$ through two channels: the individual’s idiosyncratic characteristics and the dimensions of the stimuli not captured by the model. For the sake of simplicity, we will assume that $n_i$ is simply a contextual modulator of $\theta_i$. Thus, the structure of choice could be represented as follows.

2.3.3 Neurobiological Model (Other-Regarding Preferences, Neurobiological State)

$$\max_{x_i, x_{-i}} \left\{ U_i \left( x_i, x_{-i}, \theta_i \mid n_i \right) \right\} \text{s.t. } x_i + px_{-i} = m,$$

which yields to $x_i \left( m, p, \theta_i \mid n_i \right) = x_i^* \left( m, p, \theta_i \mid n_i \right) = x_i^* > 0, x_{-i}^* > 0$

The improvement in prediction accuracy of a model that incorporates $n_i$ is an indicator of the incompleteness of the behavioral model. However, it is not only important to come up with a model that accurately predicts behavior in a particular context. Fehr and Camerer [34], among others, argue that prosocial behaviors occur in one-shot anonymous games as the result of a reflexive behavior that is highly adapted for repeated interactions where immediate prosocial behavior earns future benefits. Under this view, prosociality in one-shot games results from bounds on rationality in full response to changes in the economic structure. Alternatively, pro-

---

1 A simple functional specification of the agent’s social preferences could be expressed as $U_i \left( x_i, x_{-i}, \theta_i \right) = \left( 1 - \theta_i \right) x_i + \theta_i x_{-i} = \theta_i x_i - \theta_i x_{-i}$ where $\theta_i$ represents the weight agent $i$ attaches to his partner individual welfare. In some alternative functional specifications, both considerations to the efficiency and equity of the final distribution have been introduced (see [164]).
social behavior could reflect robust social preferences for treating others generously or reciprocally, and those preferences are similar to preferences for other kinds of primary and secondary rewards. Within this scheme, different arrangements of neurobiological activation $n^*_i \rightarrow n^i_1$ could lead to similar predictions in terms of cooperation that could indicate the motives underlying both cases. Such a case has been shown recently; see below [35]. Furthermore, these neural traits could provide crucial information to distinguish different types of individuals and, consequently, have more information about their behavior in the future or in different social contexts.

A crucial issue in this point is what are precisely these neurobiological traits and states and how these states weigh the parameters of self-interest and other-regarding preferences. Although neuroscientists are far from reaching consensus, there is accumulative evidence that can indicate some general structures of these traits and states. In the following section, we will review some critical evidence from developmental psychology and developmental neuroscience in order to give insight on how these neurobiological states mature and change during the ontogeny. Then, in the final section, we shall analyze how these neurobiological processes can be structured, with special focus on how the system weighs and values the regarding preferences of others.

3 Development of Social Preferences

One of the most relevant facts indicates that the neurobiological state has a decisive influence in the decision-making process is the human development. The maturity of different brain systems in different timelines generates several behavioral manifestations that are characteristic to a specific age [36, 37]. This is true not only during childhood and adolescence but also for older adults where pathological neuronal degeneration is expected [38, 39].

Regarding early human development research, one of the most intriguing human social phenomena is the ability to read the minds of others, known as “mentalization” or “theory of mind”. This ability has been described as one of the major landmarks in social development, because it enables children to handle more complex social interactions. Indeed, the ability to figure out and finally to attribute and understand the other person’s thoughts and feelings has been depicted as a distinctive human trait [40]. However, the mechanism by which this ability emerged has been the subject of drawn-out controversy [41–43]. The analysis of the development of human social functioning is a useful tool for understanding how social skills are structured. This analysis reveals that social ability development is not a unitary or an “all-or-nothing” type of outcome. Instead, it is an interactive specialization that entails both the association of an ability with a brain system and the specialization of this function in interaction with others [44]. In this context, one of the main drivers for this development is the necessity to anticipate and predict the behavior of others, which is crucial for both primate and human survival [45]. Certainly, the newborn ability to discriminate a relevant biological agent seems to be coordinated...
to, first, a guarantee that the partner is actually a living being and, second, that this living being is actually human. As human babies are born premature [43], their extreme dependency puts them at higher risk; hence, they must draw the interlocutor’s attention directly to them in order to modify the performance of others to get what he or she needs to survive. It seems possible that the later human ability to “read minds” arises from all those previous early stages of social development as a guarantee for survival since it constitutes a specialized expertise of social prediction. This section is organized in three overlapping stages of development, starting with the early capacity to identify biological/social agents and ending with the explicit manifestation of mentalization skills.

3.1 Identification of Social Agents in Newborns and Infants

The early stages of social development are the building blocks in which further social skills have grown. Certainly, the only way that a human infant can survive is if there is another being that can provide food, water, etc. Evidence in newborns showed that toddlers as young as only few days of age are able to discriminate different perceptual signs that indicate the existence of a social agent [46–48]. For example, they can identify points that emulate a coherent biological motion [48], face-like patterns [49], and direct versus averted gaze in faces [50, 51], and they can even imitate basic movements from another human being [52]. Indeed, from 2 months old, infants show a preference for looking at eyes rather than mouths or bodies [53]. This preference also describes a specialization process in 3-month-old toddlers, who prefer eyes only when they are accurately located in the upper part of the face configuration rather than placed in another location of the face [54]. All these findings are showing that there is an ontogenetic orientation toward the social agents, which seems to be in a growing process of behavioral and neural specialization. Indeed, comparative studies between preterm and full-term infants and among subjects of different ages [55–58] emphasize the role of the experience in the cerebral functions refinement [44]. From biological motion detection to imitation and face-like stimuli and direct gaze preference in newborns, human social development seems to be organized to detect, understand, and finally predict and manipulate the social agent [59].

EEG findings in infants and children are in accordance with this developmental perspective. The EEG technique is a noninvasive measurement of the brain activity through scalp electrodes widely used in neuroscience [60]. The evidence has shown that the electrical brain activity phase related to stimulus presentation, called event-related potentials (ERPs) [61], follows a developmental trajectory. An illustrative example is the N170, that is a negative deflection occurring at 170 ms after presentation of a human [60, 62–69], whose likely source is the ventral visual stream near the fusiform face area. In adults, the N170 evidenced a higher amplitude and latency for inverted human faces, while in infants it did not show any modulation by stimuli orientation. In 6-month-old infants, there is an “infant N170” (called P400 component)
characterized by higher amplitude in response to faces displaying direct gaze rather than an averted gaze [50], as well as to inverted faces only in the case of their mother [70], evidencing a specific selection process present in early life.

3.2 Being Able to Interact with Other Humans

It is important to note that these skills are present in a context of reciprocal interaction [71, 72]. While it is clear that infant behaviors like crying, screaming, gazing, and smiling are aimed to make the social partner answer their requirements, it is also clear that the partner cannot remain indifferent to those calls of attention. What actually happens when infants and their caregivers are coordinated or synchronized? It has been described that in mother-toddler relationships with infants from 3 to 6 months, the engagement periods came in a burst mode, with periods of asynchronous states [72]. Interestingly, these mismatch states are followed by repair sequences of the interactive errors by both the infant and the mother. These repair behaviors can have functionality in the interaction skills development. Indeed, the importance of stages as “reparation” contexts has been widely described in the attachment theory [71]. Precisely, these bonding-recovering stages emphasize the importance of the mutuality of the attachment between the caregiver and the infant which is crucial to underline [71, 73]. The higher social skills like mentalization abilities were the result of all these precursors or early stages of development, which are the building blocks in which further social skills are grown [59].

An important step in the development of the capacity to interact with other human beings is the joint attention (JA) skill. JA has been described as the capacity to share an interest with another person by alternating the gaze in order to coordinate the interest in an object with a social partner [74–80]. A key component of JA is the division and the alternation of the subject’s attention between the object and the partner [77, 81]. Several studies agree that JA emerges around the age of 9 months [74, 76, 77, 82], when children learn to use eye contact to derive information about another person’s goal-directed behavior [76]. Importantly, the ability to attend to an object jointly with another person has proved to be crucial for several capacities such as social synchronization, development of language [74, 76, 78, 79, 83, 84], and development of theory of mind [80]. The knowledge of the latter tends to be ambiguous to clarify if JA involves a level of “self-awareness” of the social agent [45]. Does the infant actually “know” the agent’s state of mind when is engaged in a JA interaction? There is a line of studies that defines JA as the situation in which two subjects are looking at the same object but without the awareness that the focus of attention is a common interest. The real capacity to realize that the focus of attention is a common element between the infant and the agent is what is called “shared attention” [45]. Accordingly, what is clearly a higher development of social knowledge is the mentalization ability, which is the capacity to understand and predict the behavior of other people and their knowledge, intentions, emotions, and beliefs [85, 86]. Furthermore, JA and shared attention would be intermediate
stages toward mentalization inasmuch as the theory of mind ability solely enables to notice and take into account the agent’s mental state. Interestingly, the neuroimaging evidence revealed that JA and mentalization might be related. Specifically, fMRI is a method that measures changes in the hemodynamic brain response associated with neural activity—specifically, the blood-oxygen-level-dependent (BOLD) signal [87]. There is broad consensus about the brain network that is recruited when adult subjects participate in mentalizing tasks (see next section below). Interestingly, the same network is involved when participants show JA behavior in adulthood and later childhood. During early childhood, the EEG evidence shows that responses to JA are associated with the Nc component. This ERP refers to a negative deflection that occurs around 300–850 ms after stimulus onset [56, 66, 77, 82], and it is associated with attentional reorientation. In children during the age when they can achieve the false-belief mentalization, this component did not seem to present any differences. However, two neuronal measures seem to mark the mentalization achievement. One of these is the presence of a specific oscillatory activity in the temporoparietal areas of the mentalization network (see next section) and the maturation on neural fiber that connects the frontal and temporoparietal regions [88]. Thus, specific neuronal development seems to be a marker for more complex social skills achievement.

### 3.3 Knowing the Others’ Mental States

What do infants know about the mental states of others? Do they actually try to modify the actions of others because they can infer what is in their minds? Premack and Woodruff [89] stated that the mentalization ability is a system of inference that enables us to attribute mental states both to oneself and to another—for instance, purposes, intentions, knowledge, belief, and thinking. Certainly, this system of inference is needed because such “mental states” are not directly observable, making it a “theory” of what are the others’ mental states (i.e., theory of mind). The explicit skill to identify other people’s false beliefs becomes evident not before 4 years of age [85, 90]. However, there is a line of research that describes how infants are able to do some kind of inferences about others’ feelings and thoughts [91–94]. That line of studies appeared as alternative experimental paradigms to overcome the language-dependent bias which standard/classic false-belief tasks [86] have. Hence, the infants’ difficulty both to inhibit their own knowledge about something that another person does not know and to think over different representations makes this task impossible to solve for children under 4 years old [95, 96]. Therefore, researchers use infants’ longer looking time as a measure of children’s anticipatory belief [94] or surprise as measure of a violation of the expectation paradigm [92, 93, 97] in nonverbal false-belief tasks. Thus, this line of research has shown that there is evidence of an “implicit” theory of mind [91]. However, there is another line of research that has been skeptical about this interpretation [41–43, 98, 99]. This evidence can be interpreted just as perceptual processes and competences
rather than high-level cognitive processes. Furthermore, high-level constructs that come from this experimental paradigm might be revealing the researcher’s over-interpretation instead of the ability for which it was created [43]. Indeed, the increase in looking times that these studies have shown might be revealing a visual perception process related with a new arrangement of the stimuli rather than an interpretation of the agent’s belief [99].

At this point of the controversy, it is important to consider that the implicit mentalization ability, the JA ability, the different levels of visual perspective taking (mentioned below), and the explicit theory of mind itself could be understood as stages of complexity inside the development process of the same capacity. The visual perspective taking (VPT) is the capacity to know that an object can be seen from a certain point of view and that someone else could not see it because there is a physical barrier [100]. Research of VPT should also be considered to understand the mentalization development as a dynamic building block process. These studies provide interesting evidence to consider the existence of an intermediate level of mentalization [59]. The first level of VPT [101, 102] can be understood as a previous step toward a well-consolidated theory of mind, because, around the age of 2, the child is only able to identify whether another person can see an object or not, but it says nothing about a genuine capacity to attribute the mental state of the agent. Nevertheless, this VPT level becomes more complex a couple of years after when it allows the child to identify the others’ references and perspectives [90, 98, 101, 102]. This higher VPT level, known as Level 2 VPT, allows the child to understand that objects can be seen in different ways, depending on the form of presentation and point of view [98, 101, 102]. There is evidence that correlates Level 2 VPT with the development of mentalization ability [101]. Although the first theories point out that the visual perspective taking is the basic process from which more complex (social) perspectives arise, recent evidence indicates an opposite ontological development [102]. Early infants can track others’ experiential backgrounds. In fact, several studies have found that infants take what others have witnessed into account when acting and responding toward them. In other words, the infants revert to the background constituted by past experiences and use it to understand an agent’s desires, goals, and intentions. This ability becomes evident before infants can solve complex visual perspective-taking tasks (Level 2) and even before they can solve explicit mentalizing problems, like the false-belief task [91]. This evidence indicates that the developmental processes that lead to the explicit mentalizing ability are related to the integration of others’ preferences into our behaviors. This skill, as an integrative process, becomes more complex through aging, incorporating more sources of information, such as memories, social knowledge, and visual skills, among others. Thus, the development of this skill serves as the basis for more complex explicit mentalizing or the theory of mind skill. Following the deconstruction of the mentalizing concept proposed elsewhere [103], the skill of valuing others can help us gather not well matching evidence, which has come from cognitive neuroscience and neuroeconomics. In the next section, we will review neuroscience evidence related to brain components of the system of other-regarding preferences.
Neurobiological System Related to Other-Regarding Preferences

Our brain has evolved to solve complex cognitive demands required for living in social groups of increasing size [104]. Experimental evidence has established that, unlike other social species, humans display a large amount of cooperative behaviors, including altruism, trust, and reciprocity [105, 106]. These behaviors are observed even when individuals interact with strangers and with individuals they will never meet again [107]. Trust, altruism, and reciprocity are crucial to establish and maintain cooperative links between different individuals. Recent work using neuroscience techniques has begun to reveal the brain states related to these prosocial dispositions [108]. In the following subsection, we will review evidence from neuroeconomic studies using two game theory experimental paradigms, namely, trust and dictator games. Then, we shall discuss evidence from the two putative systems related to other-regarding preferences or “valuing others” processes that can underlie human prosocial behaviors.

4.1 Trust and Reciprocity

The most widely used experimental setting to study trust and reciprocity is the trust game (TG) or invested game. In this game, two players, who do not know each other, engage in an anonymous interaction. The experimenter gives the “investor” (or trustor) some amount $T$ of money. The trustor then decides how much of $T$ send (or “invest”) in the other player, referred to as the trustee. The amount $A_1$ sent by the trustor is multiplied by an exchange factor $r$ (typically 3). Thus, the trustee receives an amount of money three times the amount sent by the trustor ($rA_1$). Finally, the trustee decides how much of the money received ($rA_1$) is sent back to the trustor ($A_2$) [7]. The prediction from the self-interest hypothesis for TG is that the trustees will keep all the money. Assuming that the trustors have mentalizing capabilities (see above), they should anticipate this betrayal and send nothing. In the very first test of this game, 0.6% of the trustors sent nothing to the trustee, 66% sent half or more of their endowment, and about 50% ended the game with more money than their initial endowment (which implies, of course, that $A_2 > A_1$; in other words, trustees were trustworthy; [7]. These behaviors have been replicated in several studies. In a recent meta-analysis, Johnson and Mislim [109] collected the data from the 162 replications of the TG available at the time and found that, on average, trustors send 0.5 of his/her endowment to the trustee ($n = 23,900$; std = 0.12; min = 0.22; max = 0.89), while the trustee returns 0.37 of their total endowment ($n = 21,529$; std = 0.11; min = 0.11; max = 0.81 [109]. Repeated interactions of the TG show a similar pattern, indicating a high tendency toward trust and reciprocity by both players [107].

Trustee behavior is interesting. While, for trustors, there is an expected gain, this is not so clear for trustees. The trustee has the opportunity to break the trust, which
is, as stated above, the classical self-interest prediction. This is particularly true for one-shot, anonymous interactions since there are no incentives to build reputation and create a greater amount of trust for future interactions. Classically, trustee’s behavior has been considered just reciprocity, but this is only true if allocations made by trustees are different from allocations made by a subject in a context where his/her behavior is unrelated with the perceived intentions of cooperation from the other player [110]. There is a difference between intention-based behaviors, such as the behavior in the TG, where trustee’s behavior depends on ascribing cooperative intentions to the trustor, and outcome-based behaviors, such as the behavior in the dictator game (DG, described below), where subject behavior depends only on the final share of the game and not on the others’ intentions.

4.2 The Neural Dynamics of the TG

In a TG, the very first decision by the trustor involves deciding whether to trust the other player or not. From the trustors’ perspective, this involves (1) knowing whether they are playing with another human or a non-intentional entity (generally a computer which makes random allocations) and (2) then deciding to send or not to send some amount of money to the trustee. Several reports have shown increased activity in the medial prefrontal cortex (mPFC, a structure involved in metallization processes; [111] when trustors decide to trust another human partner [112–115]. In addition, during the first stage, the trustor has not received any feedback on the trustworthiness of his/her partner; therefore, the reinforcement learning system must be engaged to adjust trustor behavior based on feedback reward. Delgado et al. [114] read the descriptions of the life events of different trustees to trustors, indicating praiseworthy, neutral, or suspicious moral characters for each of them. Not surprisingly, rates of cooperation were higher when playing with the praiseworthy partner. Interestingly, trustors showed different activation in the ventral striatum (VS) for positive and negative feedback but only when they were playing with the neutral trustee. The VS has been involved in processing feedback and prediction error [114, 116], suggesting that, in the neutral condition, trustors activate the reinforcement system to learn about the trustworthiness of their partners, while praiseworthy and suspicious moral characters bias the behavior of trustors [114]. Interestingly, the neuropeptide oxytocin (OXT) has been associated with trust behaviors in humans [117, 118]. Kosfeld et al. [119] used a TG experiment to show that intranasal infusions of OXT increase trust in humans (but not in other nonsocial interactions), do not increase risk-taking behavior, and did not change trustees’ behavior. Although the mechanism of action of OXT is not clear, evidence suggests that OXT decreases stress responses and anxiety in social interactions, likely modulating the amygdala and anterior cingulate cortex (ACC) activity [117, 120].

Considering now the situation of the trustees, reports show that the mentalization system becomes active when they receive an allocation from trustors. Van den Bos et al. [121] has shown that the mPFC increases its activation when trustees defect.
On the other hand, when trustees reciprocate a high-risk allocation (i.e., the trustor could lose a large amount of money if the trustee chose to defect), there is greater activation of the temporoparietal junction, which is also a part of the mentalization system [122–124]. Moreover, trustees’ reciprocity in low-risk allocations correlated with the activity in the anterior insula cortex (AIC), a structure involved in emotional and salience processing [113, 125]. Furthermore, trustees reciprocating low benefit allocations (i.e., when the monetary incentives to reciprocate are low) were associated with an increased activity in the ACC and the dorsolateral prefrontal cortex (dLPFC), which are structures involved in cognitive control and the inhibition of selfish impulses [126–129].

Another interesting finding is the effect of individual traits in reciprocal interaction [121, 130]. For example, people with more traits characterized by positive emotionality trust more in others, while people with less tendency to psychopathic traits show more reciprocate behaviors [130]. Other study shows that when a prosocial subject reciprocated, they showed an increased activation in VS, while defection increased the activity in ACC, AIC, and right TPJ. In contrast, pro-self individuals showed the opposite pattern, showing increasing ACC, AIC, and right TPJ activity after they reciprocated. This shows that these structures were more active when participants chose their less frequent behavior, considering their personal trait or past history [121].

Trustees’ reciprocal behavior is also influenced by expectations [131]. Chang et al. [131] asked trustees about their second-order beliefs (i.e., how much money they think the trustor expects) and compared these second-order beliefs with the amount that trustees actually send. With this information, they could categorize the allocations made by trustees as “minimizing guilt” (when the amount sent was close to the trustees’ second-order beliefs) or “maximizing outcome” (when trustees sent an amount significantly smaller than what they expected based on their second-order beliefs). When trustees minimized guilt, they exhibited higher activation in dLPFC, AIC, and dorsal ACC, which are structures reported to be activated by negative affective states [132–134]. On the other hand, when trustees maximized outcome, higher activation occurred in ventral mPFC, VS, and dorsal mPFC. The authors proposed a model where minimizing guilt increased AIC activation, which increased activation in dorsal mPFC, while maximizing outcome decreased AIC activation, which increased activation in the VS [131].

4.3 Altruism

Historically, altruism has been studied by means of the dictator game (DG). In this game, there are also two players involved in an anonymous one-shot interaction. The first player, called “dictator,” receives an amount $T$ of money and donates some part of it ($A_1 \in [0, T]$) to the second player, called the “recipient.” This decision ends the game and the recipient has no participation in deciding about this distribution. Crucially, the recipient has no chances of punishing the dictator if the amount
is not acceptable to him. Thus, there are not direct incentives for a strictly self-interested dictator to share any portion of the received money, and any donation is defined as an altruistic act [108, 135]. Behavioral evidence shows that even when participants play this game with unknown others, dictators tend to donate around 25% of their money to the recipient [136]. Interesting variants have been introduced to the game. Cherry et al. [137], for instance, made the dictators earn their own money, thereby giving subjects a sense of ownership. In this case, about 91% of the dictators don’t send anything to the recipient. In addition, there have been recent efforts to include social knowledge about the recipient in the DG [138, 139]. Such experimental settings have shown that there are important variables which explain allocations, such as the knowledge about who the recipient is and how the game is explicitly described to the players [136]. Likewise, social distance is an important modulator of behavior in the DG. Hoffman et al. [140] showed that 64% of dictators kept all the money when social distance was maximized. In addition, some authors have shown that donations tend to be higher when people are informed that the recipient is a real charitable organization [138, 139].

4.4 Neuronal Dynamic of the DG

Despite its simplicity, and the fact that it has been used widely in behavioral economics, few neuroeconomics experiments have used the DG to assess the neural basis of altruism. In a recent article, Hutcherson et al. [141] made subjects participate in a DG where subjects had to choose between two options of allocation. By using this protocol, they induced choices between the default 50–50% split, generous (benefiting the other at a cost to oneself) or selfish behavior (benefiting oneself at a cost to another). The authors fitted a drift-diffusion model which assumes that choices are the output of a noisy process that weighs the linear sum of monetary outcomes for self and others. In this model, the choice is made when sufficient neural evidence has accumulated in favor of one of the options, and it assumes that the valuing of self and other outcomes is computed independently and then integrated in an overall value signal. At the neural level, the authors found that ventromedial prefrontal cortex (vmPFC) activity correlated positively with the value that subjects assigned to proposals, as measured by the Likert response scale. vmPFC has been reported to encode stimulus values at the time of decision in a wide range of tasks [142, 143]. Moreover, fitting general linear models (GLM), they found that valuations toward self-outcomes correlate with the activity in both vmPFC and VS, while valuations toward other outcomes correlate with the activity in the right TPJ, precuneus, and vmPFC. These results, further discussed below, show that the right TPJ is an area that becomes activated specifically when focusing on others, while vmPFC combines information about self and others.

In another experiment, Hein et al. [35] studied the role of empathy and reciprocity motives in human altruism. Using a DG, they investigated differences in altruistic behavior from experimental subjects when they observed recipients (1) receiving
painful shocks (empathy partner) or (2) giving an amount of money to save some of those empathy partners from painful shocks (reciprocity partner), an action perceived as kind and, thus, one that should elicit reciprocity motives. A baseline partner neither received painful shock nor was instructed to give money for saving subjects from shock. Authors observed that subjects behave more altruistically toward the empathy and the reciprocity partners, noteworthy, without significant differences in allocations between the two motive inductions. At the neural level, a network consisting of AIC, VS, and ACC was activated in both motive-induction conditions. Moreover, individual pattern of brain connectivity in this network predicts subjects’ altruist behavior. Interestingly, this prediction was particular for each treatment. Thus, a positive connectivity between ACC and AIC and a slightly negative connectivity between AIC and VS predict empathy-driven altruism, while a strong bidirectional projection between AIC and ACC and a positive connectivity between AIC and VS predict reciprocity-driven altruism. Additionally, the ACC connectivity to AIC correlates positively with baseline levels of altruism. Notice that, at the behavioral level, both motives were indistinguishable, because motives are a mental construct hidden to revealed preferences. A neuroeconomic approach is able to unravel both motives and their influence on altruistic behavior.

4.5 Two Putative Systems for Valuing Others’ Outcomes

4.5.1 Anterior Cingulate Cortex and Vicarious Performance Monitoring

As seen above, a set of cognitive and affective functions determining the need for adaptive control prove central to economic decision-making [144]. A key neural structure that participates in these functions is the ACC, which is involved in interactions such as reciprocity, choosing the less common behavior [128, 145, 146], empathy and reciprocity-driven motives in human altruism [35], violations of social norms [147, 148], and mediating the effects of OXT in trust behavior [117].

The ACC is the frontal part of the cingulate cortex. Anatomically, the ACC has classically been subdivided in a rostral (rACC) and a dorsal part (dACC) [149]. The inputs to dACC include the amygdala, AI, orbitofrontal cortex, vmPFC and midbrain, and prominent ventral tegmental area. Its outputs target the lateral PFC, the motor cortex, striatum, subthalamic nucleus, and locus coeruleus [150]. The activity of the dACC has been correlated with almost the whole set of known psychological variables. Broadly speaking, dACC has been considered a key hub in a network of brain regions implicated in domain-general executive functions in humans [127], being important for cognitive control (i.e., our ability to flexibly adjust behavior according to internally maintained goals and away from behaviors that are more automatic but distracted from those goals [149]. Consequentially, there exists some agreement relating the involvement of the dACC in motivation and reward-based decision-making [127, 151].
However, there is no clear consensus on the function of dACC. Currently, two main proposals interpret its functioning: the expected value of control (EVC) theory and the foraging value theory (FVT). EVC [150] proposes that dACC plays a central role in decisions about the allocation of cognitive control based on a cost (for instance, the effort needed) and benefit (for instance, improved performance) analysis that identifies the highest EVC. The FVT theory, on the other hand, argues that difficulty or control allocation is insufficient to account for all dACC activity [152]. Instead, the dACC plays a key role in behavioral flexibility. Its activity reflects the history, weighted by time of occurrence, of previously chosen rewards, computing the value of persisting in the current environment versus the value of switching away from it [153].

Following the evidence review above and other experiments using economic social exchanges [115, 147, 154], some researchers argue that particular areas of ACC track, specifically, behavioral motivation and prediction errors not of self but specifically of others [149]. In this line, studies suggest that the gyral region of the ACC (ACCg) computes “other-oriented” information (i.e., information about other agents that might be animals or people, rather than ourselves). Apps et al. [155], for instance, examined the brain activity of human subjects when they received cues about the level of an economic reward and the cost incurred for receiving this reward, under conditions in which the costs and rewards pertained to the same experimental subjects or to a third person. In this experiment, ACCg activity correlated with the net value of rewards to be received by the third person when the third person incurred the cost of the effort. By contrast, the ACC sulcus signaled the effort level regardless of whether the effort was exerted by the subject or by a third person [149]. Authors found, “with a striking consistency,” that the ACCg responds exclusively to other-oriented information.

4.5.2 Temporoparietal Regions and Valuing Others’ Processes

As reviewed above, mentalization is our ability to represent and attribute others’ mental or internal states, such as ideas, beliefs, desires, emotions, and motivations [31, 156]. Similarly, perspective taking (PT) is the ability to comprehend that the same event or object can be seen or constructed in multiple ways, depending on each subject’s point of view. Both processes enable humans to weight others’ behaviors and preferences into the subjective valuations that underlie decision-making, a process that can be called “valuing others” [38, 39, 124]. At the neurobiological level, meta-analysis studies have shown that this area becomes active in all the tasks involving PT or mentalization [157]. Furthermore, some scholars have proposed that TPJ is a key neural structure underlying the distinction between self and others’ perspectives [156, 158–160].

The involvement of the TPJ in general mentalizing functions can be linked to its anatomical characteristics. TPJ is constituted by the posterior part of the temporal lobe, the inferior part of parietal lobe, and the lateral part of occipital lobe [161]. This area is a heteromodal association cortex integrating multiple sources of sensory
(and non-sensory) information. In addition, this region is located at a maximum synaptic/geodesic distance from sensory and motor areas. This seems to be useful for generating integrative computations addressing inner (abstract) and social processes [162].

There is plenty of evidence highlighting a consistent role of the TPJ in other preferences and how much these preferences affect personal decisions. TPJ is engaged, for instance, when subjects must anticipate others’ decisions and behaviors [38, 39, 123, 141, 160, 163], when trustees reciprocate a high-risk allocation when pro-self individuals reciprocate [121], or when dictators evaluate the outcomes of others [141]. All these findings point to the existence of neuronal processes that compute others’ preferences and behaviors, where TPJ is a key structure underlying the mechanism that allows us to integrate the others’ preferences during a social interaction.

5 Conclusions

Currently there is a broad interest to combine evidence from different fields to better understand our complex social behavior. Our review suggests that, while the integration between social and natural sciences is still elusive, the evidence warrants five conclusions that may guide interdisciplinary discussion among behavioral economics, developmental psychology, and neuroscience. In particular, we believe that it is necessary to take care of the following observations:

1. The process of social decision-making can be understood as an algorithmic process that necessarily needs to be in contrast with real decision-making data.
2. In this algorithmic process, humans take into account multiple motivators (parameters), where self-interest (wellbeing/survival) and other-regarding preferences (valuing others’ processing) are the most relevant.
3. The ways by which these motivators are finally integrated strongly depend on the neurobiological organization of multiple (not unitary) systems.
4. The neurobiological system (understood as neurophysiological states and traits) implicates both a general and a variable organization.
5. The variations of these neurobiological systems (not only one black box) depend at least on ontogenic (developmental) states, contextual constraints, and individual predispositions.

The social skills analyzed here are only an example of the areas where multiple disciplines have focused their efforts. Currently, it is extremely necessary to work on establishing common concepts in order to gather disperse perspectives. Through this chapter, we intend to generate a conceptual bridge among the knowledge input from psychology, neuroscience, and economics. This is certainly not a global theoretical framework but rather a starting point for building common conceptual framings in order to increase an interdisciplinary dialogue. In this way, we expect to be able to address difficult and unanswered questions about our amazing and, at the same time, conflictive social behavior.
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