Chapter 2
Bubble Dynamics

Abstract Bubble pulsation is mathematically described by the Rayleigh–Plesset equation and by Keller equation. Derivation of the equations is fully described herein. Using the Rayleigh–Plesset equation, the violent collapse of a bubble is discussed. A method of numerical simulations of bubble pulsation is also described. In relation to numerical simulations, non-equilibrium evaporation and condensation of water vapor at the bubble wall, the variation in liquid temperature at the bubble wall, the gas diffusion across the bubble wall, and the chemical reactions inside a bubble are discussed. Comparison between numerical results and experimental data for a single-bubble system is shown. The main oxidants created inside a bubble are described based upon numerical simulations data. Linear and nonlinear resonance radius of a bubble is discussed as well as the analytical solution of the linearized equation of bubble pulsation. The mechanism of shock wave emission from a bubble into surrounding liquid is discussed. Inside a collapsing bubble, a shock wave is seldom formed due to lower temperature near the bubble wall. A liquid jet penetrates into a collapsing bubble near the solid surface. The bubble pulsation is influenced by the acoustic emissions from the surrounding bubbles, which is called bubble–bubble interaction. The origin of acoustic cavitation noise is discussed based upon results of numerical simulations. It is shown that surfactants and salts strongly retard bubble–bubble coalescence.
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2.1 Rayleigh–Plesset Equation

A typical cavitation bubble is filled with vapor and non-condensable gas such as air. The pressure inside a bubble is higher than the liquid pressure at the bubble wall due to surface tension [1, 2]. The surface tension (σ) is the surface energy per unit
area and is $7.275 \times 10^{-2}$ (N/m) ($= J/m^2$) for pure water at 20 °C. For a spherical bubble with a radius $R$, the surface energy is $4\pi \sigma R^2$ because the surface area is $4\pi R^2$. The work required to expand a bubble by $dR$ in radius is $8\pi \sigma RdR$ because the surface area becomes $4\pi (R + dR)^2 = 4\pi R^2 + 8\pi RdR$ [neglecting the $(dR)^2$ term]. Thus, the force needed to expand a bubble is $8\pi \sigma R$ because the work is the force multiplied by the distance moved ($dR$). The balance between the force inside and outside a bubble is expressed as $4\pi R^2 p_{\text{in}} = 4\pi R^2 p_B + 8\pi \sigma R$, where $p_{\text{in}}$ is the pressure inside the bubble, and $p_B$ is the liquid pressure at the bubble wall. Thus, the following relationship holds.

$$p_{\text{in}} = p_B + \frac{2\sigma}{R} \tag{2.1}$$

The second term on the right side of Eq. (2.1) is called the Laplace pressure. The pressure inside a bubble is higher than the liquid pressure at the bubble wall by the Laplace pressure. In Fig. 2.1, the Laplace pressure is shown as a function of bubble radius in pure water at 20 °C. The Laplace pressure is 1.5 bar for $R = 1$ µm and increases as the bubble radius decreases. For $R = 100$ nm ($= 0.1$ µm), it is as high as 15 bar ($= 1.5 \times 10^6$ Pa $= 15$ atm) [3].

Bubble dynamics such as violent bubble collapse is crudely described by the Rayleigh–Plesset equation. In its derivation, a spherical liquid volume with radius $R_L$ surrounding a spherical bubble with radius $R$ is considered with the center of a liquid volume at the center of a spherical bubble (Fig. 2.2) [2]. The radius of the liquid volume is much smaller than the wavelength of ultrasound in liquid; $R_L \ll \lambda$. When a bubble expands or collapses, the liquid volume also correspondingly expands or contracts, respectively. The kinetic energy of the liquid volume is estimated as follows: A spherical shell of liquid with thickness $dr$ and radius $r$ from the center of a spherical bubble has a kinetic energy of $1/2 \times 4\pi r^2 \rho_0 dr$ (the mass) $\times (dr/dr)^2$ (square of velocity), where $\rho_0$ is the equilibrium density of the liquid. The total

![Fig. 2.1 Laplace pressure in pure water at 20 °C as a function of bubble radius [3]](image-url)
kinetic energy \( (E_K) \) of the liquid volume is the integration of the above quantity with respect to radius \( r \) from \( R \) to \( R_L \), where \( R \) is the instantaneous bubble radius.

\[
E_K = \frac{1}{2} \rho_0 \int_R^{R_L} \left( \frac{dr}{dt} \right)^2 4\pi r^2 dr = 2\pi \rho_0 R^3 \left( \frac{dR}{dt} \right)^2
\]  

(2.2)

where the liquid is assumed to be incompressible \( \left(4\pi r^2 \frac{dr}{dt} = 4\pi R^2 \frac{dR}{dt}\right) \), and \( R \ll R_L \).

When a bubble expands, it does work on the surrounding liquid. When a bubble collapses, the surrounding liquid does work on a bubble. In other words, a bubble does negative work on the surrounding liquid. The work \( (W_{\text{bubble}}) \) done by a bubble to the surrounding liquid can be expressed as follows:

\[
W_{\text{bubble}} = \int_{R_0}^{R} 4\pi r^2 p_B dr
\]  

(2.3)

where \( R_0 \) is the initial ambient bubble radius which is defined as the bubble radius in the absence of driving acoustic wave (ultrasound).

When a bubble expands, the liquid volume also expands. In other words, the liquid volume does work to the surrounding liquid. When a bubble collapses, the liquid volume contracts and does negative work on the surrounding liquid. The work \( (W_{\text{liquid}}) \) done by the liquid volume is expressed as follows.

\[
W_{\text{liquid}} = p_\infty \Delta V = p_\infty \int_{R_0}^{R} 4\pi r^2 dr
\]  

(2.4)

where \( p_\infty \) is the pressure at the surface of the liquid volume which is assumed to be the ambient static pressure plus the instantaneous acoustic pressure. \( \Delta V \) is the
volume swept by the liquid volume from the initial radius of \( R_L \). Here, the liquid is assumed to be incompressible (The volume swept by a liquid is equivalent to the change in bubble volume.)

The conservation of energy yields the following relationship.

\[
W_{\text{bubble}} = E_K + W_{\text{liquid}} \tag{2.5}
\]

Equation (2.5) can now be differentiated with respect to \( R \). Firstly, the differentiation of Eq. (2.3) yields Eq. (2.6).

\[
\frac{\partial W_{\text{bubble}}}{\partial R} = 4\pi R^2 p_B \tag{2.6}
\]

Secondly, the differentiation of Eq. (2.2) yields Eq. (2.7).

\[
\frac{\partial E_K}{\partial R} = 6\pi \rho_0 R^2 \left( \frac{dR}{dt} \right)^2 + 4\pi \rho_0 R^3 \frac{d^2 R}{dt^2} \tag{2.7}
\]

where the following relationship has been used.

\[
\frac{\partial}{\partial R} \left[ \left( \frac{dR}{dt} \right)^2 \right] = \frac{\partial (\dot{R}^2)}{\partial R} = \frac{1}{\dot{R}} \frac{\partial (\dot{R}^2)}{\partial \dot{t}} = 2\ddot{R} = 2 \frac{d^2 R}{dt^2} \tag{2.8}
\]

where “dot” denotes the time derivative (\( d/dt \)). Finally, the differentiation of Eq. (2.4) yields Eq. (2.9).

\[
\frac{\partial W_{\text{liquid}}}{\partial R} = 4\pi R^2 p_\infty \tag{2.9}
\]

From Eqs. (2.6), (2.7), and (2.9), differentiation of Eq. (2.5) with respect to \( R \) becomes Eq. (2.10).

\[
\frac{p_B - p_\infty}{\rho_0} = \frac{3}{2} \ddot{R}^2 + \dddot{R} R \tag{2.10}
\]

When the bubble wall is moving, there is an additional term in Eq. (2.1) due to viscosity.

\[
p_B = p_g + p_v - \frac{2\sigma}{R} - \frac{4\mu \dot{R}}{R} \tag{2.11}
\]

where \( p_g \) and \( p_v \) are partial pressures of non-condensable gas and vapor, respectively, \( (p_{\text{in}} = p_g + p_v) \), and \( \mu \) is the liquid viscosity. In the derivation of the last term on right-hand side of Eq. (2.11), the incompressibility of liquid is assumed to be \( 4\pi r^2 \dot{r} = 4\pi R^2 \dot{R} \) because the term is derived from \( 2\mu \frac{\partial \dot{r}}{\partial r} |_{r=R} \).
Finally, the Rayleigh–Plesset equation is derived by inserting Eq. (2.11) into Eq. (2.10).

\[
\ddot{R} + \frac{3}{2} \dot{R}^2 = \frac{1}{\rho_0} \left( p_g + p_v - \frac{2\sigma}{R} - \frac{4\mu \dot{R}}{R} - p_0 - p_s(t) \right)
\]  
(2.12)

where \( p_0 \) is the ambient static pressure, and \( p_s(t) \) is the instantaneous acoustic pressure at time \( t \) (\( p_\infty = p_0 + p_s(t) \)). As the incompressibility of the liquid is assumed in the derivation of Eq. (2.12), the equation is no longer valid when a bubble violently collapses with speed comparable to sound velocity in the liquid.

### 2.2 Rayleigh Collapse

After bubble expansion during the rarefaction phase of ultrasound, a bubble violently collapses if the ambient bubble radius reaches a critical range. The range of ambient radius for an active bubble is discussed in Sect. 2.12. In this section, the cause for the violent collapse of a bubble is discussed using the Rayleigh–Plesset equation [2]. From Eq. (2.12), the bubble wall acceleration (\( \ddot{R} \)) is expressed as follows.

\[
\ddot{R} = -\frac{3\dot{R}^2}{2R} + \frac{1}{\rho_0 R} \left( p_g + p_v - \frac{2\sigma}{R} - \frac{4\mu \dot{R}}{R} - p_0 - p_s(t) \right)
\]  
(2.13)

When a bubble violently collapses and \( \dot{R}^2 \) increases, the first term on right-hand side of Eq. (2.13) becomes dominant, and the second term becomes negligible. In this situation, the following relationship nearly holds.

\[
\ddot{R} \approx -\frac{3\dot{R}^2}{2R}
\]  
(2.14)

This means that the bubble wall acceleration (\( \ddot{R} \)) is always negative. It results in a decrease in the bubble wall velocity (\( \dot{R} \)). As the bubble wall velocity is negative during the bubble collapse, the magnitude of bubble wall velocity increases with time. Then, the magnitude on the right-hand side of Eq. (2.14) further increases, and the magnitude of the bubble wall acceleration further increases. In this way, the bubble collapse freely accelerates, which is the reason for the violent bubble collapse called the Rayleigh collapse. Finally, the pressure (\( p_g \)) inside a bubble dramatically increases when the density inside a bubble becomes comparable to that of condensed phase (liquid). Then, the second term in Eq. (2.13) becomes dominant, and the bubble collapse stops as the bubble wall acceleration takes a large positive value.
The question that one may ask is: What is the physical reason for the freely accelerating collapse of a bubble? There are two reasons for it. One is the inertia of the surrounding liquid which flows toward a bubble during the bubble collapse. Thus, cavitation with such violent collapse of bubbles is called inertial cavitation (or transient cavitation). The other reason for the freely accelerating collapse is the geometry of a spherical collapse. Due to the conservation of mass, the velocity of the liquid toward the center of a bubble increases as the distance from the center of a bubble decreases. Let us consider two concentric spherical surfaces in a liquid with their center at the center of a bubble (Fig. 2.3). The radii of two concentric spherical surfaces are \( R_1 \) and \( R_2 \) \((R_1 > R_2)\). The mass (liquid) flow rate is \( 4\pi R_1^2 v_1 \) and \( 4\pi R_2^2 v_2 \) at the spherical surface of radii \( R_1 \) and \( R_2 \), respectively. The conservation of mass yields \( 4\pi R_1^2 v_1 = 4\pi R_2^2 v_2 \). Thus, the velocity for smaller radius is larger, \( v_2 = \left( \frac{R_1}{R_2} \right)^2 v_1 > v_1 \). This is a nature of a spherical geometry which causes freely accelerating collapse of a bubble.

### 2.3 Keller Equation

The effect of liquid compressibility is approximately taken into account in bubble dynamics equation as follows: The starting equations are the continuity equation (conservation of mass) (Eq. 2.15) and Euler equation (equation of motion) (Eq. 2.16) [4–6].

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{u}) = \frac{\partial \rho}{\partial t} + \vec{u} \cdot \nabla \rho + \rho \nabla \cdot \vec{u} = 0 \tag{2.15}
\]

\[
\rho \frac{D\vec{u}}{Dt} = \rho \left( \frac{\partial \vec{u}}{\partial t} + (\vec{u} \cdot \nabla)\vec{u} \right) = -\nabla p \tag{2.16}
\]
where \( \nabla = \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z} \right) \), \( \nabla \cdot (\rho \vec{u}) = \frac{\partial}{\partial x} (\rho u_x) + \frac{\partial}{\partial y} (\rho u_y) + \frac{\partial}{\partial z} (\rho u_z) \), \( \rho \) is the instantaneous local density of liquid, \( \vec{u} \) is the instantaneous local velocity of liquid \( \vec{u} = (u_x, u_y, u_z) \), \( \nabla \rho = \left( \frac{\partial \rho}{\partial x}, \frac{\partial \rho}{\partial y}, \frac{\partial \rho}{\partial z} \right) \), \( \frac{\partial}{\partial t} \) is the material time derivative \( \left( \frac{\partial}{\partial t} + \vec{u} \cdot \nabla \right) \), \( \vec{u} \cdot \nabla = u_x \frac{\partial}{\partial x} + u_y \frac{\partial}{\partial y} + u_z \frac{\partial}{\partial z} \), and \( p \) is the instantaneous local pressure of the liquid. In Eq. (2.16), the effects of gravitational force and liquid viscosity are neglected. The derivation of the above equations is described in detail in textbooks of fluid dynamics [7].

Here, it is assumed that the velocity field of the liquid around a pulsating bubble has only a radial component. In this case, the liquid flow is irrotational, and the velocity field is expressed by using a velocity potential \( \phi \).

\[
\vec{u} = \nabla \phi = \frac{\partial \phi}{\partial r} \overrightarrow{e_r}
\]  \hspace{1cm} (2.17)

where \( r \) is radial distance from the center of a bubble, and \( \overrightarrow{e_r} \) is a radial unit vector. Then, Eqs. (2.15) and (2.16) are expressed as Eqs. (2.18) and (2.19), respectively.

\[
\frac{\partial \rho}{\partial t} + \left( \frac{\partial \phi}{\partial r} \right) \left( \frac{\partial \rho}{\partial r} \right) + \rho \Delta \phi = 0 \hspace{1cm} (2.18)
\]

\[
\rho \left[ \frac{\partial^2 \phi}{\partial t \partial r} + \left( \frac{\partial \phi}{\partial r} \right) \left( \frac{\partial^2 \phi}{\partial r^2} \right) \right] = - \frac{\partial p}{\partial r} \hspace{1cm} (2.19)
\]

From Eqs. (2.18) and (2.19), the following modified wave equation is derived (for a detailed method of derivation, see Ref. [4]).

\[
\Delta \phi - \frac{1}{c^2} \frac{\partial^2 \phi}{\partial t^2} = \frac{1}{c^2} \left( \frac{\partial \phi}{\partial r} \right) \left( \frac{\partial^2 \phi}{\partial r \partial t} \right) - \frac{1}{\rho} \left( \frac{\partial \rho}{\partial r} \right) \left( \frac{\partial \phi}{\partial r} \right) \hspace{1cm} (2.20)
\]

where \( c \) is the instantaneous local sound velocity. In the derivation of the Keller equation of bubble dynamics, the right-hand side of Eq. (2.20) is neglected and the wave equation (Eq. 2.21) can be used. Thus, the Keller equation is an approximate equation which is only valid when \( \frac{\rho}{c^2} \ll 1 \), where \( c_\infty \) is the sound velocity at ambient condition.

\[
\Delta \phi - \frac{1}{c^2} \frac{\partial^2 \phi}{\partial t^2} = 0 \hspace{1cm} (2.21)
\]

By integrating Eq. (2.19) with respect to \( r \), the following approximate equation may be derived [4].
\[
\frac{\partial \phi}{\partial t} + \frac{1}{2} u^2 + \frac{p - p_\infty}{\rho_{L,\infty}} = 0 \tag{2.22}
\]

where \(p_\infty\) is the ambient pressure, and the liquid density is assumed constant at ambient conditions \((\rho = \rho_{L,\infty} = \text{const.})\). The boundary condition is given as follows.

\[
\left( \frac{\partial \phi}{\partial r} \right)_{r=R} = \dot{R} \tag{2.23}
\]

The general solution of the wave equation (Eq. 2.21) under spherical symmetry is given as follows.

\[
\phi = -f \left( t - \frac{r}{c_\infty} \right) - g \left( t + \frac{r}{c_\infty} \right) \tag{2.24}
\]

where \(f\) and \(g\) are arbitrary functions. From Eqs. (2.23) and (2.24), Eq. (2.25) is obtained.

\[
\frac{f'}{R} = c_\infty \left[ \dot{R} + \frac{\phi(R)}{R} \right] + \frac{g'}{R} \tag{2.25}
\]

where \('\) means derivative. From Eqs. (2.24) and (2.25), Eq. (2.26) is obtained.

\[
\left( \frac{\partial \phi}{\partial t} \right)_{r=R} = -c_\infty \left[ \dot{R} + \frac{\phi(R)}{R} \right] - \frac{2g'}{R} \tag{2.26}
\]

Inserting Eqs. (2.23) and (2.26) into Eq. (2.22) yields Eq. (2.27).

\[
-c_\infty \left[ \dot{R} + \frac{\phi(R)}{R} \right] - \frac{2g'}{R} + \frac{1}{2} \dot{R}^2 + \frac{p_B - p_\infty}{\rho_{L,\infty}} = 0 \tag{2.27}
\]

where \(p_B\) is the liquid pressure at the bubble. Thus, multiplying Eq. (2.27) by \(R\) and differentiating by \(t\) yields Eq. (2.28).

\[
0 = -c_\infty \left[ \ddot{R}^2 + \dot{R} \dddot{R} + \frac{(d\phi)}{dt} \right]_{r=R} - 2 \frac{dg'}{dt} + \frac{1}{2} \dot{R}^3 + RR\dot{R} + \frac{R}{\rho_{L,\infty}} \frac{dp_B}{dt} + \frac{1}{\rho_{L,\infty}} R \dot{R} (p_B - p_\infty) \tag{2.28}
\]

where \(\"\) means the second derivative. From Eqs. (2.22) and (2.23), Eq. (2.29) is obtained.
When the incident field is a plane acoustic wave with an angular frequency $\omega$ and a pressure amplitude $A$, the following relationship holds \[ 4 \].

$$2g'' = -\frac{c_\infty}{\rho_{L,\infty}} A \sin \omega t$$ \hspace{1cm} (2.30)

Inserting Eqs. (2.29) and (2.30) into Eq. (2.28) yields the equation of bubble dynamics called the Keller equation (Eq. 2.31).

$$\left( 1 - \frac{\dot{R}}{c_\infty} \right) R \ddot{R} + \frac{3}{2} \dot{R}^2 \left( 1 - \frac{\dot{R}}{3c_\infty} \right) = \frac{1}{\rho_{L,\infty}} \left( 1 + \frac{\dot{R}}{c_\infty} \right) [p_B - p_s(t) - p_\infty] + \frac{R}{c_\infty \rho_{L,\infty}} \frac{dp_B}{dt}$$ \hspace{1cm} (2.31)

where $A \sin \omega t$ is replaced by $p_s(t)$.

As already noted, the Keller equation is valid only when $|\dot{R}| \ll 1$. However, in numerical simulations using the Keller equation, this condition is often violated during a violent bubble collapse. When $|\dot{R}|$ exceeds $c_\infty \left( 1 + \frac{\dot{R}}{c_\infty} \right)$ in the right-hand side of Eq. (2.31) changes sign, and the error in numerical calculations becomes significant. To avoid this error, $c_\infty$ in Eq. (2.31) is sometimes replaced by the sound velocity in the liquid at the bubble wall ($c_{L,B}$). It dramatically increases as the liquid pressure at the bubble wall increases as follows \[ 8, 9 \].

$$c_{L,B} = \sqrt{\frac{7.15(p_B + B)}{\rho_{L,i}}}$$ \hspace{1cm} (2.32)

where $c_{L,B}$ is the sound velocity in the liquid water at the bubble wall, $B = 3.049 \times 10^8$ (Pa), and $\rho_{L,i}$ is the liquid density at the bubble wall. The liquid density at the bubble wall is a function of pressure and temperature at the bubble wall \[ 6 \]. In numerical simulations using the Keller equation, the bubble wall speed $|\dot{R}|$ sometimes still exceeds $c_{L,B}$. In that case, the bubble wall speed is replaced by $c_{L,B}$ because the bubble wall speed never exceeds $c_{L,B}$ according to the following arguments \[ 9 \].

For steady flows ($\frac{\partial \tilde{u}}{\partial t} = 0$), the Euler equation (Eq. 2.16) yields Eq. (2.33) \[ 10 \].

$$u \frac{du}{\rho} = -\frac{dp}{\rho} = -\frac{d\rho}{\rho} - c^2 \frac{d\rho}{\rho}$$ \hspace{1cm} (2.33)

where the following relationship for sound velocity is used.
\[ c = \sqrt{\frac{dp}{d\rho}} \quad (2.34) \]

Using Mach number \( M = \frac{u}{c} \), Eq. (2.33) becomes Eq. (2.35).

\[ \frac{d\rho}{\rho} = -M^2 \frac{du}{u} \quad (2.35) \]

For radial steady flows \( \left( \frac{\partial \rho}{\partial r} = 0 \right) \) toward the center of a bubble, the conservation of mass requires the following relationship [10].

\[ \rho u A_s = \text{independent of } r \quad (2.36) \]

where \( A_s \) is the surface area of a sphere \( (A_s = 4\pi r^2) \). The differentiation of Eq. (2.36) yields Eq. (2.37).

\[ u A_s \cdot \frac{d\rho}{\rho} + \rho A_s \cdot \frac{du}{u} + \rho u \cdot \frac{dA_s}{A_s} = 0 \quad (2.37) \]

Equation (2.37) is equivalent to the following equation.

\[ \frac{d\rho}{\rho} + \frac{du}{u} + \frac{dA_s}{A_s} = 0 \quad (2.38) \]

Inserting Eq. (2.35) into Eq. (2.38) yields Eq. (2.39).

\[ \frac{du}{u} = -\frac{\frac{dA_s}{A_s}}{(1 - M^2)} = -\frac{2dr/r}{(1 - M^2)} \quad (2.39) \]

where \( A_s = 4\pi r^2 \) is used. As already discussed in Sect. 2.2, the magnitude of the liquid velocity increases (the liquid velocity decreases because \( u < 0 \) for inward liquid flow) as the radial distance from the center of the bubble decreases \( (du < 0 \text{ for } dr < 0) \). From Eq. (2.39), it implies that \( |M| < 1 \).

In the above discussion, a liquid flow is assumed as steady \( (\frac{\partial u}{\partial t} = 0 \text{ and } \frac{\partial \rho}{\partial t} = 0) \). Under typical conditions of a bubble collapse, the terms \( \frac{\partial u}{\partial t} \) and \( \frac{\partial \rho}{\partial t} \) are actually negligible compared to the other terms in the Euler equation and the equation of continuity, respectively. However, further studies are required on the upper limit of the bubble wall speed in the case of non-steady flows. Furthermore, the method of numerical simulations of the Keller equation discussed above is rather “tricky.” Rigorous derivation of more accurate equation of the bubble dynamics is an important focus and task. Of relevance, there have been a few studies based upon the direct numerical simulations of the bubble collapse employing fundamental equations of fluid dynamics [11, 12].
For quantitative discussions on bubble pulsation, numerical simulations of the Keller equation and other equations of bubble dynamics are required. The simplest method of numerical simulation is the Euler method [2, 13].

\[ R(t + \Delta t) = R(t) + \dot{R}(t) \Delta t \]  \hspace{1cm} (2.40)

where \( R(t) \) is the instantaneous bubble radius at time \( t \), \( \Delta t \) is a time step in numerical simulation. In numerical simulations, the continuous time is divided into a large number of discrete times with a small unit step \( (\Delta t) \). Equation (2.40) is derived directly from the definition of the time derivative.

\[ \dot{R}(t) = \lim_{\Delta t \to 0} \frac{R(t + \Delta t) - R(t)}{\Delta t} \]  \hspace{1cm} (2.41)

The bubble wall velocity (\( \dot{R} \)) is also calculated in the same manner.

\[ \dot{R}(t + \Delta t) = \dot{R}(t) + \ddot{R}(t) \Delta t \]  \hspace{1cm} (2.42)

The bubble wall acceleration (\( \ddot{R}(t) \)) is calculated by the Keller equation (Eq. 2.31) and other equations of bubble dynamics. For numerical simulations, initial values of \( R \) and \( \dot{R} \) are required. When the Keller equation is used, initial values of \( p_B \) and \( \frac{dp_B}{dt} \) are also required. At an arbitrary time, the pressure inside a bubble (\( p_{in} = p_g + p_v \)) needs to be calculated in order to calculate \( p_B \) and \( \dot{R}(t) \). For this purpose, the van der Waals equation of state is used [14].

\[ p_{in} + \frac{a_v}{v^2}(v - b_v) = R_g T \]  \hspace{1cm} (2.43)

where \( a_v \) and \( b_v \) are the van der Waals constants, \( v \) is the molar volume, \( R_g \) is the gas constant, and \( T \) is the temperature inside a bubble. The molar volume \( v \) is calculated as follows.

\[ v = \frac{4\pi R^3}{3} \cdot \frac{N_A}{n_t} \]  \hspace{1cm} (2.44)

where \( N_A \) is the Avogadro number (\( \approx 6.02 \times 10^{23} \text{ mol}^{-1} \)), and \( n_t \) is the total number of molecules inside a bubble. In order to calculate the pressure inside a bubble (\( p_{in} \)), the temperature and the total number of molecules inside a bubble are required. The temperature (\( T \)) inside a bubble is approximately calculated from internal thermal energy (\( E \)) of a bubble as follows [14].
\[ E = \frac{T}{N_A} \sum_a n_a C_{V,a} - \left( \frac{n_t}{N_A} \right)^2 a_v \frac{2}{V} \]  

(2.45)

where \( n_a \) is the number of molecules of species \( a \) inside a bubble, \( C_{V,a} \) is the molar heat capacity at constant volume of species \( a \), the summation is for all the gas and vapor species inside a bubble, and \( V \) is the bubble volume \( (V = \frac{4}{3} \pi R^3) \). The derivation of Eq. (2.45) is as follows \([15, 16]\). The internal energy \((E)\) of a bubble is a function of temperature \((T)\) and volume \((V)\) of a bubble for the van der Waals gas.

\[ dE = \left( \frac{\partial E}{\partial T} \right)_V dT + \left( \frac{\partial E}{\partial V} \right)_T dV \]  

(2.46)

From the definition of the molar heat capacity at constant volume, the following relationship holds.

\[ \left( \frac{\partial E}{\partial T} \right)_V = \frac{1}{N_A} \sum_a n_a C_{V,a} \]  

(2.47)

For the van der Waals gas, the second term on the right-hand side of Eq. (2.46) is nonzero.

\[ \left( \frac{\partial E}{\partial V} \right)_T = T \left( \frac{\partial p_{in}}{\partial T} \right)_V - p_{in} = \left( \frac{n_t}{N_A} \right)^2 a_v \frac{2}{V^2} \]  

(2.48)

Using Eqs. (2.47) and (2.48), integration of Eq. (2.46) yields Eq. (2.45) assuming temperature-independent molar heat at constant volume. The temporal change in the total number \((n_t)\) of molecules as well as those of species \( a \) inside a bubble is discussed in Sects. 2.5–2.9.

The temporal change \((\Delta E)\) in an internal thermal energy of a bubble is calculated as follows \([14]\).

\[ \Delta E = -p_{in} \Delta V + 4\pi R^2 \dot{m} e_{H_2O} \Delta t + 4\pi R^2 \kappa \frac{\partial T}{\partial r} \bigg|_{r=R} \Delta t + \frac{4}{3} \pi R^3 \Delta t \sum_r (r_{yb} - r_{yf}) \Delta H_{yf} \]

\[ + \sum_{a'} e_{a'} \Delta n_{a'} + \left[ -\frac{3}{5} M_{in} \dot{R} \right] \Delta t \]

(2.49)

where \( \dot{m} \) is the rate of non-equilibrium evaporation at the bubble wall, \( e_{H_2O} \) is the energy carried by an evaporating or condensing vapor molecule, \( \kappa \) is the thermal conductivity of a mixture of gases and vapor, \( \frac{\partial T}{\partial r} \bigg|_{r=R} \) is the temperature gradient
inside a bubble at the bubble wall, $r_{fb}$ and $r_{ff}$ are the backward and forward reaction rates, respectively, of chemical reaction $\gamma$ per unit volume and unit time, $\Delta H_{ff}$ is the enthalpy change in the forward reaction (when $\Delta H_{ff} < 0$, i.e., the reaction is exothermic), the summation is for all the chemical reactions occurring inside a bubble, $e_{c'}$ is the energy carried by a diffusing gas molecule of species $c'$, $\Delta n_{c'}$ is the change in number of molecules of species $c'$ by diffusion, the summation is for all the gas species except vapor inside a bubble, and $M_{in}$ is the total mass of gases and vapor inside a bubble. The first term on the right-hand side of Eq. (2.49) is the $pV$ work done by the surrounding liquid on a bubble. The second term is the energy change associated with evaporation or condensation. The third term is the energy change due to the thermal conduction. The fourth term is the heat of chemical reactions. The fifth term is the energy change due to diffusion. The last term is included only when the quantity in the brackets is positive and is the heat due to the decrease in kinetic energy of gases and vapor inside a collapsing bubble. The derivation of the last term is given in Ref. [14]. More details of the model are described in Refs. [14, 17], and there are other similar models from various researchers [18, 19].

The results of numerical simulations based upon the present model of the bubble dynamics are shown in Figs. 2.4 and 2.5 under a condition of single-bubble sonoluminescence (SBSL) [2]. A bubble expands during the rarefaction phase of ultrasound (Fig. 2.4a). In order to make a bubble initially expand, $p_s(t)$ in Eq. (2.31) is assumed as $p_s(t) = -A \sin \omega t$. During the compression phase of ultrasound, a bubble violently collapses followed by bouncing motion (weaker

![Fig. 2.4](image-url)  
**Fig. 2.4** Results of numerical simulations of bubble pulsation under a SBSL condition as a function of time for one acoustic cycle. The frequency and pressure amplitude of the acting ultrasound are 22 kHz and 1.32 bar, respectively. The ambient (equilibrium) bubble radius is 4 µm for an argon (Ar) bubble in 20 °C water. a The bubble radius (solid line) and the pressure $[p_\infty + p_s(t)]$ (dotted line)  b The number of molecules inside a bubble on a logarithmic scale. Reprinted with permission from Yasui [2]. Copyright (2015), Elsevier
During the bubble expansion, the number of H$_2$O molecules inside a bubble increases by evaporation at the bubble wall as the pressure inside a bubble decreases. During the bubble collapse, the number of H$_2$O molecules decreases by condensation at the bubble wall.

In the present numerical simulations, the non-condensable gas inside a bubble is assumed as argon (Ar). In SBSL, N$_2$ and O$_2$ in an air bubble chemically react due to the high temperature and pressure inside a bubble at each collapse of a bubble. As a result, soluble species such as HNO$_x$ and NO$_x$ are formed inside the bubble. These species gradually dissolve into the surrounding liquid water. Finally, chemically inactive species argon, which constitutes 1% of air, remains inside a SBSL bubble. This argon rectification hypothesis has been confirmed both experimentally and theoretically [20, 21]. Thus, in the present numerical simulations, an argon bubble is investigated.

According to the present numerical simulation, the temperature inside a bubble increases to 18,000 K at the end of the bubble collapse (Fig. 2.5a). The increase in temperature is mostly due to the $pV$ work done by the surrounding liquid on a bubble. A bubble is substantially cooled by thermal conduction and endothermic chemical reactions. Thus, the bubble collapse is quasi-adiabatic. Due to the high temperature and pressure inside a bubble, almost all water vapor molecules trapped inside a bubble are dissociated, and hydrogen (H$_2$), oxygen (O$_2$), and hydroxyl radicals (OH$^-$) are created (Fig. 2.5b). OH radicals play an important role in sonochemistry as previously discussed.

![Fig. 2.5 Results of numerical simulations around the bubble collapse as a function of time, specifically for 0.06 μs (the condition is the same as that of Fig. 2.4). a The bubble radius (dotted line) and the temperature inside a bubble (solid line). b The number of molecules inside a bubble on a logarithmic scale. At $t = 24.93$ ms (the right end of the graph), the main chemical products are H$_2$ ($1 \times 10^8$ in number of molecules), O$_2$ ($4 \times 10^7$), O ($3 \times 10^7$), H ($2 \times 10^7$), H$_2$O$_2$ ($1 \times 10^7$), and OH ($7 \times 10^6$). Reprinted with permission from Yasui [2]. Copyright (2015), Elsevier](image)
There are two types of mass transfer across the bubble wall. One is non-equilibrium evaporation and condensation of (water) vapor at the bubble wall. The other is the diffusion of non-condensable gases across the bubble wall. In this section, non-equilibrium evaporation and condensation of water vapor is discussed. There are two steps in non-equilibrium evaporation and condensation processes (Fig. 2.6) [22]. One is the diffusion of water vapor inside a bubble. The other is the phase change at the bubble wall. According to full numerical simulations by Storey and Szeri [23], the diffusion of water vapor inside a bubble is sometimes the rate-determining step. According to their full numerical simulations [23], the molar fraction of water vapor near the bubble wall inside a bubble is about one order of magnitude smaller than that at the center of a bubble near the final stage of a violent bubble collapse. However, in their numerical simulations [23], fluid velocity inside a collapsing bubble is assumed to have only radial component. The possible appearance of non-radial component of fluid velocity inside a collapsing bubble such as in turbulence should be studied in future. If turbulence occurs inside a collapsing bubble, molar fraction of water vapor is more homogeneous.

There is another issue on inhomogeneous molar fraction of water vapor inside a collapsing bubble. According to numerical simulations by Storey and Szeri [8], there are intense temperature and pressure gradients inside a collapsing bubble. These gradients drive relative mass diffusion which overwelms diffusion driven by concentration gradients. These thermal and pressure diffusion processes result in a robust compositional inhomogeneity in the bubble which lasts for several orders of magnitude longer than the temperature peak. In their study on the mixture segregation [8], a mixture of He and Ar gases was investigated. Mixture segregation occurs for a mixture of gases with large difference in their molecular weights. When molecular weight of non-condensable gas is largely different from that of water vapor, water vapor and non-condensable gas are expected to be mildly segregated inside a collapsing bubble [8, 24, 25]. In this case, rate of non-equilibrium condensation during bubble collapse is strongly influenced by mixture segregation. Further studies are required on whether mixture segregation occurs inside a collapsing bubble.

**Fig. 2.6** Two steps in vapor transport inside a bubble to the bubble wall. Reprinted with permission from Yasui et al. [22]. Copyright (2004), Taylor & Francis
If the rate-determining step is the phase change, the rate $\dot{m}$ of non-equilibrium evaporation and condensation at the bubble wall is given by the following equations [14, 26, 27].

\[
\dot{m} = \dot{m}_{\text{eva}} - \dot{m}_{\text{con}} \tag{2.50}
\]

\[
\dot{m}_{\text{eva}} = \frac{10^3 N_A \alpha_M}{M_{\text{H}_2\text{O}}} \frac{p_v^*}{\sqrt{2\pi R_v \sqrt{T_{L,i}}}} \tag{2.51}
\]

\[
\dot{m}_{\text{con}} = \frac{10^3 N_A \alpha_M \Gamma p_v}{M_{\text{H}_2\text{O}}} \frac{1}{\sqrt{2\pi R_v \sqrt{T_B}}} \tag{2.52}
\]

where $\dot{m}_{\text{eva}}$ and $\dot{m}_{\text{con}}$ are actual rates of evaporation and condensation ($\dot{m}$ is the net rate of evaporation), $M_{\text{H}_2\text{O}}$ is the molecular weight of H\textsubscript{2}O ($= 18$ g/mol), and $\alpha_M$ is the accommodation coefficient for evaporation or condensation. $R_v$ is the gas constant of water vapor in (J/kg K), $p_v^*$ is the saturated vapor pressure at the liquid temperature ($T_{L,i}$) at the bubble wall, $p_v$ is actual vapor pressure inside a bubble, $T_B$ is the temperature at the bubble wall inside a bubble, and the correction factor ($\Gamma$) is given as follows.

\[
\Gamma = e^{-\Omega^2} - \Omega \sqrt{\pi} \left(1 - \frac{2}{\sqrt{\pi}} \int_0^\Omega e^{-x^2} dx\right) \tag{2.53}
\]

where

\[
\Omega = \frac{\dot{m}}{p_v} \left(\frac{R_v T}{2}\right)^{1/2} \tag{2.54}
\]

The actual vapor pressure ($p_v$) inside a bubble is given as follows.

\[
p_v = \frac{n_{\text{H}_2\text{O}}}{n_t} p_{\text{in}} \tag{2.55}
\]

where $n_{\text{H}_2\text{O}}$ is the number of H\textsubscript{2}O molecules inside a bubble. Equations (2.50)–(2.52) are derived assuming a thin boundary layer near the liquid–gas interface in which the velocity distribution of molecules is Maxwell–Boltzmann [26]. From the velocity distribution, the collision frequency of molecules at the surface of a boundary layer is calculated. By multiplying it with the accommodation coefficient which is a probability of escaping the boundary layer for a molecule, the actual rates of evaporation and condensation are obtained. The accommodation coefficient is a function of the liquid temperature at the bubble wall: It decreases from 0.35 at 350 K to 0.05 at 500 K according to the molecular dynamics simulations by Matsumoto [14, 28].
According to numerical simulations, the non-equilibrium effect is only dominant at a bubble collapse [29]. At a strong collapse, the vapor pressure \( (p_v) \) inside a bubble is higher than the saturated vapor pressure \( (p_v^*) \) at the liquid temperature at the bubble wall \( (T_{L,i}) \) by more than one order of magnitude. On the other hand, during the bubble expansion, the vapor pressure is nearly identical to the saturated vapor pressure (nearly in equilibrium).

When diffusion is sometimes rate-determining step, the reader should refer to Refs. [18, 19].

### 2.6 Liquid Temperature at the Bubble Wall

Another important problem is the liquid temperature at the bubble wall. In numerical simulations, it is sometimes assumed to be identical to the ambient liquid temperature [18, 19]. However, there are some experimental evidences on the substantial increase in liquid temperature at the bubble wall [30–32]. For example, Suslick et al. [30] experimentally studied reaction rates of metal carbonyls in alkane solvent as a function of solvent vapor pressure when solutions were irradiated with ultrasound at 20 kHz. From the vapor pressure-independent component, they estimated the temperature at the interface between a bubble and liquid as \( \sim 1900 \) K. Hua et al. [31] experimentally studied sonochemical degradation of nonvolatile hydrophobic \( p \)-nitrophenyl acetate and concluded that the degradation was accelerated by supercritical water formed at the bubble interface region (Fig. 2.7) [33]. Supercritical water is defined as water at temperature and pressure higher than the critical ones (647 K and 221 bar, respectively). Moriwaki et al. [32] experimentally studied the sonochemical degradation of anionic surfactants and concluded that they were pyrolyzed at the interfacial region of a bubble. Thus, for accurate numerical simulations, the increase in temperature at the interface region of a bubble should be taken into account. There are some models available to determine the liquid temperature \( (T_{L,i}) \) at the bubble wall [6, 8, 34–36].

---

**Fig. 2.7** Three regions for a cavitation bubble. Reprinted with permission from Yasui [33]. Copyright (2016), Springer
to the full numerical simulations by Storey and Szeri [23], the temperature of the interface exceeds the critical point (647 K) for about 2 ns at around the minimum bubble radius. The thickness of supercritical region is only about 10 nm. More studies are required to further elucidate the interface temperature at the bubble collapse.

### 2.7 Gas Diffusion (Rectified Diffusion)

Gas diffusion across the bubble surface is a complex phenomenon when a bubble is pulsating under ultrasound because the gas concentration in the liquid adjacent to bubble wall changes in an intricate way. Eller and Flynn [37] solved this problem in 1965 using material coordinates, which move as the liquid element moves. They solved the diffusion equation for a pulsating bubble by time averaging over an acoustic period as follows [37].

\[
\left\langle \frac{dn_{gas}}{dt} \right\rangle = 4\pi R_0 D_{gas} \left[ A_R + R_0 \left( \frac{B_R}{\pi D_{gas} t} \right)^{1/2} \right] \frac{c_i 0}{c_1} \left( \frac{c_\infty}{c_i 0} - \frac{A_R}{B_R} \right) \tag{2.56}
\]

where \( n_{gas} \) is the number of molecules of non-condensable gas inside a bubble, \( \left\langle \right\rangle \) means time-averaged value, \( R_0 \) is the ambient bubble radius, \( D_{gas} \) is the diffusion coefficient of the gas in the liquid, \( c_i 0 \) is the gas concentration at the bubble wall in the liquid at ambient bubble radius \( (R_0) \), \( c_\infty \) is the ambient gas concentration in the liquid, and \( A_R \) and \( B_R \) are defined as follows.

\[
A_R = \frac{1}{T_a} \int_0^{T_a} \left( \frac{R}{R_0} \right) dt \tag{2.57}
\]

\[
B_R = \frac{1}{T_a} \int_0^{T_a} \left( \frac{R}{R_0} \right)^4 dt \tag{2.58}
\]

The gas concentration \( (c_i 0) \) at the bubble wall in the liquid at ambient bubble radius \( (R_0) \) is given by the following equation.

\[
c_i 0 = c_\infty \frac{p_{gas,0}}{p_\infty} \approx c_\infty \left( 1 + \frac{2\sigma}{R_0 p_\infty} \right) \tag{2.59}
\]

where \( p_{gas,0} \) is pressure of gas inside a bubble at ambient bubble radius.
From the time-averaged rate of gas diffusion in Eq. (2.56), the instantaneous rate of gas diffusion is postulated in Ref. [38] as follows.

$$\frac{dn_{\text{gas}}}{dt} = 4\pi R^2 D_{\text{gas}} \frac{A_R}{B_R} \frac{c_\infty - c_i}{(R_0/R)^2 R_0}$$

(2.60)

where $c_i$ is the instantaneous gas concentration at the bubble wall in the liquid. In the derivation of Eq. (2.60) from Eq. (2.56), the second term in the square brackets in Eq. (2.56) is omitted, and the bubble pulsation is assumed to be isothermal as follows.

$$c_i = c_\infty \frac{p_{\text{gas}}}{p_\infty} \approx c_\infty \left( 1 + \frac{2\sigma}{R_0 p_\infty} \right) \left( \frac{R_0}{R} \right)^3$$

(2.61)

where $p_{\text{gas}}$ is the instantaneous gas pressure inside a bubble, and $p_{\text{gas}} \left( \frac{4}{3} \pi R^3 \right) = p_{\text{gas,0}} \left( \frac{4}{3} \pi R_0^3 \right)$ is used. This assumption is justified as the bubble expansion is nearly isothermal and gas diffusion occurs mostly during bubble expansion.

Gas diffuses into a bubble during bubble expansion as the pressure inside a bubble is lower than the ambient pressure [$c_\infty > c_i$ in Eq. (2.60)]. During bubble collapse, the gas diffuses out of a bubble into surrounding liquid as the pressure inside a bubble is higher than the ambient pressure [$c_\infty < c_i$ in Eq. (2.60)]. When a bubble is strongly pulsating, the gas diffusion into a bubble during the bubble expansion overwhelms that out of a bubble during the bubble collapse; this process is called rectified diffusion [39, 40]. There are two main reasons in rectified diffusion. One is the larger surface area during the bubble expansion than that during the bubble collapse; this is called area effect. The other is larger magnitude of gradient of gas concentration during the bubble expansion than that during the bubble collapse. This is due to thinner material (liquid) element during the bubble expansion compared to that during the bubble collapse; this is called shell effect (Fig. 2.8). In Eq. (2.60), the shell effect is expressed by $\left( \frac{R_0}{R} \right)^2$ in the denominator. The area effect is expressed by $4\pi R^2$ in Eq. (2.60).

Growth rate of a pulsating bubble by rectified diffusion is defined as the rate of increase in ambient bubble radius. The growth rate by rectified diffusion strongly
depends upon the operating conditions, such as the acoustic pressure amplitude and
the acoustic frequency as well as the surface tension. The growth rate of a bubble
with an initial radius of 35 μm was experimentally measured as a few micrometers
per 100 s when the ultrasonic frequency and pressure amplitude were 22.1 kHz and
0.3 bar, respectively, in air-saturated water [41]. At acoustic pressure amplitude of
2 bar at 26.5 kHz, growth rate by rectified diffusion is numerically calculated to
range from 10 to several 100 μm/s depending upon the initial ambient radius in
nearly gas-saturated water [42].

2.8 Chemical Kinetic Model

Generally speaking, chemical reactions inside a collapsing bubble are in non-
equilibrium [43]. Thus, it is necessary to use chemical kinetic model for numerical
simulations of chemical reactions inside a bubble. For example, the rate of the
following reaction is given by Eq. (2.63) [14, 35].

\[
H_2O + M \rightarrow H + OH + M
\] (2.62)

\[
r_f = A_f T^{b_f} e^{-C_f/T} [H_2O][M]
\] (2.63)

where \(A_f, b_f,\) and \(C_f\) are the rate constants of the reaction; \(T\) is the temperature
inside a bubble; \([H_2O]\) is the concentration of \(H_2O\) molecules inside a bubble; and
\([M]\) is the concentration of any molecules (third body) inside a bubble. The sub-
script \(f\) denotes forward reaction. The rate constants of the chemical reactions inside
a bubble are listed in Refs. [14, 17, 35, 44, 45].

Rate of the backward reaction of (2.62) can be calculated in a similar manner.

\[
r_b = A_b T^{b_b} e^{-C_b/T} [H][OH][M]
\] (2.64)

where \(A_b, b_b,\) and \(C_b\) are the rate constants of the backward reaction, and \([H]\) and
\([OH]\) are concentrations of \(H\) and \(OH\) molecules inside a bubble, respectively. The sub-
script \(b\) denotes backward reaction. The rate constants for the backward reac-
tions are also listed in Refs. [14, 17, 35, 44, 45].

2.9 Single-Bubble Sonochemistry

It is possible to validate a model for bubble dynamics by comparing it with the
experimental results on single-bubble sonochemistry [46]. Experimental setup is
similar to that of single-bubble sonoluminescence (Fig. 2.9) [22]. A stable single
bubble is under controlled acoustic pressure and frequency as well as under con-
trolled liquid temperature. Thus, it is possible to directly compare results of
numerical simulation with the experimental data. In this system, there is no complexity due to other bubbles such as bubble–bubble interaction (Sect. 2.18).

In 2002, Didenko and Suslick [46] first reported quantitative results on single-bubble sonochemistry. They measured production rate of OH radicals from a single stable bubble using terephthalate dosimetry (as $8.2 \times 10^5$ molecules per acoustic cycle). The ultrasonic frequency and pressure amplitude were 52 kHz and 1.5 atm (=1.52 bar), respectively. The liquid temperature was 3 °C, and the maximum bubble radius was measured as 30.5 μm. The rate of NO$_2^-$ ion production was measured as $9.9 \times 10^6$ ions per acoustic cycle, and the number of photons emitted in sonoluminescence was measured as $7.5 \times 10^4$.

Next, results of numerical simulation under the experimental condition of Didenko and Suslick [46] are briefly reviewed [17]. To produce the experimentally observed maximum radius of 30.5 μm, the ambient bubble radius was determined as $R_0 = 3.6 \mu m$ (Fig. 2.10a) [17]. The dissolution of OH radicals into surrounding liquid was also numerically simulated by using uptake coefficient $\Theta$ defined as follows.

$$\Theta = \frac{N_{\text{in}} - N_{\text{out}}}{N_{\text{col}}}$$

where $N_{\text{in}}$ is the number of molecules dissolving into the liquid, $N_{\text{out}}$ is the number of molecules desorbing from the liquid into the gas, and $N_{\text{col}}$ is the number of molecules colliding with the interface between gas and liquid. In the simulation in Ref. [17], the uptake coefficient was assumed to be $\Theta = 0.001$. The rate ($r_{d,OH}$) of dissolution of OH radicals into the liquid water from the interior of a bubble was calculated as follows.

$$r_{d,OH} = \Theta \sqrt{\frac{kT_B}{2\pi m_{OH}}} \frac{n_{OH}}{V} \times 4\pi R^2$$

where $k$ is Boltzmann constant ($=1.38 \times 10^{-23}$ J/K), $T_B$ is the temperature at the bubble wall inside a bubble, $m_{OH}$ is the molecular mass of OH radical ($=2.82 \times 10^{-26}$ kg), $n_{OH}$ is the number of OH radicals inside a bubble, and $V$ is the
The volume of a bubble \( V = \frac{4}{3} \pi R^3 \). Equation (2.66) is the frequency of collision of OH radicals on the bubble surface multiplied by surface area of a bubble and uptake coefficient.

The result of numerical simulations on OH flux \( (r_d, \text{OH}) \) is shown in Fig. 2.10b as a function of time for one acoustic cycle. The dotted line shows the time integral of the OH flux. The amount of OH radicals dissolved into the surrounding liquid from the interior of a bubble is calculated as \( 6.6 \times 10^5 \) (number of molecules). It roughly agrees with the experimental data of \( 8.2 \times 10^5 \). This finding means that the model of bubble dynamics including chemical kinetic model is almost validated.

The temperature inside a bubble increases up to 10,900 K at the end of the bubble collapse according to the numerical simulations (Fig. 2.11a). As a result, many chemical species are dissociated at the end of the bubble collapse (Fig. 2.11b). After the end of the bubble collapse (after the time for the minimum radius of a bubble), many chemical species are formed inside a bubble such as \( \text{H}_2, \text{O}, \text{H}_2\text{O}_2, \text{HNO}_2, \) and \( \text{OH} \). In the numerical simulations, major non-condensable gas component is assumed as argon based on the argon rectification hypothesis discussed in Sect. 2.4. The amount of \( \text{N}_2 \) and \( \text{O}_2 \) inside a bubble is determined by the condition that the amount of \( \text{N}_2 \) and \( \text{O}_2 \) diffusing into a bubble by rectified diffusion balances with that dissociated inside a bubble. The chemical species present before the end of the bubble collapse in Fig. 2.11b are generated in the previous violent collapse of a stably pulsating bubble.

The amount of chemical products that dissolve into the liquid water from the interior of a SBSL bubble per acoustic cycle is listed in Table 2.1 according to the numerical simulations [17]. The dominant products are \( \text{H}_2, \text{O}, \text{H}_2\text{O}_2, \text{H}, \text{HNO}_2, \)
HO_2, HNO_3, and OH, and the dominant oxidants are O, H_2O_2, and OH. The main oxidants in sonochemical reactions are discussed in the next section. The amount of HNO_2 of $2.3 \times 10^6$ according to the numerical simulation is considerably lower than the experimental value for NO_2^- ions ($9.9 \times 10^6$) [46]. Further studies are required on this topic.

At the beginning of SBSL experiment, a bubble initially consists of air (N_2, O_2, and Ar) and water vapor. In about one hundred (100) acoustic cycles, the bubble

Table 2.1 Amount of chemical products that dissolve into the liquid water from the interior of a SBSL bubble in a steady state per acoustic cycle according to the numerical simulation

<table>
<thead>
<tr>
<th>Chemical species</th>
<th>Number of molecules per acoustic cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td>H_2</td>
<td>$3.1 \times 10^7$</td>
</tr>
<tr>
<td>O</td>
<td>$1.3 \times 10^7$</td>
</tr>
<tr>
<td>H_2O_2</td>
<td>$6.3 \times 10^6$</td>
</tr>
<tr>
<td>H</td>
<td>$4.1 \times 10^6$</td>
</tr>
<tr>
<td>HNO_2</td>
<td>$2.3 \times 10^6$</td>
</tr>
<tr>
<td>HO_2</td>
<td>$1.1 \times 10^6$</td>
</tr>
<tr>
<td>HNO_3</td>
<td>$8.4 \times 10^5$</td>
</tr>
<tr>
<td>OH</td>
<td>$6.6 \times 10^5$</td>
</tr>
<tr>
<td>NO</td>
<td>$2.5 \times 10^5$</td>
</tr>
<tr>
<td>HNO</td>
<td>$9.5 \times 10^4$</td>
</tr>
<tr>
<td>NO_2</td>
<td>$4.4 \times 10^4$</td>
</tr>
<tr>
<td>O_3</td>
<td>$3.4 \times 10^4$</td>
</tr>
<tr>
<td>N</td>
<td>$2.9 \times 10^4$</td>
</tr>
<tr>
<td>NO_3</td>
<td>$3.1 \times 10^3$</td>
</tr>
<tr>
<td>N_2O</td>
<td>$3.1 \times 10^2$</td>
</tr>
</tbody>
</table>

Reprinted with permission from Yasui et al. [17]. Copyright (2005), AIP Publishing LLC
content gradually changes to argon (Ar) due to the argon rectification process [47]. The results of numerical simulations on an initial air bubble are shown in Fig. 2.12 [17]. The bubble temperature increases up to 6500 K at the end of the bubble collapse, which is considerably lower than that inside an argon bubble (10,900 K) because the molar heat of N\textsubscript{2} and O\textsubscript{2} is larger than that of argon. The main chemical products in an air bubble are HNO\textsubscript{2}, HNO\textsubscript{3}, O, H\textsubscript{2}O\textsubscript{2}, O\textsubscript{3}, HO\textsubscript{2}, NO\textsubscript{3}, H\textsubscript{2}, and OH (Fig. 2.12b, Table 2.2), and the main oxidants in this case are O, H\textsubscript{2}O\textsubscript{2}, O\textsubscript{3}, and OH.

![Fig. 2.12](image-url) Calculated results for an initial air bubble at around the end of the bubble collapse (only for 0.1 \mu{s}). a The bubble radius and the temperature inside a bubble. b The number of molecules inside a bubble. Reprinted with permission from Yasui et al. [17]. Copyright (2005), AIP Publishing LLC

**Table 2.2** Amount of chemical products that dissolve into the liquid water from the interior of an initial air bubble in one acoustic cycle according to the numerical simulation

<table>
<thead>
<tr>
<th>Chemical species</th>
<th>Number of molecules per acoustic cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td>HNO\textsubscript{2}</td>
<td>4.0 \times 10^7</td>
</tr>
<tr>
<td>HNO\textsubscript{3}</td>
<td>3.7 \times 10^7</td>
</tr>
<tr>
<td>O</td>
<td>1.6 \times 10^7</td>
</tr>
<tr>
<td>H\textsubscript{2}O\textsubscript{2}</td>
<td>5.1 \times 10^6</td>
</tr>
<tr>
<td>O\textsubscript{3}</td>
<td>2.7 \times 10^6</td>
</tr>
<tr>
<td>HO\textsubscript{2}</td>
<td>2.3 \times 10^6</td>
</tr>
<tr>
<td>NO\textsubscript{3}</td>
<td>1.1 \times 10^6</td>
</tr>
<tr>
<td>H\textsubscript{2}</td>
<td>1.0 \times 10^6</td>
</tr>
<tr>
<td>OH</td>
<td>9.9 \times 10^5</td>
</tr>
<tr>
<td>NO\textsubscript{2}</td>
<td>3.9 \times 10^5</td>
</tr>
<tr>
<td>N\textsubscript{2}O</td>
<td>3.0 \times 10^5</td>
</tr>
<tr>
<td>NO</td>
<td>1.3 \times 10^5</td>
</tr>
<tr>
<td>H</td>
<td>1.1 \times 10^5</td>
</tr>
<tr>
<td>HNO</td>
<td>2.8 \times 10^4</td>
</tr>
<tr>
<td>N</td>
<td>2.7 \times 10^3</td>
</tr>
<tr>
<td>N\textsubscript{2}O\textsubscript{5}</td>
<td>6.8 \times 10^2</td>
</tr>
</tbody>
</table>

Reprinted with permission from Yasui et al. [17]. Copyright (2005), AIP Publishing LLC
2.10 Main Oxidants

In order to study the main oxidants created inside an air bubble, numerical simulations of chemical reactions inside a pulsating bubble have been performed for several ultrasonic frequencies and pressure amplitudes [48]. The maximum bubble temperature at the end of the violent bubble collapse is plotted as a function of acoustic pressure amplitude for various ultrasonic frequencies, as shown in Fig. 2.13a [48]. For relatively low ultrasonic frequencies such as 20 and 100 kHz, a peak in the bubble temperature at relatively low acoustic amplitude is observed. The decrease in the bubble temperature as acoustic amplitude increases is due to the increase in vapor fraction inside a bubble at the end of the bubble collapse (Fig. 2.13b) [48]. Vapor fraction increases as the acoustic amplitude increases due to the larger amount of water vapor evaporating into the bubble as the bubble expands more. Because of the larger amount of water vapor at maximum bubble radius, more amount of water vapor is trapped inside a bubble at the end of the bubble collapse due to non-equilibrium condensation during the violent bubble collapse. Larger vapor fraction results in further decrease in bubble temperature because the molar heat of water vapor is larger than that of air and endothermic dissociation of water vapor inside a bubble considerably cools down the bubble. The increase of bubble temperature at low acoustic amplitude is just a result of more expansion of a bubble resulting in more violent collapse. At higher ultrasonic frequencies such as 300 kHz and 1 MHz, bubble temperature continuously increases as the acoustic amplitude increases and reaches a plateau at relatively high acoustic amplitudes. This is due to much lower vapor fraction than that at lower

![Image](image.png)

**Fig. 2.13** Calculated result as a function of the acoustic amplitude for several ultrasonic frequencies (20, 100, 300 kHz, and 1 MHz) for the first collapse of an isolated spherical air bubble. The ambient bubble radii are 5 μm for 20 kHz, 3.5 μm for 100 and 300 kHz, and 1 μm for 1 MHz. **(a)** The temperature inside a bubble at the final stage of the bubble collapse. **(b)** The molar fraction of the water vapor inside a bubble at the end of the bubble collapse. Reprinted with permission from Yasui et al. [48]. Copyright (2007), AIP Publishing LLC
ultrasonic frequencies, which is caused by much smaller expansion of a bubble due to shorter period of ultrasound.

The quantity of each chemical species becomes nearly constant after about 0.05–0.1 µs after the end of the bubble collapse according to the numerical simulations shown in Figs. 2.11b and 2.12b. In Fig. 2.14, the rate of production of each oxidant inside an air bubble is estimated by the amount of each oxidant inside a bubble at about 0.05–0.1 µs after the end of the first violent collapse of the bubble. From Fig. 2.14, the quantity of oxidants at higher bubble temperatures than about 7000 K is a few orders of magnitude smaller than those at lower bubble temperatures. This is due to the consumption of oxidants inside an air bubble by oxidizing nitrogen at higher temperature than about 7000 K. Thus, there is an optimal bubble temperature for oxidant production, which is about 5500 K (Fig. 2.15a) [49]. If nitrogen

Fig. 2.14 Rate of production of each oxidant inside an isolated spherical air bubble per second calculated by the first bubble collapse as a function of acoustic amplitude with the temperature inside a bubble at the end of the bubble collapse (the thick line): a 20 kHz and $R_0 = 5 \mu m$. b 100 kHz and $R_0 = 3.5 \mu m$. c 300 kHz and $R_0 = 3.5 \mu m$. d 1 MHz and $R_0 = 1 \mu m$. Reprinted with permission from Yasui et al. [48]. Copyright (2007), AIP Publishing LLC
(N₂) is absent, the situation completely changes such as the interior of an oxygen (O₂) bubble because the oxidants are no longer consumed there. For an oxygen bubble, the amount of oxidants created inside a bubble continuously increases as the bubble temperature increases and finally reaches a plateau at higher bubble temperatures than ~6000 K (Fig. 2.15b) [49].

When the molar fraction of water vapor inside a bubble at the end of bubble collapse is larger than 0.5, the main oxidant is OH radical because there is a large amount of water vapor as the source of OH radicals inside a bubble (Figs. 2.13b and 2.14a, b) [48]. Furthermore, at these conditions, the bubble temperature is
lower than 7000 K, and oxidants are not excessively consumed inside a bubble. When the molar fraction of water vapor is larger than 0.5, a bubble is sometimes called *vaporous*. Thus, in vaporous bubbles, the main oxidant is OH radical.

When the molar fraction of water vapor is smaller than 0.5, a bubble is sometimes called *gaseous*. In gaseous bubbles, the main oxidant is O atom when the bubble temperature is higher than 6500 K (Fig. 2.14) [48]. When the bubble temperature is in the range of 4000–6500 K, the main oxidant is hydrogen peroxide (H$_2$O$_2$) in the gaseous bubbles (Fig. 2.14). At 1 MHz, however, H$_2$O$_2$ is one of the main oxidants even at temperatures higher than 6500 K because the duration of high temperature is too short for H$_2$O$_2$ to be dissociated inside a bubble.

The role of O atom in sonochemical reactions in solutions is still under debate [33] (see Sect. 3.9). Hart and Henglein [50] experimentally suggested that O atom contributes to KI dosimetry in sonochemical reactions as follows.

\[
O + 2I^- + 2H^+ \rightarrow I_2 + H_2O \tag{2.67}
\]

However, there has been no direct experimental evidence on the production of O atoms in solutions (at liquid or interface regions).

### 2.11 Effect of Volatile Solutes

Volatile solutes such as methanol (CH$_3$OH) evaporate into a bubble and are dissociated inside a heated bubble near the end of a violent bubble collapse. The rate of evaporation of methanol in aqueous solution is calculated in a similar way to that of water vapor (Eqs. 2.50–2.52) as follows [51].

\[
\dot{m}_{\text{CH}_3\text{OH}} = \dot{m}_{\text{eva,CH}_3\text{OH}} - \dot{m}_{\text{con,CH}_3\text{OH}} \tag{2.68}
\]

\[
\dot{m}_{\text{eva,CH}_3\text{OH}} = \frac{10^3 N_A \alpha_{M,\text{CH}_3\text{OH}} p_{CH_3OH}^*}{M_{\text{CH}_3\text{OH}}} \frac{\sqrt{2 \pi R_{\text{CH}_3\text{OH}}} \sqrt{T_{L,i}}}{\sqrt{T_B}} \tag{2.69}
\]

\[
\dot{m}_{\text{con,CH}_3\text{OH}} = \frac{10^3 N_A \alpha_{M,\text{CH}_3\text{OH}} \Gamma_{\text{CH}_3\text{OH}} p_{\text{CH}_3\text{OH}}}{\sqrt{2 \pi R_{\text{CH}_3\text{OH}}} \sqrt{T_B}} \tag{2.70}
\]

where $M_{\text{CH}_3\text{OH}}$ is molecular weight of methanol (=32 g/mol), $\alpha_{M,\text{CH}_3\text{OH}}$ is accommodation coefficient for the evaporation or condensation for methanol, $R_{\text{CH}_3\text{OH}}$ is the gas constant for methanol (=260 J/kg K), $p_{CH_3OH}^*$ is the saturated vapor pressure of methanol at liquid temperature ($T_{L,i}$) at the bubble wall, $\alpha$ is the area occupied by a methanol molecule at the gas/liquid interface (=2 × 10$^{-19}$ m$^2$/molecule), $S_{\text{CH}_3\text{OH}}$ is the instantaneous surface concentration of methanol at the bubble wall, $p_{\text{CH}_3\text{OH}}$ is
the partial pressure of methanol inside a bubble, and the correction factor ($\Gamma_{\text{CH}_3\text{OH}}$) is calculated in a similar way to that of water vapor (Eqs. 2.53 and 2.54) as follows.

$$\Gamma_{\text{CH}_3\text{OH}} = e^{-\Omega_{\text{CH}_3\text{OH}}} - \Omega_{\text{CH}_3\text{OH}}\sqrt{\pi} \left[ 1 - \frac{2}{\sqrt{\pi}} \int_0^\infty e^{-x^2} \, dx \right] (2.71)$$

where

$$\Omega_{\text{CH}_3\text{OH}} = \frac{\dot{m}_{\text{CH}_3\text{OH}}}{\rho_{\text{CH}_3\text{OH}}} \left( \frac{R_{\text{CH}_3\text{OH}} T}{2} \right)^{1/2} (2.72)$$

Saturated vapor pressure of methanol is calculated as a function of the liquid temperature at the bubble wall [51]. The accommodation coefficient for methanol is assumed to be the same as that for water vapor [51].

The surface concentration of methanol at the bubble wall is calculated as follows.

$$S_{\text{CH}_3\text{OH}} = \frac{N_{S,\text{CH}_3\text{OH}}}{4\pi R^2} (2.73)$$

where $N_{S,\text{CH}_3\text{OH}}$ is the instantaneous number of methanol molecules sitting at the bubble wall. The change in number of methanol molecules at the bubble wall in time $\Delta t$ is given as follows.

$$\Delta N_{S,\text{CH}_3\text{OH}} = -4\pi R^2 \dot{m}_{\text{CH}_3\text{OH}} \Delta t + \Delta N_{\text{diff,CH}_3\text{OH}} (2.74)$$

where the first term is the change by evaporation or condensation at the bubble wall, and the second term is the diffusion of methanol molecules in liquid. The second term is calculated in a similar way to that for the diffusion of a non-condensable gas (Eq. 2.60) [51].

$$\Delta N_{\text{diff,CH}_3\text{OH}} = 4\pi R^2 D_{\text{CH}_3\text{OH}} \frac{A_R c_{\infty,\text{CH}_3\text{OH}} - c_{i,\text{CH}_3\text{OH}}}{(R_0/R)^2 R_0} \Delta t (2.75)$$

where $D_{\text{CH}_3\text{OH}}$ is the diffusion coefficient of methanol in the liquid water, $c_{\infty,\text{CH}_3\text{OH}}$ is the ambient concentration of methanol, and $c_{i,\text{CH}_3\text{OH}}$ is the instantaneous concentration of methanol near the bubble wall.

The partial coverage of the bubble surface by methanol molecules partially inhibits evaporation and condensation of water at the bubble wall. The effective area for evaporation and condensation of water is reduced from $4\pi R^2$ to $4\pi R^2(1 - \hat{a} S_{\text{CH}_3\text{OH}})$. 

Saturated vapor pressure of methanol is calculated as a function of the liquid temperature at the bubble wall [51]. The accommodation coefficient for methanol is assumed to be the same as that for water vapor [51].

The surface concentration of methanol at the bubble wall is calculated as follows.
Fig. 2.16 Calculated results of an argon bubble in aqueous methanol solution \[S_{eq} = 0.01 \times 10^{14}\] (molecules/cm²), where \(S_{eq}\) is the equilibrium surface concentration of methanol] as a function of time for one acoustic cycle (45 μs) when the frequency and amplitude of ultrasound are 22 kHz and 1.32 bar, respectively, and the ambient bubble radius is 4 μm. a Bubble radius. b Number of molecules inside a bubble with logarithmic scale. Reprinted with permission from Yasui [51]. Copyright (2002), AIP Publishing LLC
The change in number of methanol molecules inside a bubble \( n_{\text{CH}_3\text{OH}} \) is calculated as follows.

\[
n_{\text{CH}_3\text{OH}}(t + \Delta t) = n_{\text{CH}_3\text{OH}}(t) + 4\pi R^2 \dot{m}_{\text{CH}_3\text{OH}} \Delta t - \frac{4}{3} \pi R^3 \frac{r_{\text{CH}_3\text{OH} + M \rightarrow \text{CH}_3 + \text{OH} + M \Delta t}}{C_0^3}
\]

(2.76)

where \( r_{\text{CH}_3\text{OH} + M \rightarrow \text{CH}_3 + \text{OH} + M} \) is the rate of the following chemical reaction.

Fig. 2.17 Calculated results at around the minimum bubble radius in aqueous methanol solution. The condition is the same as that in Fig. 2.16. a Bubble radius and temperature inside a bubble. b Number of molecules inside a bubble with logarithmic scale. Reprinted with permission from Yasui [51]. Copyright (2002), AIP Publishing LLC
where M is a third body.

In the calculation of the temporal change in the internal thermal energy of a bubble (Eq. 2.49), an additional term accounting energy change due to evaporation or condensation of methanol should be added.

Results of the numerical simulations are shown in Figs. 2.16, 2.17, and 2.18 under a condition of single-bubble sonoluminescence (SBSL) and argon rectification (Sect. 2.4) [51]. Methanol evaporates into a bubble during bubble expansion and condenses at the bubble wall during bubble collapse like water vapor (Fig. 2.16). At the end of a violent bubble collapse, most of the methanol molecules inside a bubble are dissociated due to high temperatures (Fig. 2.17). As a result, the maximum bubble temperature at the collapse decreases as the methanol concentration increases because the endothermic dissociation of methanol considerably cools down a bubble (Fig. 2.17). However, the calculated relative SL intensity is higher than the experimental data (Fig. 2.18) [51, 52]. It is probably due to the accumulation of chemical products by the dissociation of methanol inside a bubble, which is not taken into account in the present numerical simulations [53].

2.12 Resonance Radius

The Rayleigh–Plesset equation as well as the Keller equation is a nonlinear equation because there are nonlinear terms such as $R \dot{R}$ and $\dot{R}^2$. The linear equation is defined as the equation which satisfies the following superposition principle.
\begin{equation}
    f(\alpha x_1 + \beta x_2) = \alpha f(x_1) + \beta f(x_2) \tag{2.78}
\end{equation}

where \( f \) is a function of \( x \), \( x_1 \) and \( x_2 \) are arbitrary values of \( x \), and \( \alpha \) and \( \beta \) are arbitrary constants. If a function \( f \) does not satisfy Eq. (2.78), it is a nonlinear function. For example, a function \( f \) defined by \( f(R) = R + \bar{R} \) is a linear function because \( f(\alpha R_1 + \beta R_2) = \alpha f(R_1) + \beta f(R_2) \). On the other hand, a function \( f \) defined by \( f(R) = R \bar{R} \) is a nonlinear function because

\begin{equation}
    f(\alpha R_1 + \beta R_2) = (\alpha R_1 + \beta R_2) \cdot (\alpha \bar{R}_1 + \beta \bar{R}_2) \neq \alpha f(R_1) + \beta f(R_2) \tag{2.79}
\end{equation}

Generally speaking, a linear function of \( x \) consists only of a first-order term (\( \alpha x \), where \( \alpha \) is a constant) and a constant. Other functions are nonlinear such as a function containing higher order terms (\( bx^2 \), \( cx^3 \), etc.).

Any radius–time curve \( (R(t)) \) can be expressed by the non-dimensional function \( x(t) \) defined as follows.

\begin{equation}
    R(t) = R_0(1 + x(t)) \tag{2.80}
\end{equation}

\( x(t) \) means degree of deviation of \( R(t) \) from the ambient value \( R_0 \). Now let us consider very weak pulsation of a bubble so that \( |x(t)| \ll 1 \). In this case, \( 1 \gg |x(t)| \gg |x(t)|^2 \) holds. Thus, in the Rayleigh–Plesset equation, only the first-order terms need to be considered. Inserting Eq. (2.80) into the Rayleigh–Plesset equation (Eq. 2.12) gives the following equation (by neglecting the higher order terms).

\begin{equation}
    \ddot{x} + 2\gamma_0 \dot{x} + \omega_0^2 x = f_0 \sin \omega t \tag{2.81}
\end{equation}

where

\begin{equation}
    \gamma_0 = \frac{2\mu}{\rho_0 R_0^2} \tag{2.82}
\end{equation}

\begin{equation}
    \omega_0 = \frac{1}{R_0} \sqrt{\frac{3\gamma p_0 + (3\gamma - 1) \frac{2\sigma}{\rho_0}}{\rho_0}} \tag{2.83}
\end{equation}

\begin{equation}
    f_0 = \frac{A}{\rho_0 R_0^2} \tag{2.84}
\end{equation}

In the derivation, the bubble pulsation is assumed to be adiabatic as follows.

\begin{equation}
    p_g(t) = \left( p_0 + \frac{2\sigma}{R_0} \right) \left( \frac{R}{R_0} \right)^{-3\gamma} \tag{2.85}
\end{equation}
where $\gamma$ is ratio of specific heats ($\gamma = 1.4$ for air, 1.67 for argon). Furthermore, the vapor pressure ($p_v$) and the Laplace pressure ($\frac{2\sigma}{R_0}$) are neglected compared to the acoustic pressure amplitude ($A$). Equation (2.81) is an equation for a forced oscillator with a natural frequency $\omega_0$ and with damping constant $\gamma_d$.

Solution of Eq. (2.81) is given as follows [54]:

$$x = ae^{-\gamma_d t} \cos(\omega_0 t + x) + \frac{f_0}{\sqrt{(\omega_0^2 - \omega^2)^2 + (2\gamma_d \omega)^2}} \sin(\omega t + \varphi)$$

(2.86)

where $a$ is a constant. $\omega_0 = \sqrt{\omega_0^2 - \gamma_d^2}$, where $\omega_0 > \gamma_d$ is used. $\alpha$ is a constant and $\varphi$ is given as follows.

$$\varphi = \tan^{-1} \frac{-2\gamma_d \omega}{\omega_0^2 - \omega^2} = \tan^{-1} \left[ \frac{-2F \Gamma}{(1 - F^2)} \right]$$

(2.87)

where $F$ and $\Gamma_\gamma$ are defined as follows.

$$F = \frac{\omega}{\omega_0}$$

(2.88)

$$\Gamma_\gamma = \frac{\gamma_d}{\omega_0}$$

(2.89)

The first term on right-hand side of Eq. (2.86) becomes negligible after a sufficient time as $e^{-\gamma_d t} \to 0$ with $t \to \infty$. Then, the amplitude of oscillation ($A_1$) is given as follows.

$$A_1 = \frac{A_0}{\sqrt{(1 - F^2)^2 + 4\Gamma_\gamma^2 F^2}}$$

(2.90)

where $A_0 = \frac{f_0}{\omega_0}$.

The results of the numerical calculations of Eqs. (2.87) and (2.90) are shown in Fig. 2.19 for an air bubble in water at 20 °C. The amplitude of oscillation has a sharp peak at $\omega = \omega_0$ for both the ambient radii of 1 and 1000 μm. Thus, the frequency given by Eq. (2.83) is called (linear) resonance frequency ($= \frac{\omega_0}{2\pi}$) which is shown in Fig. 2.20. The resonance frequency decreases as the ambient bubble radius ($R_0$) increases from 4750 kHz at $R_0 = 1$ μm to 3.29 kHz at $R_0 = 1000$ μm. As the effect of viscosity (damping) becomes weaker as the ambient bubble radius increases, the peak in amplitude of oscillation becomes higher (Fig. 2.19a). With regard to the phase difference between the driving ultrasound and the bubble oscillation (Eq. 2.87 in Fig. 2.19b), ultrasound and the bubble oscillation are in phase (no phase difference) when the driving frequency is much lower than the resonance frequency of a bubble ($F \sim 0$). On the other hand, ultrasound and bubble
oscillation are in anti-phase (a phase difference of \( -\pi \)) when the driving frequency is much higher than the resonance frequency \( (F \gg 1) \). For larger ambient bubble radius, this behavior is more significant due to negligible effect of damping (Fig. 2.19b).

However, the bubble pulsation in acoustic cavitation is strongly nonlinear. The linear approximation is valid only for very low acoustic amplitudes. As shown in Fig. 2.21, the peak in the expansion ratio \( (R_{\text{max}}/R_0) \), where \( R_{\text{max}} \) is the maximum radius of a pulsating bubble) is at about \( R_0 = 6 \) μm for an acoustic amplitude of 0.5 bar (= 5 × 10^4 Pa = 0.493 atm) at 300 kHz, which is considerably smaller than the linear resonance radius of 11.4 μm (Eq. 2.83) [43]. For an acoustic amplitude of 3 bar, the peak is at about 0.4 μm, which is more than one order of magnitude smaller than the linear resonance radius. For this acoustic amplitude, a
bubble significantly expands \((R_{\text{max}}/R_0 > 3)\) in the range of \(0.27 \, \mu\text{m} < R_0 < 7 \, \mu\text{m}\) [43]. In other words, a bubble actively pulsates for a wide range of ambient radius which does not include the linear resonance radius of 11.4 \(\mu\text{m}\). This means that at this acoustic amplitude, a bubble of linear resonance size is inactive due to the nonlinearity of bubble pulsation. The ambient radius for the peak in expansion ratio is sometimes called nonlinear resonance radius. The peak is not sharp, and a bubble strongly pulsates in a wide range of ambient radius. The upper bound of the ambient radius for an active bubble is in the same order of magnitude as the linear resonance radius (Fig. 2.22) [43]. The lower bound nearly coincides with the Blake threshold radius given as follows [2, 39].
\[ p_{\text{Blake}} = p_0 + \frac{8\sigma}{9} \sqrt{\frac{3\sigma}{2R^3_{0,\text{Blake}} [p_0 + (2\sigma/R_{0,\text{Blake}})]}} \]  

where \( p_{\text{Blake}} \) is the pressure amplitude of ultrasound (the Blake threshold pressure for transient cavitation), and \( R_{0,\text{Blake}} \) is the ambient bubble radius (the Blake threshold radius). The Blake threshold pressure is a threshold above which a bubble significantly expands (and subsequently collapses). The derivation of Eq. (2.91) is given in Ref. [2].

### 2.13 Shock Wave Emission

The Mach number \( (M) \) is defined as the fluid velocity divided by the sound velocity. A shock wave is a propagation of a discontinuity in pressure in a medium [10, 55]. For a shock wave propagating in a homogeneous medium under steady-state conditions, upstream velocity of fluid is normally higher than sound velocity \((M > 1)\) according to the Rankine–Hugoniot relations [10]. It is also known that a shock wave is emitted when the velocity of an airplane exceeds sound velocity. Generally speaking however, shock wave can be emitted even when the Mach number is less than 1. An example is shock wave emission from a bubble at its collapse. Figure 2.23 shows a photograph of a spherical shock wave emitted from a bubble at its collapse [56]. The circle in Fig. 2.23 is the spherical shock wave propagating outward from the center of a circle where a bubble is present although it is invisible in the photograph.

The reason for the shock wave emission from a bubble can be understood from a result of numerical simulations (Figs. 2.24 and 2.25) [57]. As shown in Fig. 2.24a, b, the shock formation occurs during rebounding of a bubble after a violent collapse.

![An image of a spherical shock wave emitted by a sonoluminescing bubble. At 480 ns after the bubble collapse. The side length of the image is 3.5 mm. Reprinted with permission from Holzfuss et al. [56]. Copyright (1998), American Physical Society](image)
Just after a violent collapse, a bubble starts expanding. However, the liquid slightly apart from a bubble still flows toward a bubble (the velocity is still negative) (e.g., at time 0.1 after the end of the collapse in Fig. 2.25, the fluid velocity (Mach number) is negative at a region slightly away from a bubble wall). Furthermore, the sound velocity decreases as the distance from a bubble increases because the liquid pressure decreases (the sound velocity decreases as the liquid pressure decreases). The pressure wave continuously emitted from an expanding bubble propagates with the speed equivalent to the sum of the sound velocity and the fluid (liquid) velocity. Due to the above two factors, the pressure waves radiated from an expanding bubble
overtake the previously radiated pressure waves. In this way, a shock wave is formed as seen as a pressure peak propagating outward as shown in Fig. 2.24b. It should be noted that the absolute value of the Mach number of the bubble wall is much less than 1 during the formation of the shock wave (Fig. 2.25) [54].

### 2.14 Shock Formation Inside a Bubble

According to some numerical simulations of fundamental equations of fluid dynamics inside a collapsing bubble, a spherical shock wave is formed, which propagates inwardly and finally focuses at the bubble center [58–60]. When a spherical shock wave focuses at the bubble center, temperature increases to about $10^6$ K (1,000,000 K) or more. However, other numerical simulations taking into account the effect of thermal conduction inside a collapsing bubble have revealed
that no shock wave is formed and that temperature and pressure are almost spatially uniform except near the bubble wall inside a collapsing bubble [61–65].

The reason of no shock formation is as follows (Fig. 2.26) [2, 66]. Due to the thermal conduction from the hotter bubble interior to the colder bubble wall, the temperature increases as the distance from the bubble wall increases toward the center of a bubble. As the sound velocity increases as temperature increases, the sound velocity increases as the distance from the bubble wall increases toward the center of a bubble. The pressure waves radiated from the bubble wall inside a bubble toward the center of a bubble propagate with the speed equivalent to the sum of the sound velocity and the fluid (gas) velocity. As the sound velocity increases as the distance from the bubble wall increases, the pressure waves barely overtake the previously radiated pressure waves inside a collapsing bubble. Thus, the shock wave is barely formed inside a collapsing bubble.

### 2.15 Jet Penetration Inside a Bubble

When the pressure field around a bubble is strongly asymmetric, a liquid jet penetrates into a collapsing bubble. It is most often observed for the bubble collapse near a solid surface (Figs. 2.27 and 2.28) [67, 68]. Just before the bubble collapse near a solid surface, the liquid pressure on the bubble surface near a solid boundary becomes much lower than that on the other side of the bubble surface (Fig. 2.28) [68]. As a result, a jet penetrates into a bubble and finally hits the solid surface. Then, the liquid flow spreads on the solid surface and cleans the surface (contaminated with small particles) (Fig. 2.29d) [67]. During the bubble expansion (Fig. 2.29a) and bubble collapse (Fig. 2.29b), fluorescent particles of 8 μm in diameter initially distributed on the solid surface moved associated with the liquid flow due to bubble pulsation. However, the permanent displacement of particles
was observed only during the jet impact (from Fig. 2.29c, d) [67]. A jet impact also causes a damage of the solid surface (Fig. 2.30) [69].

Jet penetration also occurs when two neighboring bubbles simultaneously collapse (Fig. 2.31) [70]. Another situation of jet penetration into a bubble is the bubble collapse in a traveling ultrasonic wave [71].
2.16 Radiation Forces (Bjerknes Forces)

The radiation forces on a bubble in liquid under ultrasound originate in pressure inhomogeneity around a bubble. If the pressure inhomogeneity originates in an external acoustic field (driving ultrasound), the radiation force is called primary Bjerknes force. If it originates in an acoustic wave radiated by a neighboring bubble, it is called secondary Bjerknes force. Both primary and secondary Bjerknes forces are principally expressed by the same equation as follows [72].

---

**Fig. 2.29** Photograph of the particle streaks a during the bubble expansion, b during the bubble collapse, c during the jet impact, and d during re-expansion of the bubble. The position of the bubble center is indicated with a cross in (a). Reprinted with permission from Ohl et al. [67]. Copyright (2006), AIP Publishing LLC
Fig. 2.30  SEM images showing evidence of microjet impacts on the surface of the cake layer made of sulfate polystyrene latex particles of 0.53 μm in average diameter. Left: ultrasound operating at 1062 kHz for 5 s and 0.21 W/cm². Right: ultrasound operating at 620 kHz for 5 s and 0.12 W/cm². Reprinted with permission from Lamminen et al. [69]. Copyright (2004), Elsevier

Fig. 2.31  Comparison between experimental and simulation of the cavitation of two bubbles initially set at a distance of 400 μm subjected to a minimum pressure of −1.4 MPa. Each time step is 4 μs in the direction from the top to the bottom (the total time is 20 μs). Reprinted with permission from Bremond et al. [70]. Copyright (2006), AIP Publishing LLC

\[
\bar{F}_B = \langle \bar{F}_p \rangle = -\langle V \nabla \bar{p} \rangle \tag{2.92}
\]

where \(\bar{F}_B\) is the primary or secondary Bjerknes force, \(\bar{F}_p\) is the instantaneous radiation force which dramatically changes in one acoustic cycle including direction of the force, \(\langle \rangle\) means the time-averaged value, \(V\) is the instantaneous bubble
volume, \( \nabla = \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z} \right) \), and \( p = p(x, y, z, t) \) is the instantaneous pressure field around a bubble.

Firstly, the primary Bjerknes force in a standing acoustic field is discussed. As an example, the instantaneous pressure field is given as follows.

\[
p(z, t) = -A \cos(kz) \sin(\omega t)
\]

(2.93)

where \( A \) is the pressure amplitude of ultrasound, and the origin \((z = 0, t = 0)\) has been appropriately shifted compared to Eq. (1.28). When a liquid is irradiated with ultrasound by a transducer attached at the bottom \((z = 0)\) of a liquid container, a standing wave field is formed as given by Eq. (2.93) if the liquid height is at \( z = (2n + 1)\pi/2k \), where \( z \)-axis is in the vertical direction and \( n \) is a natural number. Then, instantaneous radiation force is given as follows.

\[
\vec{F}_p = (-4\pi/3)R^3 A \sin(kz) \sin(\omega t) \vec{e}_z
\]

(2.94)

where \( R \) is instantaneous bubble radius, and \( \vec{e}_z \) is a unit vector in \( z \) direction. In Fig. 2.32a, the bubble radius as well as the acoustic pressure is shown as function of time at 20 kHz [73]. A bubble is slightly off the pressure antinode (by 1 mm) in the calculation. During the rarefaction phase of ultrasound, over the initial

---

Fig. 2.32  a Calculated steady-state radius–time curves for a 5-\( \mu \)m bubble driven with a pressure amplitude of 1.3, 1.5, and 1.7 atm. Note that as the pressure amplitude is increased, the bubble collapses later in the acoustic cycle, such that it remains relatively large even after the pressure changes phase. The arrows illustrate the direction of the Bjerknes force, toward the pressure antinode during the first half cycle and away from the pressure antinode during the second half cycle. b The instantaneous radiation force for bubbles driven as shown in (a). Reprinted with permission from Matula et al. [73]. Copyright (1997), AIP Publishing LLC
half-wave period (0–25 μs), a bubble expands. At this stage, the instantaneous acoustic pressure is lowest at pressure antinode, and the instantaneous radiation force is directed toward the pressure antinode. [The instantaneous radiation force is directed toward lower pressure region as indicated in Eq. (2.92).] In the compression phase of ultrasound during the latter half-wave period (25–50 μs), a bubble collapses and undergoes bouncing motion. At this stage, the instantaneous acoustic pressure is highest at pressure antinode, and the instantaneous radiation force is directed away from pressure antinode. As the instantaneous radiation force is proportional to bubble volume (Eq. 2.92), the force is stronger during bubble expansion compared to that during bubble collapse (Fig. 2.32b). As a result, time-averaged radiation pressure (primary Bjerknes force) is directed toward the pressure antinode. However, when the acoustic pressure amplitude is higher than about 1.8 bar at 20 kHz, bubble expansion still continues at the beginning of compression phase of ultrasound. This gives rise to a repulsive force from the pressure antinode in the compression phase that is stronger than the attractive one generated during the rarefaction phase. Consequently, a bubble is repelled from the pressure antinode above about 1.8 bar at 20 kHz [73]. This behavior is seen in the experimental observation of the bubble structure in Fig. 1.11.

Next, the primary Bjerknes force in a traveling acoustic wave is discussed. In this case, instantaneous pressure field is given as follows as in Eq. (1.2).

\[ p(z, t) = -A(z) \sin(\omega t - kz) \]  

(2.95)

where the acoustic pressure amplitude \( A \) is a function of position \( z \) as in the case of an acoustic field under an ultrasonic horn (probe) (Eq. 1.13), and then, the instantaneous radiation force is given as follows.

\[ \vec{F}_p = (4\pi/3)R^3 \sin(\omega t - kz) \vec{v}A - (4\pi/3)AkR^3 \cos(\omega t - kz)\hat{e}_z \]  

(2.96)

In many cases, time-averaged \( \vec{F}_p \) is directed away from a horn tip [74].

Finally, the secondary Bjerknes force is discussed [75].

\[ \vec{F}_{1\rightarrow 2} = -V_2 \vec{v}p_1 \]  

(2.97)

where \( \vec{F}_{1\rightarrow 2} \) is the force acting on bubble 2 from bubble 1, \( V_2 \) is the volume of bubble 2, and \( p_1 \) is the acoustic pressure radiated from bubble 1. The pulsating bubble radiates acoustic wave into the surrounding liquid. Let us consider the Euler equation (equation of motion) in fluid dynamics already discussed in Eq. (2.16).

\[ \frac{\partial \vec{u}}{\partial t} + (\vec{u} \cdot \nabla)\vec{u} = -\frac{1}{\rho} \nabla p \]  

(2.98)

The fluid (liquid) velocity \( \vec{u} \) around a pulsating bubble is given by Eq. (2.99) according to the condition of incompressibility of liquid [described below Eq. (2.2)].
where $\vec{e}_r$ is a radial unit vector with its origin at the center of a bubble. Then, the second term on the left-hand side of Eq. (2.98) is proportional to $r^{-5}$ and negligible compared to the first term. Inserting Eq. (2.99) into Eq. (2.98) yields Eq. (2.100).

$$\frac{\partial p}{\partial r} = -\frac{\rho}{r^2} \frac{d}{dt}(R^2 \dot{R})$$

(2.100)

where $p$ is the acoustic pressure radiated from a bubble. Integrating Eq. (2.100) with $r$ yields Eq. (2.101).

$$p = \frac{\rho}{r} \left( R^2 \dot{R} \right) = \frac{\rho}{4\pi r^2} \frac{d^2 V}{dr^2}$$

(2.101)

where $V = \frac{4}{3} \pi R^3$ is the instantaneous volume of a bubble. Inserting Eq. (2.101) into Eq. (2.97) yields Eq. (2.102).

$$\vec{F}_{1 \rightarrow 2} = \frac{\rho}{4\pi d^2} \langle \ddot{V}_1 V_2 \rangle \vec{e}_{1 \rightarrow 2}$$

(2.102)

where $d$ is the distance between the bubble centers of bubbles 1 and 2, $V_1$ and $V_2$ are the volumes of bubbles 1 and 2, respectively, $\ddot{V}_1 = \frac{d^2 V_1}{dr^2}$, and $\vec{e}_{1 \rightarrow 2}$ is a unit vector directed from bubble 1 to bubble 2. When the coefficient of $\vec{e}_{1 \rightarrow 2}$ in Eq. (2.102) is negative, the secondary Bjerknes force is attractive.

In Fig. 2.33, the coefficient for the secondary Bjerknes force (coefficient of $\vec{e}_{1 \rightarrow 2}$) is shown for various combinations of ambient radii of bubbles 1 and 2 at 20 kHz.

---

**Fig. 2.33** Coefficient for the secondary Bjerknes force (coefficient of $\vec{e}_{1 \rightarrow 2}$). The horizontal and vertical axes are ambient radii of bubble 1 and 2, respectively. The black (white) region shows attractive (repulsive) secondary Bjerknes force. Reprinted with permission from Mettin et al. [75]. Copyright (1997), American Physical Society.
and 1.32 bar according to numerical calculations [75]. The black (white) region shows that the secondary Bjerkens force is attractive (repulsive). For most combinations of ambient radii, the secondary Bjerkens force is attractive. However, when one of the bubbles has a relatively small ambient radius (1–2 μm), the secondary Bjerknes force is repulsive if the ambient radius of the other bubble is larger.

### 2.17 Effect of Salts and Surfactants

Bubble–bubble coalescence is strongly retarded by the presence of surfactants, salts, alcohols, and sugars (e.g., glucose) above certain concentrations [76–80]. In other words, coalescence of bubbles is largely inhibited if solute concentration is above a critical one which is often called *transition concentration*. Different mechanisms have been proposed to explain the inhibition of coalescence of bubbles in the presence of various solutes [76]. However, there is no consensus on a mechanism which can explain the inhibition of coalescence of bubbles for all such solutes. However, one of many promising mechanisms is described as follows. Let us consider a liquid film between two coalescing bubbles (Fig. 2.34). For coalescence to be completed, a liquid film should be ruptured. In the presence of solutes, thinning of a liquid film which is necessary for its rupture could be inhibited by higher surface tension at center of a film compared to that at the edge of a film. The difference in surface tension originates in gradient of concentration of solutes along the film. The difference in surface tension may be expressed as follows [77, 81–83].

\[
\Delta \sigma = -\frac{1}{v h} \left( \frac{2c_{\text{solute}}}{R_g T_L} \right) \left( \frac{\partial \sigma}{\partial c_{\text{solute}}} \right)^2
\]  

(2.103)

where \( \Delta \sigma \) is the surface tension at the edge of a film minus that at the film center, \( v \) is the number of ions produced upon dissociation when the solute is electrolyte, \( h \) is the thickness of a liquid film (Fig. 2.34), \( c_{\text{solute}} \) is the solute concentration, \( R_g \) is the universal gas constant, and \( T_L \) is the liquid temperature. Surface tension at the film center is higher than that at the edge of a film because Eq. (2.103) is always
negative. It works against thinning of a liquid film. The magnitude of the difference in surface tension is proportional to \( \left( \frac{\partial \sigma}{\partial C_{\text{solvent}}} \right)^2 \). It has been reported that the experimental transition concentration is well correlated with \( \left( \frac{\partial \sigma}{\partial C_{\text{solvent}}} \right)^2 \) (or equivalently with \( \left( \frac{\partial \sigma}{\partial C_{\text{solvent}}} \right)^2 \)) [80]. Further studies are required on the mechanism of inhibition of bubble coalescence by solutes above transition concentration.

In acoustic cavitation, bubble–bubble coalescence frequently occurs by attractive secondary Bjerknes forces [38]. As a result, larger bubbles are frequently formed, and average bubble size gradually increases although some of the bubbles are fragmented into smaller “daughter” bubbles [84, 85]. In the presence of solutes above a certain concentration, bubble–bubble coalescence is largely inhibited even in acoustic cavitation. As a result, number of tiny active bubbles increases as larger inactive bubbles are seldom formed. It has been experimentally reported that sonoluminescence intensity increases by addition of an appropriate amount of solutes because the number of active bubbles increases [86, 87]. It has also been experimentally confirmed that bubble size is smaller in an aqueous surfactant solution compared to that in pure water in acoustic cavitation [88].

### 2.18 Bubble–Bubble Interaction

As discussed in Sect. 2.16, a pulsating bubble radiates an acoustic wave into surrounding liquid according to Eq. (2.101).

\[
p = \frac{\rho}{r} \left( 2R \hat{R}^2 + R^2 \dot{R} \right)
\]

where \( p \) is the acoustic pressure radiated from a bubble, \( \rho \) is the liquid density, and \( r \) is the distance from a radiating bubble. The influence of an acoustic wave radiated by the surrounding bubbles on bubble pulsation is called bubble–bubble interaction (Fig. 2.35) [33]. The effect is taken into account in the Keller equation (Eq. 2.31) simply by using the following \( p_s(t) \).

\[
p_s(t) = -A \sin \omega t + \rho \sum_i \frac{1}{r_i} \left( 2R_i \hat{R}_i^2 + R_i^2 \dot{R}_i \right)
\]

where \( r_i \) is the distance from the bubble numbered \( i \), \( R_i \) is the instantaneous radius of bubble numbered \( i \), and summation is for all the surrounding bubbles. By neglecting terms of order \( (R_i/r_i)(\dot{R}_i/c_{\infty}) \), the following equation is obtained from the Keller equation [75].
In order to numerically solve Eq. (2.106), the number of equations necessary to simultaneously solve is equivalent to the number of bubbles. However, it is computationally expensive. Thus, the number of equations is dramatically reduced to 1 by assuming that the radius of each bubble is the same for all the bubbles. Furthermore, the spatial distribution of the bubbles is assumed to be uniform. Under this homogeneous bubble approximation, a set of Eqs. (2.106) is reduced to a single Eq. (2.107) [74, 89–91].

\[
\left(1 - \frac{\dot{R}}{c_\infty}\right)\ddot{R}R + \frac{3}{2} \dot{R}^2 \left(1 - \frac{\dot{R}}{c_\infty}\right) = \frac{1}{\rho_{L,\infty}} \left(1 + \frac{\dot{R}}{c_\infty}\right) \left(p_B + A \sin \omega t - p_\infty\right) \\
+ \frac{R}{c_\infty \rho_{L,\infty}} \frac{dp_B}{dt} - \sum_i \frac{1}{r_i} \left(2R\dot{R}_i^2 + R_i^2\ddot{R}_i\right)
\]

(2.106)

\[
\left(1 - \frac{\dot{R}}{c_\infty}\right)\ddot{R}R + \frac{3}{2} \dot{R}^2 \left(1 - \frac{\dot{R}}{c_\infty}\right) = \frac{1}{\rho_{L,\infty}} \left(1 + \frac{\dot{R}}{c_\infty}\right) \left(p_B + A \sin \omega t - p_\infty\right) \\
+ \frac{R}{c_\infty \rho_{L,\infty}} \frac{dp_B}{dt} - S(2R\dot{R}^2 + R^2\ddot{R})
\]

(2.107)

where

\[
S = \sum_i \frac{1}{r_i} = \int_{r_{\text{min}}}^{r_{\text{max}}} \frac{4\pi r^2 n}{r} \, dr = 2\pi n \left(r_{\text{max}}^2 - r_{\text{min}}^2\right) \approx 2\pi n l_{\text{max}}^2
\]

(2.108)
where $l_{\text{max}}$ is the radius of a bubble cloud, $l_{\text{min}}$ is the distance between a bubble and a nearest bubble, $l_{\text{max}} \gg l_{\text{min}}$ is assumed in the last equation, and $n$ is the number density of the bubbles. The factor $S$ is called the coupling strength of bubble–bubble interaction [74, 89–92]. The results of several numerical simulations of Eq. (2.107) have shown that bubble expansion is more strongly suppressed as the coupling strength increases (Fig. 2.36) [90].

Following the method described in Sect. 2.12, the resonance angular frequency of a bubble is derived from Eq. (2.107) as follows [89].

$$\omega_0 = \sqrt{\frac{3\gamma p_{\infty} + (3\gamma - 1)2\sigma/R_0}{\rho_{L,\infty}R_0(R_0 + SR_0^2 + 4\mu/c_{\infty}\rho_{L,\infty})}}$$  \hspace{1cm} (2.109)

Thus, the resonance frequency of a bubble considerably decreases as the coupling strength ($S$) increases above about $10^5$ m$^{-1}$ [89].

### 2.19 Acoustic Cavitation Noise

In experiments of acoustic cavitation, acoustic noise from cavitating liquid is often heard especially at relatively low driving ultrasonic frequencies. Such noise is called acoustic cavitation noise. From experimental measurement of acoustic emission originating from a single bubble in SBSL, most of the acoustic emissions from a pulsating bubble occur at the end of a violent bubble collapse (Fig. 2.37).
In other words, most of acoustic cavitation noise originates in shock waves emitted from acoustic cavitation bubbles (Sect. 2.13). According to Eq. (2.105), acoustic pressure \( P \) radiated from pulsating bubbles is given as follows.

\[
P = \rho \sum_i \frac{1}{r_i} \left( 2R_i \ddot{R}_i^2 + R_i^2 \dddot{R}_i \right) = S \rho \left( R^2 \dddot{R} + 2R \dddot{R}^2 \right)
\]

where the homogeneous bubble approximation is used in the last equation. When some of bubbles disintegrate into “daughter” bubbles by shape instability, the

![Fig. 2.37 Radius–time curve measured by light scattering and acoustic signal measured with a hydrophone for a single bubble in SBSL experiment. The ultrasonic frequency was 33.8 kHz. a For about 18 μs. b A detailed view of the boxed area in (a). Reprinted with permission from Matula et al. [93]. Copyright (1998), AIP Publishing LLC.](image)
coupling strength \( (S) \) in Eq. (2.110) changes with time due to a change in number density of bubbles [94].

Shape instability of a bubble is numerically simulated as follows [38, 94, 95]. The amplitude of non-spherical component of bubble shapes is numerically calculated for this purpose. A small distortion of the spherical surface of a bubble is described by \( R(t) + a_n(t)Y_n \), where \( R(t) \) is the instantaneous mean radius of a bubble at time \( t \), \( Y_n \) is a spherical harmonic of degree \( n \), and \( a_n(t) \) is the amplitude of non-spherical component. The dynamics for the amplitude of the non-spherical component \( a_n(t) \) is given as follows [95].

\[
\ddot{a}_n + B_n(t)\dot{a}_n - A_n(t)a_n = 0 \quad (2.111)
\]

where \([\text{dot}]\) denotes time derivative such as \( \dot{a}_n = \frac{d^2a_n}{dt^2} \) and \( \ddot{a}_n = \frac{da_n}{dt} \), and the coefficients \( A_n(t) \) and \( B_n(t) \) are given as follows [95].

\[
A_n(t) = (n - 1)\frac{\dot{R}}{R} - \frac{\beta_n\sigma}{\rho R^3} - \left[ (n - 1)(n + 2) + 2n(n + 2)(n - 1)\right] \frac{\delta}{R} \frac{2\mu\dot{R}}{R^3} \quad (2.112)
\]

\[
B_n(t) = \frac{3\dot{R}}{R} + \left[ (n + 2)(2n + 1) - 2n(n + 2)\right] \frac{2\delta}{R} \frac{2\mu}{R^2} \quad (2.113)
\]

where \( \beta_n = (n - 1)(n + 1)(n + 2) \), \( \sigma \) is surface tension, \( \mu \) is liquid viscosity, and \( \delta \) is thickness of thin layer where fluid flows.

\[
\delta = \min\left(\sqrt{\frac{\mu}{\omega^2} \frac{R}{2n}}\right) \quad (2.114)
\]

where min means the minimum value in the two quantities in the brackets, and \( \omega \) is angular frequency of ultrasound. When \( a_n(t) \) becomes larger than \( R(t) \), then a bubble is considered to be disintegrated into “daughter” bubbles by the shape instability [95].

In actual experiments, the acoustic cavitation noise is measured with a hydrophone. A hydrophone has a cutoff frequency, and its response is approximately modeled using the following equation [94, 96].

\[
\dot{U} + 2\gamma_{\text{dh}}\pi f_c U + 4\pi^2 f_c^2 U = P(t) - A \sin \omega t \quad (2.115)
\]

where \( U \) is the hydrophone signal, \( \gamma_{\text{dh}} \) is the coefficient for damping, \( f_c \) is the characteristic frequency of hydrophone, \( P(t) \) is the acoustic pressure radiated from pulsating bubbles given by Eq. (2.110), and \(-A \sin \omega t\) is the acoustic pressure of the driving ultrasound. The characteristic frequency \( (f_c) \) of the hydrophone is related to the cutoff frequency since the sensitivity of hydrophone above \( f_c \) is lower than that below \( f_c \). For a larger value of \( f_c \), the intensity of the high-frequency component becomes stronger. For a larger value of \( \gamma_{\text{dh}} \), the frequency cutoff becomes sharper.
The frequency spectra of the acoustic cavitation noise measured with a hydrophone consist of the strongest peak at a driving ultrasonic frequency (515 kHz) (fundamental frequency), discrete peaks at integer multiple of the fundamental frequency (harmonics), discrete weaker peaks at a half of the fundamental frequency (subharmonic) and its integer multiple (ultra-harmonics), and weaker broadband continuum component (broadband noise) [97]. Surprisingly, the frequency spectra from low-concentration surfactant (sodium dodecyl sulfate, SDS) solution in the concentration range of 0.5–2 mM consist of only discrete peaks at fundamental frequency and its integer multiple [97]. The broadband component is significantly weaker than that in pure water. As already pointed out in Sect. 2.17, the bubble size is smaller in aqueous surfactant solution than that in pure water in a certain concentration range. For example, the bubble radii in 1.5 mM SDS aqueous solution were in the range of 0.9–1.7 μm, while those in pure water were in the range of 2.8–3.7 μm, which were experimentally measured from quenching of sonoluminescence intensity by increasing pulse-off time in pulsed ultrasound at 515 kHz (Fig. 2.38) [88].

According to the numerical simulations of amplitude of non-spherical component of bubble shape (Eq. 2.111) using the modified Keller equation (Eq. 2.107), a bubble is shape stable when the ambient bubble radius is 1.5 μm which is typical in a 1.5 mM SDS solution [94]. Thus, in this case, there is no temporal variation in the number of bubbles and the coupling strength. The bubble pulsation is temporally periodic (Fig. 2.39a), and the acoustic emission is also temporally periodic because there is no temporal variation in the number of bubbles (Fig. 2.39b) [94]. Accordingly, the hydrophone signal simulated using Eq. (2.115) is also temporally periodic (Fig. 2.39c). Then, the frequency spectrum of the hydrophone signal only consists of fundamental frequency (515 kHz) and its harmonics (Fig. 2.39d). It is consistent with the experimental measurement [97]. Even with strong shock waves emitted from bubbles (Fig. 2.39b), there is no broadband component in the acoustic

![Fig. 2.38 Bubble population density versus the bubble radius for water and 1.5 mM SDS solution, estimated from the experimental data on quenching of SL intensity by increasing pulse-off time of pulsed ultrasound (515 kHz). Reprinted with permission from Lee et al. [88]. Copyright (2005), American Chemical Society](image)
In other words, broadband noise is not solely originated in shock wave emissions. In the case of ambient radius of 3 \( \mu \)m which is typical in pure water at 515 kHz, a bubble disintegrates into “daughter” bubbles in four (4) acoustic cycles [94]. Thus, in this case, there is a temporal fluctuation in the number of bubbles as well as the coupling strength. Even with this temporal variation, the radius–time curve is almost temporally periodic (Fig. 2.40a). However, the peaks in acoustic pressure due to shock wave emissions temporally fluctuate according to the temporal fluctuation in number of bubbles (Fig. 2.40b). As a result, small peaks in hydrophone signal caused by the shock waves also temporally fluctuate (Fig. 2.40c). Then, there is a strong broadband component in the frequency spectrum of the hydrophone signal (Fig. 2.40d) [94]. Thus, the origin of the broadband noise is temporal...
fluctuation in the number of bubbles. Broadband noise also results from non-periodic chaotic pulsation of bubbles as well as from initial transient pulsation of bubbles before reaching steady-state pulsation [94]. However, the contribution to the actual broadband noise is minor at least under the experimental condition of Ref. [97]. Subharmonic and ultra-harmonic originate from periodic bubble pulsation with doubled acoustic period of larger bubbles with ambient radius of 5 \( \mu \text{m} \) under this condition [94]. When the number of bubbles is much larger and the coupling strength is much larger, broadband noise as well as sub- and ultra-harmonics is also resulted from the bubble–bubble interaction [the last term in Eq. (2.107)] [94]. Further studies are required on the origin of the broadband noise [98].
2.20 Acoustic Streaming and Microstreaming

A fluid (liquid) parcel moves forward and backward due to acoustic wave propagation. The periodic motion is exactly symmetric under “ideal” conditions, and a fluid parcel returns to the same position after one acoustic cycle. However, under real situations, a fluid parcel does not return to the same position after one acoustic cycle. In other words, there is some DC (direct current) fluid flow associated with the acoustic wave propagation. Such DC fluid flow is called acoustic streaming [99–101].

There are mainly two types of acoustic streaming. One is accelerating DC fluid flow in the direction of the acoustic traveling wave propagation. This is caused by the attenuation of an acoustic traveling wave (ultrasound). In many cases, the attenuation is due to the viscosity of the fluid (liquid). Due to attenuation, the radiation pressure pushing a fluid parcel becomes stronger than that pulling it. This unbalance of radiation pressure causes the accelerating fluid flow which is called Eckert streaming. The other type is a vortex-like streaming caused by viscous stress at the boundary layer near a wall or an object irrespective of the situation of a traveling or standing wave, which is called Rayleigh streaming. When the length scale for streaming caused by viscous stress near an object such as a bubble is much less than the acoustic wavelength, it is called microstreaming.

Microstreaming occurs not only around a bubble but also around a solid particle. However, it is much more significant around a bubble because the speed of microstreaming is proportional to the square of vibration speed of an object. The speed of microstreaming around a pulsating bubble is $10^2$–$10^6$ times larger than that around a solid particle because it is on the order of $U^2/\omega a$, where $U$ is the vibration speed of an object, $\omega$ is the angular frequency of an acoustic wave (ultrasound), and $a$ is radius of an object [102]. Thus, the term “microstreaming” is usually used for liquid streaming around a pulsating bubble. In Fig. 2.41, some examples of pattern of microstreaming around a pulsating bubble on a solid surface are shown [103].

Fig. 2.41 Four types of microstreaming around a pulsating bubble. Reprinted with permission from Elder [103]. Copyright (1959), AIP Publishing LLC.
Liquid flow associated with acoustic cavitation is highly complex. Ultrasound is strongly attenuated by cavitation bubbles, which intensifies Eckert streaming. Bubbles move due to primary and secondary Bjerknes forces, and liquid flow is influenced by the drag forces of bubbles. There is also microstreaming around pulsating bubbles. Rayleigh streaming also occurs near a wall. Liquid flow associated with acoustic cavitation is not fully understood at present [104].
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