Chapter 2
SLAM Front-End

In this Chapter we discuss our choice of front-end for SLAM, the part in charge of processing the sensor information to generate the observations that will be fed to the estimation machinery. In the context of this work, observations come in the form of relative-motion constraints between any two robot poses. They are typically obtained with the Iterative Closest Point (ICP) algorithm [1] when working with laser scans. When using stereo images, the egomotion of the robot can be estimated with visual odometry [2, 3]. The latter method is adopted in our contribution presented in [4] and in this Chapter we describe it in more detail and extend it with a technique to model the uncertainty of the relative-motion constraints.

Assuming we have a pair of stereo images acquired with two calibrated cameras fixed to the robot’s frame, our approach iterates as follows: SIFT image features [5] are extracted from the four images and matched between them. The resulting point correspondences are used for least-squares stereo reconstruction. Next, matching of these 3D features in the two consecutive frames is used to compute a least-squares best-fit pose transformation, rejecting outliers via RANSAC [6].

However, the outcome of this approach is also prone to errors. Errors in locating the image features lead to errors in the location of the 3D feature points after stereo reconstruction, which eventually cause errors in the motion estimate. Modeling such error propagation allows to compute motion estimates with the appropriate uncertainty bounds. In this Chapter we introduce a technique to compute the covariance of the relative pose measurement by first-order error propagation [7].

These camera pose constraints are eventually used as relative pose measurements in the SLAM we employ in this work. They are used either as odometry measurements, when matching stereo images from consecutive poses in time, or as loop closure constraints, when computing the relative motion of the last pose with respect to any previous pose. This will be discussed in Chap. 3.
The rest of this Chapter is structured as follows. Section 2.1 explains the feature extraction and the stereo reconstruction process. Next, the pose estimation step is shown in Sect. 2.2. Then, in Sect. 2.3 we introduce a technique to model the uncertainty of the relative motion measurement. Finally, in Sect. 2.4 we provide bibliographical notes.

2.1 Feature Extraction and Stereo Reconstruction

Simple correlation-based features, such as Harris corners [8] or Shi and Tomasi features [9], are of common use in vision-based SFM and SLAM; from the early uses of Harris himself to the popular work of Davison [10]. This kind of features can be robustly tracked when camera displacement is small and are tailored to real-time applications. However, given their sensitivity to scale, their matching is prone to fail under larger camera motions; less to say for loop-closing hypotheses testing. Given their scale and local affine invariance properties, we opt to use SIFTs instead [5, 11], as they constitute a better option for matching visual features from significantly different vantage points.

In our system, features are extracted and matched with previous image pairs. Then, from the surviving features, we compute the imaged 3D scene points as follows. Assuming two stereo-calibrated cameras and a pin-hole camera model [12], with the left camera as the reference of the stereo system, the following expressions relate a 3D scene point \( p \) to the corresponding points \( m = [u, v]^{\top} \) in the left, and \( m' = [u', v']^{\top} \) in the right camera image planes

\[
\begin{bmatrix}
    m \\
    s \\
\end{bmatrix} = \begin{bmatrix}
    \alpha_u & 0 & u_o & 0 \\
    0 & \alpha_v & v_o & 0 \\
    0 & 0 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
    I_3 \\
    0_{1 \times 3} \\
    1
\end{bmatrix}
\begin{bmatrix}
    p \\
\end{bmatrix},
\]

(2.1)

\[
\begin{bmatrix}
    m' \\
    s' \\
\end{bmatrix} = \begin{bmatrix}
    \alpha'_u & 0 & u'_o & 0 \\
    0 & \alpha'_v & v'_o & 0 \\
    0 & 0 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
    R \\
    t \\
    0_{1 \times 3} \\
    1
\end{bmatrix}
\begin{bmatrix}
    p \\
\end{bmatrix},
\]

(2.2)

where \( \alpha_u \) and \( \alpha_v \) are the pixel focal lengths in the \( x \) and \( y \) directions for the left camera, and \( \alpha'_u \) and \( \alpha'_v \) for the right camera, \((u_o, v_o)\) and \((u'_o, v'_o)\) are the left and right camera image centers, respectively. The homogeneous transformation from the right camera frame to the reference frame of the stereo system is represented by the rotation matrix \( R \) and translation vector \( t = [t_x, t_y, t_z]^{\top} \). \([m^{\top}, s]^{\top}\) and \([m'^{\top}, s']^{\top}\) are the left and right image points in homogeneous coordinates, with scale \( s \) and \( s' \), respectively, and \( I_3 \) is a \( 3 \times 3 \) identity matrix.
Equations 2.1 and 2.2 define the following overdetermined system of equations

\[
\begin{bmatrix}
(u' - u'_o)r_1^T - \alpha'_u r_1

(v' - v'_o)r_3^T - \alpha'_v r_2

0, -\alpha'_v, v - v_o
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
z
\end{bmatrix}
= \begin{bmatrix}
(u'_o - u')t_z + \alpha'_u t_x \\
(v'_o - v')t_z + \alpha'_v t_y \\
0 \\
0
\end{bmatrix}
\]

\[A \mathbf{p} = \mathbf{b}, \quad (2.3)\]

where \( \mathbf{R} \) is expressed by its row elements

\[
\mathbf{R} = \begin{bmatrix}
r_1^T \\
r_2^T \\
r_3^T
\end{bmatrix}
\]

Solving for \( \mathbf{p} \) in Eq. 2.3 gives the sought 3D coordinates of the imaged points \( \mathbf{m} \) and \( \mathbf{m}' \). Performing this process for each pair of matching feature in a pair of stereo images results in two sets of 3D points, or 3D point clouds, i.e. \( \{ \mathbf{p}_1^{(i)} \} \) and \( \{ \mathbf{p}_2^{(i)} \} \).

### 2.2 Pose Estimation

Next, we present two alternatives to compute the relative motion of the camera from two stereo images by solving the 3D to 3D pose estimation problem.

The general solution to this problem consists of finding the rotation matrix \( \mathbf{R} \) and translation vector \( \mathbf{t} \) that minimize the squared \( L_2 \)-norm for all points in the two aforementioned clouds,

\[
\left\{ \hat{\mathbf{R}}, \hat{\mathbf{t}} \right\} = \arg\min_{\mathbf{R}, \mathbf{t}} \sum_{i=1}^{N} \left\| \mathbf{p}_1^{(i)} - \left( \mathbf{R} \mathbf{p}_2^{(i)} + \mathbf{t} \right) \right\|^2 , \quad (2.4)
\]

with \( N \) the number of points in each cloud.

For both methods, we resort to the use of RANSAC [6] to eliminate outliers. It might be the case that SIFT matches occur on areas of the scene that experienced motion during the acquisition of the two image stereo pairs. For example, an interest point might appear at an acute angle of a tree leaf shadow, or on a person walking in front of the robot. The corresponding matching 3D points will not represent good fits to the camera motion model, and might introduce large bias to our least squares pose error minimization. The use of such a robust model fitting technique allows us to preserve the largest number of point matches that at the same time minimize the square sum of the residuals, as shown in Fig. 2.1.
Furthermore, if the covariance of the matching points is available it can be exploited so as to explicitly model their precision according to their distance from the camera. For instance, we can weight the point mismatch in Eq. 2.4 with the covariance of the triangulation of the two points. However, this would complicate further the optimization problem defined by Eq. 2.4. Instead, we chose to rely on standard techniques such as the following solutions.

### 2.2.1 Horn’s Method

A solution for the rotation matrix $\mathbf{R}$ is computed by minimizing the sum of the squared errors between the rotated directional vectors of feature matches for the two robot poses [13]. Directional vectors $\boldsymbol{v}$ are computed as the unit norm direction along the imaged 3D scene point $\mathbf{p}$ and indicates the orientation of such a point, that is,

$$
\boldsymbol{v}_1^{(i)} = \frac{\mathbf{p}_1^{(i)}}{\|\mathbf{p}_1^{(i)}\|}
$$

(2.5)
and

\[ p_2^{(i)} = \frac{p_2^{(i)}}{\|p_2^{(i)}\|} \]  

(2.6)

are the directional vectors for the \( i \)-th point on the first and the second point cloud, respectively.

The solution to this minimization problem gives an estimate of the orientation of one cloud of points with respect to the other, and can be expressed in quaternion form as

\[ \frac{\partial}{\partial R} (q^\top B q) = 0, \]  

(2.7)

where \( B \) is given by

\[ B = \sum_{i=1}^{N} B_i B_i^\top, \]  

(2.8)

\[ B_i = \begin{bmatrix}
0 & -c_x^{(i)} & -c_y^{(i)} & -c_z^{(i)} \\
-c_x^{(i)} & 0 & b_y^{(i)} & -b_y^{(i)} \\
-c_y^{(i)} & -b_y^{(i)} & 0 & b_x^{(i)} \\
-c_z^{(i)} & b_z^{(i)} & -b_z^{(i)} & 0
\end{bmatrix}, \]  

(2.9)

and

\[ b^{(i)} = p_2^{(i)} + p_1^{(i)}, \quad c^{(i)} = p_2^{(i)} - p_1^{(i)}. \]  

(2.10)

The quaternion \( q \) that minimizes the argument of the derivative operator in Eq. 2.7 is the smallest eigenvector of the matrix \( B \).

If we denote this smallest eigenvector by the 4-tuple \((q_1, q_2, q_3, q_4)^\top\), it follows that the angle \( \theta \) associated with the rotational transform is given by

\[ \theta = 2 \cos^{-1}(q_4), \]  

(2.11)

and the axis of rotation would be given by

\[ \hat{a} = \frac{(q_1, q_2, q_3)^\top}{\sin(\theta/2)}. \]  

(2.12)

Then, it can be shown that the elements of the rotation submatrix \( R \) are related to the orientation parameters \( \hat{a} \) and \( \theta \) by

\[ \hat{R} = \begin{bmatrix}
a_x^2 + (1 - a_z^2)c_\theta & a_xa_y c_\theta - a_z s_\theta & a_x a_z c_\theta + a_y s_\theta \\
a_xa_y c_\theta + a_z s_\theta & a_y^2 + (1 - a_z^2)c_\theta & a_y a_z c_\theta - a_x s_\theta \\
a_x a_z c_\theta - a_y s_\theta & a_y a_z c_\theta + a_x s_\theta & a_z^2 + (1 - a_z^2)c_\theta
\end{bmatrix}, \]  

(2.13)
where \( s_\theta = \sin \theta \), \( c_\theta = \cos \theta \), and \( c'_\theta = 1 - \cos \theta \).

Once the rotation matrix \( \hat{R} \) is computed, we can use again the matching set of points to compute the translation vector \( \hat{t} \)

\[
\hat{t} = \frac{1}{N} \left( \sum_{i=1}^{N} \mathbf{p}_1^{(i)} - \mathbf{R} \sum_{i=1}^{N} \mathbf{p}_2^{(i)} \right).
\]  

(2.14)

### 2.2.2 SVD-based Solution

This solution decouples the translational and rotation parts of the pose estimation problem by noting that, at the least-squares solution to Eq. 2.4, both of the two 3D point clouds should have the same centroid [14].

Thus, the rotation matrix is computed first by reducing the original least-squares problem to finding the rotation that minimizes

\[
\sum_{i=1}^{N} \left\| \mathbf{p}_1^{(i)} - \left( \mathbf{R} \mathbf{p}_2^{(i)} \right) \right\|^2,
\]  

(2.15)

where

\[
\mathbf{p}_1^{(i)} = \mathbf{p}_1^{(i)} - c_1
\]  

(2.16)

and

\[
\mathbf{p}_2^{(i)} = \mathbf{p}_2^{(i)} - c_2,
\]  

(2.17)

express the \( i \)-th point on the two point clouds translated to their corresponding centroids, with \( c_1 \) and \( c_2 \) the centroids of the first and the second point cloud, respectively.

In order to minimize Eq. 2.15, it is defined the \( 3 \times 3 \) matrix \( \mathbf{M} \)

\[
\mathbf{M} = \sum_{i=0}^{N} \mathbf{p}_1^{(i)} \mathbf{p}_2^{(i)\top},
\]  

(2.18)

where its singular value decomposition is given by

\[
\mathbf{M} = \mathbf{U} \Sigma \mathbf{V}^\top.
\]  

(2.19)

With this, the rotation matrix that minimizes Eq. 2.15 is

\[
\hat{\mathbf{R}} = \mathbf{U} \mathbf{V}^\top
\]  

(2.20)

as long as \( |\mathbf{U} \mathbf{V}^\top| = +1 \). Otherwise, if \( |\mathbf{U} \mathbf{V}^\top| = -1 \), the solution is a reflection.
Finally, having found the rotation $\hat{\mathbf{R}}$, the translation is computed by

$$\hat{\mathbf{t}} = \mathbf{c}_1 - \hat{\mathbf{R}} \mathbf{c}_2.$$  

(2.21)

2.3 Error Propagation

In this section we present a method to model the uncertainty of the relative motion measurements computed with the visual odometry approach just described in this Chapter. This method propagates the noise from each matching feature, along the visual odometry process, to end up with a relative pose covariance estimate.

One way to do this is by Monte Carlo simulation, however, this process is time-consuming. Instead, we opt for a closed-form computation based on first order error propagation. That is, given a continuously differentiable function $\mathbf{y} = \mathbf{f}(\mathbf{x})$ and the covariance $\Sigma_x$ of the input $\mathbf{x}$, we can obtain the covariance $\Sigma_y$ of the output $\mathbf{y}$ by linearizing $\mathbf{f}(\mathbf{x})$ around the expected value $\mathbf{x}_0$ by a first-order Taylor series expansion. Thus, the first-order error propagation to covariance $\Sigma_y$ is given by

$$\Sigma_y = \nabla \mathbf{f} \Sigma_x \nabla \mathbf{f}^\top,$$

where $\nabla \mathbf{f}$ is the Jacobian of $\mathbf{f}$.

However, sometimes we might not have access to an explicit expression for $\mathbf{y} = \mathbf{f}(\mathbf{x})$, as it will be shown to be our case. Fortunately, though, we still can compute an expression for the Jacobian of $\mathbf{f}(\mathbf{x})$ by the implicit function theorem, which we introduce next.

The implicit function theorem can be stated as follows [7]:

Let $S \subset \mathbb{R}^n \times \mathbb{R}^m$ be an open set and let $\Phi : S \to \mathbb{R}^m$ be a differentiable function. Suppose that $(\mathbf{x}_0, \mathbf{y}_0) \in S$ that $\Phi(\mathbf{x}_0, \mathbf{y}_0) = 0$, and that $\left. \frac{\partial \Phi}{\partial \mathbf{y}} \right|_{(\mathbf{x}_0, \mathbf{y}_0)} \neq 0$. Then there is an open neighborhood $X \subset \mathbb{R}^n$ of $\mathbf{x}_0$, a neighborhood $Y \subset \mathbb{R}^m$ of $\mathbf{y}_0$, and a unique differentiable function $\mathbf{f} : X \to Y$ such that

$$\Phi(\mathbf{x}, \mathbf{f}(\mathbf{x})) = 0$$

for all $\mathbf{x} \in X$.

This theorem tells us that $\mathbf{y} = \mathbf{f}(\mathbf{x})$ is implicitly defined by $\Phi(\mathbf{x}, \mathbf{y}) = 0$. Then, if we differentiate $\Phi$ with respect to $\mathbf{x}$ we get

$$\frac{\partial \Phi}{\partial \mathbf{x}} + \frac{\partial \Phi}{\partial \mathbf{f}} \frac{df}{dx} = 0.$$
From this expression we can notice that, by knowing $\Phi_1$, we can compute the derivative of the function $f$ with respect to $x$, even though we do not have an explicit expression for it, that is,

$$
\frac{df}{dx} = -\left( \frac{\partial \Phi}{\partial y} \right)^{-1} \frac{\partial \Phi}{\partial x}.
$$

(2.22)

Next, $\Phi$ can be computed as follows. If $y = y^*$ is a value where a cost function $C(x, y)$ has a minimum, $\Phi$ can be computed by the fact that, at the minimum of this cost function, $\frac{\partial C(x, y^*)}{\partial y} = 0$, then we choose $\Phi = \frac{\partial C}{\partial y}$. Thus, by the implicit function theorem, in a neighborhood of $y^*$ the Jacobian of $f$ is

$$
\nabla f = -\left( \frac{\partial^2 C}{\partial y^2} \right)^{-1} \left( \frac{\partial^2 C}{\partial y \partial x} \right)^\top
$$

(2.23)

This is the case when the function $f$ is involved in a cost function with no constraints, otherwise, determining $\Phi$ takes additional steps.

For the visual odometry process just described, the error propagation is performed in two steps. In the first, the covariance of each matching point is propagated through the least-squares stereo reconstruction process to get the covariance estimate of the corresponding 3D scene point. In the second step, the covariance of each 3D point of the two point clouds that are aligned are propagated through the pose estimation process to finally obtain the covariance of the relative pose measurement.

First order error propagation requires the derivatives of a function that converts matching points into 3D points in the first step, and 3D point clouds into a pose in the last step. Although we do not have access to an explicit function for each step, implicit functions are given by each of the involved minimization processes. Next we show how we compute the ensuing Jacobians.

### 2.3.1 Matching Point Error Propagation

We want the covariance $\Sigma_p$ of the 3D scene point $p = [x, y, z]^\top$ given the covariance $\Sigma_m$ of the left image matching feature $m = [u, v]^\top$ and the covariance $\Sigma_{m'}$ of the right image matching feature $m' = [u', v']^\top$. For instance, if we are using SIFT descriptors, the scale at which each feature was found can be used as an estimate for its covariance.

Next, to find $\Sigma_p$, we need to obtain a first-order propagation of the covariance of the uncorrelated matching image feature, which is given by

$$
\Sigma_p = \nabla g \left[ \Sigma_m \begin{bmatrix} 0_{2 \times 2} & \Sigma_{m'} \end{bmatrix} \Sigma_{m'}^\top \right] \nabla g^\top
$$

(2.24)
where $\nabla g$ is the Jacobian of the explicit function $g$ that maps a pair of matching image points $u = [u, v, u', v']^T$ into its corresponding 3D scene point $p$, i.e. $p = g(u)$.

As in this step the 3D scene point is found by solving the overdetermined system of equations given by Eq. 2.3, so as to apply the implicit function theorem, we need to express this process as an optimization problem. Thus, finding the 3D scene point $p$ can be seen as minimizing the squared $L_2$-norm of the residual of Eq. 2.3, that is,

$$C(u, p) = \|Ap - b\|^2.$$

(2.25)

Computing the gradient of 2.25 with respect to $p$ and setting it to zero, we find the minimum at

$$p^* = (A^T A)^{-1} A^T b,$$

(2.26)

assuming $A$ to be invertible.

Lastly, having defined Eq. 2.25, by the implicit function theorem, the Jacobian of $g$ is given by

$$\nabla g = -\left(\frac{\partial^2 C}{\partial p^2}\right)^{-1} \left(\frac{\partial^2 C}{\partial p \partial m}\right)^T.$$

(2.27)

### 2.3.2 Point Cloud Error Propagation

In this step we are looking for the covariance $\Sigma_d$ of the relative pose constraint $d$ expressing the relative motion of the camera, given the covariances of each of the 3D points on the two point clouds. Here, again, this covariance will be computed by a first-order propagation, and we will need to compute the Jacobian of a function $h$ that maps the points $P = \{p_1^{(i)}, p_2^{(i)}\}$ on the two point clouds into the relative pose $d$ that indicates the relative motion between the frame of the two clouds, i.e. $d = h(P)$.

If we express the relative pose $d$ using Euler angles to represent its orientation, Eq. 2.4 can be written as follows

$$C(P, d) = \sum_{i=0}^{N} \left\|p_1^{(i)} - \left[\begin{array}{c} \text{rot}(\phi_d, \theta_d, \psi_d) \begin{bmatrix} x_d \\ y_d \\ z_d \end{bmatrix} \end{array}\right] \right\|^2,$$

(2.28)

where $d = [x_d, y_d, z_d, \phi_d, \theta_d, \psi_d]^T$, $\text{rot}(\phi_d, \theta_d, \psi_d)$ is the rotation matrix defined by the Euler angles, and $N$ is the point cloud size. The optimal value for $d$ is computed with either one of the two approaches described in Sect. 2.2.

Thus, with the implicit function theorem the Jacobian of $d = h(P)$ is given by

$$\nabla h = -\left(\frac{\partial^2 C}{\partial d^2}\right)^{-1} \left(\frac{\partial^2 C}{\partial d \partial P}\right)^T.$$

(2.29)
Finally, the covariance $\Sigma_d$ of the relative pose constraint $\mathbf{d}$ will be given by,

$$
\Sigma_d = \nabla h \Sigma P \nabla h^\top,
$$

(2.30)

where $\Sigma P$ is the covariance of the two clouds of points $P$, that is,

$$
\Sigma P = \text{diag} \left( \Sigma^{(1)} P_1, \ldots, \Sigma^{(N)} P_1, \Sigma^{(1)} P_2, \ldots, \Sigma^{(N)} P_2 \right),
$$

(2.31)

which is a block diagonal matrix, where $\Sigma^{(i)} P_1$ and $\Sigma^{(i)} P_2$ are the covariances of the $i$-th point of the first and second clouds, respectively.

An alternative procedure would be to rely on optimization approaches to obtain the uncertainty in the pose estimation, similarly to [15]. However, in this work we opted instead for the use of the implicit function theorem to propagate uncertainties as it yields closed-form expressions.

### 2.3.3 Error Propagation Tests

The following tests evaluate whether the covariance resulted from the error propagation is consistent with $N$ Monte Carlo runs, using both synthetic and real data. To this end, we compute the normalized state estimation error squared or NEES [16] for each Monte Carlo run

$$
\epsilon_i = [s_i - \mu]^\top \Sigma^{-1} [s_i - \mu]
$$

(2.32)

and take the average

$$
\bar{\epsilon} = \frac{1}{N} \sum_{i=0}^{N} \epsilon_i,
$$

(2.33)

where $s_i$ is the result of a Monte Carlo run, $\Sigma$ the covariance obtained with the error propagation and $\mu$ is the solution to either Eq. 2.3, for the matching point error propagation, or Eq. 2.4, for the point cloud error propagation.

If the Monte Carlo runs are consistent with the error propagation results, then $N\bar{\epsilon}$ will have a Chi-Squared density with $Nn_x$ degrees of freedom or $\chi^2_{Nn_x}$, where $n_x$ is the dimension of $s_i$ and $\chi^2_n$ denotes a Chi-Squared distribution of $n$ degrees of freedom. We validate this using a Chi-square test with a two sided 95% probability region, defined by the interval $[l_1, l_2]$. Thus, if

$$
N\bar{\epsilon} \in [l_1, l_2]
$$

(2.34)

we confirm that the error propagation result is consistent with the Monte Carlo runs.
2.3.3.1 Synthetic Data

To test the matching point error propagation, we simulated a stereo camera system using the left camera as the reference frame, where the relative pose of the right camera with respect to the reference frame is given by a translation vector of \([0.385 \text{ m}, 0.007 \text{ m}, 0.00 \text{ m}]^\top\) and a rotation matrix expressed in Euler angles of \(\text{rot}(0.040 \text{ rad}, 0.016 \text{ rad}, 0.014 \text{ rad})\). Then, we simulated a ground truth 3D scene point and its corresponding imaged points in both cameras.

Next, we set the covariance \(\Sigma_m = \Sigma_{m'} = \text{diag}(2 \text{ px}, 2 \text{ px})^2\) for both imaged points and apply the first-order error propagation (Eq. 2.24) to such covariances. Then, we perform a Monte Carlo simulation by generating a set of 300 pairs of random matching points around such image points and for each sample we obtain its corresponding 3D point with Eq. 2.26.

Figure 2.2 shows the simulated samples, the Monte Carlo covariance (black line), and the covariance computed with the error propagation (dashed green line). All hyperellipsoids represent iso-uncertainty curves plotted at a scale of 2 standard deviations. The red point shows the mean of reconstructed 3D point.
This test yielded $N\bar{\epsilon} = 860.1563$, lying within the interval $[831.3, 970.4]$, which defines the two-sided 95% probability region for a $\chi^2_{900}$ variable, thus confirming the consistency of the error propagation.

To test the error propagation of the pose estimation process, we simulated two stereo systems with a known relative pose and placed 100 scene points uniformly distributed in the field of view of the four cameras and compute their corresponding imaged points, assigning to such points a covariance of $\Sigma_m = \Sigma_m' = \text{diag}(2\text{ px.}, 2\text{ px})^2$. Then, we propagate their covariance along the whole visual odometry process.

Next, to perform a Monte Carlo simulation, with the covariance of each imaged points, we generate 1000 samples around each point, which yields 1000 point clouds. Then, we apply the least-squares best-fit pose transformation to each cloud.

Figure 2.3 shows the Monte Carlo covariance (black line), and the covariance computed with the implicit theorem function (dashed green line). All hyperellipsoids represent iso-uncertainty curves plotted at a scale of 2 standard deviations. From both Figs. 2.2 and 2.3, we can note that the covariances obtained with the first order error propagation are similar to covariances computed with Monte Carlo, with the advantage of the former being less expensive.

For this test we get $N\bar{\epsilon} = 6.07 \times 10^3$, which confirmed the consistency of the error propagation since it lies within the interval $[5.8 \times 10^3, 6.2 \times 10^3]$, defining the two-sided 95% probability region for a $\chi^2_{6000}$ variable.

### 2.3.3.2 Real Data

Next, we show a test using real data. To this end, we took a pair of stereo images out of a data set of stereo images in an outdoor environment. In the stereo camera system we used the left camera as the reference frame, as a result of the calibration process the relative pose of the right camera with respect to the left camera is given by a translation vector of $[0.385 \text{ m}, 0.007 \text{ m}, 0.00 \text{ m}]^\top$ and a rotation matrix expressed in Euler angles of $\text{rot}(0.040 \text{ rad}, 0.016 \text{ rad}, 0.014 \text{ rad})$.

From these images we compute the relative motion between the stereo cameras and propagate the uncertainty of each matching feature through the whole visual odometry process. For our tests, the value of this covariance is approximated by the scale at which the SIFT where found. Figure 2.4 shows the ellipses representing iso-uncertainty curves plotted at a scale of 3 standard deviations. Next, we perform a Monte Carlo simulation taking 1000 runs.

Figure 2.5 shows the Monte Carlo covariance (black line), and the covariance computed with the implicit theorem function (dashed green line). All hyperellipsoids represent iso-uncertainty curves plotted at a scale of 2 standard deviations.

For this test we get $N\bar{\epsilon} = 6.14 \times 10^3$, lying in the aforementioned interval that defined the two-sided 95% probability region for a $\chi^2_{6000}$ variable. Thus confirming the consistency of the error propagation results with the Monte Carlo runs.

The above experiments showed the consistency of using a closed form expression to compute the covariance of the relative motion measurements obtained with stereo
Fig. 2.3 Simulation of the error propagation of the pose estimation from the two point clouds. The covariance obtained by Monte Carlo simulation is represented by the black ellipse, while the covariance computed with the implicit function theorem is plotted with the dashed green ellipse. All hyperellipsoids represent iso-uncertainty curves plotted at a scale of 2 standard deviations. The red point shows the mean of the estimated pose.
cameras. An alternative technique to model the error in motion measurements can be to use the method introduced by Matthies and Shafer in [15]. In their approach when the motion is purely translational, their technique exploits the linearity of such a case and obtains a direct solution, however, when the motion involves rotation the approach has to resort to an iterative solution and applies the Gauss-Newton method to refine iteratively the estimate.

Nevertheless, in some robotic applications it is desirable to use instead a closed-form expression to compute the covariance of the relative motion measurements, regardless of the type of motion. For instance, in map building applications modeling the uncertainty with a closed form expression is preferable. Although back-end SLAM approaches have evolved to the point of being very efficient, the bottle-neck of the map building process is still the front-end SLAM. Data association strategies usually require to compute relative motion measurements multiple times, thus a closed form approach would be preferable over iterative methods. For instance, for the case of laser range finders, a widely used Iterative Closest Point implementation in robotic applications introduced in [17] computes the covariance of the relative motion estimates with a similar closed form formulation to the one described in this Chapter.
Fig. 2.5 Error propagation of the relative pose estimation between two robot poses using stereo images. The covariance obtained by Monte Carlo simulation is represented by the **black ellipse**, while the covariance computed with the implicit function theorem is plotted with the dashed **green ellipse**. All hyperellipsoids represent iso-uncertainty curves plotted at a scale of 2 standard deviations. The red point shows the mean of the estimated pose.
2.4 Bibliographical Notes

Visual odometry is the problem of estimating the egomotion of the robot from one or multiple cameras attached to it. The term visual odometry was introduced in [18] but the problem of estimating the motion of a vehicle from visual imagery was previously addressed by Moravec in [19]. Visual odometry is a particular case of Structure From Motion or SFM [20], SFM seeks to recover the camera pose and three-dimensional structure from a set of images. It takes the 2D information and recover the original 3D information, inverting the effect of the projection process. Bundle adjustment (BA) is frequently used to improve upon SFM solutions [12].

Unlike SFM in visual odometry the 3D motion is estimated as a new frame arrives. The works on visual odometry have evolved in two branches, that is, in monocular and stereo visual odometry. Besides this, each work distinguishes in the way they solve each part of the problem, i.e., feature detection, feature matching, motion estimation, and local optimization. A comprehensive review on the evolution of these works appeared in [2, 3].

The work presented in this Chapter belongs to the stereo-based approaches to visual odometry. Most of these approaches track features along the frames obtained by corner detectors [19], such as Forstner [21, 22], Harris [23, 24] or Shi-Tomasi [25] or by selecting key points after performing dense stereo [26]. In these works 3D points are triangulated for every stereo pair, which are used to solve the motion estimation and incorporating RANSAC in the motion estimation for outlier removal. In the landmark work presented in [18], instead of tracking features among images the features are detected independently in all images. Additionally, instead of using corner detector, blob detectors has been also employed, such as SIFT in [27, 28], CENSURE in [29], SURF in [30], or BRIEF [31] descriptors in [32].

In visual odometry, errors in locating the image features lead to errors in the location of the 3D feature points after stereo reconstruction, which eventually cause errors in motion estimates. One of the first error modeling approaches for visual odometry was presented by Matthies and Shafer in [15]. In this work, the errors in the location of the image features are modeled as random variables following a 3D Gaussian distribution. Thus, the error in the location of 3D feature points are obtained by a first-order linear propagation of the covariances of image features. The error in motion estimates are computed by a maximum-likelihood estimation approach. Albeit for pure translation motion, this approach is an iterative solution, requiring an initial estimate. Although it has been applied successfully in spatial rovers as it is reported in [24], a closed-form expression for the motion uncertainty is preferred.

The implicit function theorem was initially exploited in [33, 34], where Chowdhury and Chellappa derive analytical expressions for the covariance of structure and motion estimates as a function of the covariance of the image correspondences. In [35], in order to estimate the uncertainty of the robot pose obtained via a correspondence-based method with stereo images, the authors employ the implicit function theorem to derive the pose uncertainty from a maximum likelihood formulation.
Besides visual odometry, the modeling of errors in pose estimation has been also addressed for wheel odometry [36–38] as well as for other sensor modalities. For range sensors, a model of the error of the pose estimation obtained with ICP is presented in [17] for laser range finders and in [39] for time-of-flight sensors. Both approaches are strongly related to the approach presented in this Chapter as they also model motion uncertainty by a first-order error propagation based on the implicit function theorem.
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