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Abstract. Recent advances in face recognition technology render face-based authentication very attractive due to the high accuracy and ease of use. However, the increased use of biometrics (such as faces) triggered a lot of research on the protection biometric data in the fields of computer security and cryptography.

Unfortunately, most of the face-based systems, and most notably the privacy-preserving mechanisms, are evaluated on small data sets or assume ideal distributions of the faces (that could differ significantly from the real data). At the same time, acquiring large biometric data sets for evaluation purposes is time consuming, expensive, and complicated due to legal/ethical considerations related to the privacy of the test subjects. In this work, we present GenFACE, the first publicly available system for generating synthetic facial images. GenFACE can generate sets of large number of facial images, solving the aforementioned problem. Such sets can be used for testing and evaluating face-based authentication systems. Such test sets can also be used in balancing the ROC curves of such systems with the error correction codes used in authentication systems employing secure sketch or fuzzy extractors. Another application is the use of these test sets in the evaluation of privacy-preserving biometric protocols such as GSHADE, which can now enjoy a large number of synthetic examples which follow a real-life distribution of biometrics. As a case study, we show how to use GenFACE in evaluating SecureFace, a face-based authentication system that offers end-to-end authentication and privacy.
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1 Introduction

Biometric systems have become prevalent in many computer security applications, most notably authentication systems which use different types of biometrics, such as fingerprints, iris codes, and facial images.
A central problem in developing reliable and secure biometric systems is the fuzziness of biometric samples. This fuzziness is caused by the sampling process and by the natural changes in appearance. For example, two images of the same face are never identical and could change significantly due to illumination, pose, facial expression, etc. To reduce these undesirable variations in practical applications, images are usually converted to lower-dimensional representations by a feature extraction process. Unfortunately, no representation preserves the original variation in identity while cancelling the variation due to other factors. As a result, there is always a trade-off between the robustness of the representation (consistency of recognition) and its discriminating power (differentiating between different individuals).

Devising robust features requires a significant number of training samples—the most successful systems use several million images (see [19] for a more detailed discussion). Most of these samples are used for training, while evaluation (testing) of the system is typically done on a relatively small dataset. Since such systems may need to support large sets of many users (such as border control systems or national biometric databases including the entire population\(^1\)), a small-scale evaluation is insufficient when testing the system’s consistency in large-scale applications.

The solution seems to be the testing of the system on a large dataset. However, acquiring large data sets is difficult due to several reasons: The process of collecting the biometric samples is very time consuming (as it requires many participants, possibly at different times) and probably expensive (e.g., due to paying the participants or the need to annotate the samples). Moreover, as biometric data is extremely private and sensitive (e.g., biometric data cannot be easily changed), collecting (and storing) a large set of samples may face legal and ethical constraints and regulations.

A possible mitigation to these problems is working with synthetic biometrics—“biometrics” synthetically generated from some underlaying model. Given a reasonable model, which approximates the real-life biometric trait, offering efficient sampling procedures, with sufficiently many “possible samples”, designers of biometric systems can query the model, rather than collecting real data. This saves both the time and the effort needed for constructing the real dataset. It has the additional advantage of freeing the designer from legal and ethical constraints. Moreover, if the model is indeed “rich” enough, one can obtain an enormous amount of synthetic biometric samples for testing and evaluate large-scale systems.

In the case of fingerprints, the SFinGe system [4] offers the ability to produce synthetic fingerprints. SFinGe can generate a database of such synthetic fingerprints, which can be used for the training and evaluation of fingerprints’ biometric systems. Fingerprint recognition algorithms have been shown to perform equally well on the outputs of SFinGe and on real fingerprint databases.

In the case of faces, some preliminary results were discussed in [24]. The aim of [24] was to transform one sensitive data set (which contains real users) into a

\(^1\) Such as Aadhaar, the Indian biometric database of the full Indian population.
fixed, secondary data set of synthetic faces of the same size. The transformation was based on locating close faces and “merging” them into new synthetic faces. This approach has strong limitations, both in the case of security (as one should perform a very thorough security analysis) as well as usability (as there is only a single, fixed size, possible data set). Finally, [24] does not offer a general purpose face generation system and it is not publicly available.

In this paper, we introduce GenFACE, system that generates synthetic faces and is publicly available. GenFACE allows the generation of many synthetic facial images: the user picks how many “identities” are needed, as well as how many images per “identity” to generate. Then, using the active appearance model [7], the system generates the required amount of synthetic samples. Another important feature of our system is the ability to control the “natural” fuzziness in the generated data.\(^2\)

Synthetic faces created by GenFACE can be used in evaluating and testing face-based biometric systems. For example, using GenFACE it is possible to efficiently evaluate and determine the threshold that face recognition systems should set in distinguishing between same identity and different ones. By varying this threshold, one can obtain the ROC curve of the system’s performance, which is of great importance in studying the security of an authentication system.

Similarly, a large volume of work in privacy-preserving techniques for biometrics (such as fuzzy commitment [14] and fuzzy extractors [9]) treat the fuzziness using error correction codes. Such solutions and most notably, systems using such solutions (e.g., [5,6,10,26]) and their efficiency rely on the parameter choices. Our system offers face generation with a controlled level of fuzziness, which allows for a more systematic evaluation of these protection mechanisms and systems.

We note that GenFACE can also be used in other contexts within computer security. Protocols such as GSHADE [3], for privacy-preserving biometric identification, should be evaluated with data which is similar to real biometrics. By using the output of GenFACE, such protocols could easily obtain a large amount of synthetic samples ‘at the press of a button’, which would allow for more realistic and accurate simulation of real data, without the need for collecting and annotating the dataset.

Finally, GenFACE can be used in evaluating large scale face-based biometric systems. For example, consider representations (also called templates) which are too short to represent a large set of users without collisions, but are sufficiently long to represent a small set of users without such collisions. It is of course better to identify such problems before the collection of millions of biometric samples, which can be easily done using synthetic biometrics.

This paper is organized as follows: Sect. 2 introduces GenFACE and how it produces synthetic faces. In Sect. 3 we show that a real system, SecureFace [10], reaches similar accuracy results using synthetic faces and using real faces and its evaluation on a large-scale data set, generated by GenFACE. Section 4 concludes our contribution and discusses future research directions.

\(^2\) Changes in viewing conditions require the use of a 3D model and will be considered in future work.
2 GenFace System for Synthetic Faces

The main function of the GenFace System is generating a large number of face images of the same or different identities. It generates a (user) specified number of random, different, facial identities (face images) which we refer to as seed points. A set of faces, comprising subtle variations of a seed face can then be generated. The difference (distance to the seed point) in appearance between the images comprising the set can be controlled by the user. Below a certain distance threshold the differences will be sufficiently small such that faces in the set, which we refer to later as offspring faces, have the same identity as the seed.

In this section, we first describe the generative model that we use for sampling synthetic faces. We then introduce our specific methods for sampling seed faces and for sampling offspring faces. We then present the GenFace user interface and some guidelines for using our system.

2.1 Model for Representing Facial Appearance

Different models have been proposed for generating and representing faces including, active appearance models [7], 3D deformable models [2], and convolutional neural networks [18,30]. Here we use an appearance model (AM) [7] due to its capacity for generating photo-realistic faces (e.g. [12,23]). The representation of faces within an AM is consistent with human visual perception and hence also compatible with the notion of face-space [28]. In particular, the perceptual similarity of faces is correlated with distance in the AM space [17].

AMs describe the variation contained within the training set of faces, used for its construction. Given that this set spans all variations associated with identity changes, the AM provides a good approximation to any desired face. The distribution of AM coefficients (that encode facial identity) of faces belonging to the same ethnicity are well approximated by an independent, multivariate, Gaussian probability density function [20,27,29].

We follow the procedure for AM construction, described in [12]. The training set of facial images, taken under the same viewing conditions, is annotated using a point model that delineates the face shape and the internal facial features. In this process, 22 landmarks are manually placed on each facial image. Based on these points, 190 points of the complete model are determined (see [12] for details). For each face, landmark coordinates are concatenated to form a shape vector, \(x\). The data is then centered by subtracting the mean face shape, \(\bar{x}\), from each observation. The shape principle components \(P_s\) are derived from the set of mean subtracted observations (arranged as columns) using principal components analysis (PCA). The synthesis of a face shape, denoted by \(\hat{x}\), from the shape model is achieved as follows,

\[
\hat{x} = P_s b_s + \bar{x},
\]

Hereafter we use the term face-space to mean the space spanned by a set of principal components, derived from a set of training face images.
where \( b_s \) is a vector in which the first \( m \) elements are normally distributed parameters that determine the linear combination of shape principal components and the remaining elements are equal to zero. We refer to \( b_s \) as the \textit{shape coefficients}.

Before deriving the texture component of the AM, training images must be put into correspondence using non-rigid shape alignment procedure. Each shape normalized and centered RGB image of a training face is then rearranged as a vector \( g \). Such vectors for all training faces form a matrix which is used to compute the texture principle components, \( P_g \), by applying PCA. A face texture, denoted by \( \hat{g} \), is reconstructed from the texture model as follows,

\[
\hat{g} = P_g b_g + \bar{g}, \tag{2}
\]

where \( b_g \) are the \textit{texture coefficients} which are also normally distributed and \( \bar{g} \) is the mean texture.

The final model is obtained by a PCA on the concatenated shape and texture parameter vectors. Let \( Q \) denote the principal components of the concatenated space. The AM coefficients, \( c \), are obtained from the corresponding shape, \( x \), and texture, \( g \), as follows,

\[
c = Q^T \begin{bmatrix} r b_s \\ b_g \end{bmatrix} = Q^T \begin{bmatrix} w P^T_s (x - \bar{x}) \\ P^T_g (g - \bar{g}) \end{bmatrix} \tag{3}
\]

where \( w \) is a scalar that determines the weight of shape relative to texture.

Generating new instances of facial appearance from the model requires a sampling method for AM coefficients, \( c \), which is described in detail in Sect. 2.2. The shape and texture coefficients are then obtained from the AM coefficients as follows: \( b_s = Q_s c \) and \( b_g = Q_g c \), where \( [Q^T_s Q^T_g]^T \) is the AM basis. The texture and shape of the face are obtained via Eq. (1) and (2) respectively. Finally, the texture \( \hat{g} \) is warped onto the shape \( \hat{x} \), resulting in a face image.

The identity change in the face-space is a slowly changing function. Thus, there is no clear border between different identities. However, given the success of numerous face recognition methods, which rely on the Euclidean distance in the face-space to make recognition decisions (e.g., [1,11,25]), we can conclude that Euclidean distance in the face-space is correlated with the dissimilarity of the corresponding facial images. Another conclusion that can be drawn from the success of the face-space recognition methods, is that face-space is isotropic.\(^4\)

Based on these two observations, we suggest simulating the variation in appearance of the same person by sampling points in a close proximity to each other. Specifically, we define an identity as a random seed in the face-space and generate different images of this identity by sampling points in the face-space at a distance \( s \) from the seed point. Here \( s \) is a parameter of the system which is evaluated in our experiments (in Sect. 3).

### 2.2 Sampling AM Coefficients for Seed Faces

Since AM coefficients follow a multivariate Gaussian distribution, most of the faces in AM representation are concentrated near the hyper-ellipsoid with radii

\(^4\) Our experiments, reported in Sect. 3.2 verify these assumptions.
approximately equal to $\sqrt{d}$ standard deviation units, where $d$ is the dimension of the face-space. This follows from the fact that in high dimensional space, the distance between the samples of a multivariate Gaussian distribution to its mean follows the chi-distribution with an average of about $\sqrt{d}$ and variance that saturates at 0.7 (for $d > 10$). Since the standard deviation of the corresponding chi-distribution is narrow, sampling on the surface of the hyper-ellipsoid retains most of the probabilistic volume (i.e., most of the “plausible” faces in this face-space\(^5\)). Also, it prevents the caricature effect associated with the displacement of a face in the direction directly away from the origin [13,16].

Let $N(0,\sigma)$ denote the distribution of AM coefficients where $\sigma = [\sigma_1, \sigma_2, \cdots, \sigma_d]$ are the standard deviations of the face-space. Let $V$ denote the hyper-ellipsoid in $\mathbb{R}^d$ with radii $\sqrt{d}\sigma_i$ and $\partial V$ denote its surface. To ensure the diversity of synthesized faces with respect to identity change, we should sample seed faces on $\partial V$ uniformly at random. To this end, we implemented an algorithm from [21] that offers a method for uniform sampling from a manifold enclosing a convex body (summarized in Algorithm 1). Given a confidence level $1 - \epsilon$, the algorithm first draws a point $x$ from the volume $V$ uniformly at random, and then simulates a local diffusion process by drawing a random point $p$ from a small spherical Gaussian centered at $x$. If $p$ is located outside $V$, the intersection between $\partial V$ and a line segment linking $p$ with $x$ will be a valid sample, the distribution of which has a variation distance $O(\epsilon)$ from the uniform distribution on $\partial V$. It is essential to draw uniform samples efficiently from within $V$, thus we have also implemented an efficient sampler for this purpose, as proposed in [8].

2.3 Sampling AM Coefficients for Offspring Faces

Once a seed face has been uniformly sampled from $\partial V$, a set of offspring faces can be sampled from a local patch of $\partial V$ around the seed face. Given a sampling distance $s$, the system can randomly pick up an offspring face located on $\partial V$ which is at a distance $s$ away from the seed face. If $s$ is sufficiently small, all offspring faces will correspond to the same identity as the seed face.

Before describing the algorithm for sampling offspring face coefficients, we introduce the following notations: Let $P : \{p|p \neq 0\} \rightarrow \{\hat{p}|p \in \partial V\}$ be a mapping function that projects any point in the face-space, except the origin, onto $\partial V$ by rescaling: $\hat{p} = \frac{k}{\|M^{-1}p\|}p$, where $M$ is a $d \times d$ diagonal matrix of standard deviations $\sigma_i$ ($i = 1, \ldots, d$) and $k \approx \sqrt{d}$.

To provide diversity among offspring faces, we sample them along random directions. Given a seed face $x$ and a distance $s$, the algorithm (summarized in Algorithm 2) repeatedly samples a face $\tilde{x}$ on $\partial V$ at random until its distance to $x$ exceeds $s$. The vector $\tilde{x} - x$ defines a sampling direction for an offspring face. The algorithm proceeds by finding a point in this direction such that its

---

\(^5\) It is unclear what should be the training size of a face-space that models all possible faces. However, we note that a face which is not “plausible” in some face-space, i.e., is very far from the surface of the face-space is likely to not “work” properly in a system which relies on the face-space.
Algorithm 1. Uniform sampling on the surface of a hyper-ellipsoid

1: function uniformSample(V,∂V,d,S,ϵ) ▷ V a d-dimensional hyper-ellipsoid, ∂V: surface of V, S: a uniform sampler on V, ϵ: variation distance from the uniform distribution.
2: Draw N points uniformly from V using S,
3: Estimate κ – the smallest eigenvalue of the Inertia matrix E[(x−¯x)(x−¯x)T] ▷ N = O(dlog²(d)log 1/ϵ)
4: √t ← ϵ√κ/32d
5: p ← ∅
6: while p == ∅ do
7: x ∈ R S
8: y ∈ R Gaussian(x,2tId) ▷ y follows a normal distribution.
9: if y /∈ V then
10: p ← x ∪ ∂V
11: end if
12: end while
13: return p
14: end function

projection into ∂V is at a distance s away from x. We sample a large number of points in ∂V off-line to speed up the search for a sampling direction.

2.4 User Interface of GenFace System

The user interface of GenFace is shown in Fig. 1. The user can set the sampling distance by entering a number into the DISTANCE text box in the PARAMETERS panel. She has options for either sampling offspring faces within, or on the perimeter of a region, centered at the seed face. By pressing the GENERATE button in the SEED panel, a seed face and its eight offspring faces are generated and displayed in the OFFSPRING panel with the seed face positioned in the center. The distance from each offspring face to the seed will be displayed on the top of each offspring face.\(^6\) The user can select any face and save the face image and coefficients by pressing the SAVE AS button. Alternatively, the user can generate a large number of faces using a batch mode: The user may input the number of seed faces and the number of offspring in the BATCH panel. By pressing GENERATE button in the panel, all faces will be generated and saved automatically into a set of sequentially named folders with each folder containing a seed and its offsprings. A progress bar will be shown until all faces have been generated. If the generation procedure is interrupted, the user can resume it by specifying the starting number of the seed face and pressing the GENERATE button. The user is allowed to load saved data into the system and the face image will be displayed in the center of the OFFSPRING panel.

\(^6\) This feature is more relevant to the “sample within” option, as the distance from each offspring image to the seed could be different.
Algorithm 2. Sampling an offspring face

1: function SAMPLEOFFSPRING($V, \partial V, d, x, s, \epsilon, k, M$) \hfill $\triangleright V$: a $d$-dimensional hyper-ellipsoidal body, $\partial V$: the surface of $V$, $x$: a seed face, $s$: a sampling distance, $\epsilon$: relative error tolerance of sampling distance, $k$: the normalized radius of $V$, $M$: a diagonal matrix defined as $\text{diag}(\sigma_1, \sigma_2, \cdots, \sigma_d)$

2: repeat
3: Sample a random face $\hat{x}$ uniformly on $\partial V$
4: until $\|\hat{x} - x\| \geq s$
5: $t \leftarrow s$, $\hat{t} \leftarrow 0$
6: repeat
7: $p \leftarrow x + tv$
8: $\hat{p} = \frac{k}{\|M^{-1}p\|}p$ \hfill $\triangleright$ Project $p$ onto $\partial V$
9: $\hat{t} \leftarrow \|\hat{p} - x\|$
10: $t \leftarrow \frac{\hat{t}}{t}$
11: until $|\frac{\hat{t}}{s} - 1| \leq \epsilon$
12: return $\hat{p}$
13: end function

Fig. 1. The user interface of the GENFACE system
data is saved in a text file with the same name. The installation package of the GenFace is publicly available at https://crypto.cs.haifa.ac.il/GenFace/.  

3 Testing the GenFace System with SecureFace

In this section we show an example of using synthetic facial images generated by GenFace for evaluating the recently introduced SecureFace system [10] for key derivation from facial images. We start with a brief description of the SecureFace system and then turn to a comparison of its results on real and synthetic data sets of the same size. We also show that using GenFace we can generate data with different levels of fuzziness (simulating the inherent fuzziness of biometric samples) and that this fuzziness directly affects the success rate of the SecureFace system. A similar procedure can be used to choose the parameters for face generation to fit the expected level of fuzziness in the real data. Finally, we test the scalability of the SecureFace system using a much larger set of synthetic faces with the fuzziness parameters that approximate the variation in the real data used in our experiments.

3.1 The SecureFace System

The SecureFace system [10] derives high-entropy cryptographic keys from frontal facial images while fully protecting the privacy of the biometric data, including the training phase. SecureFace (as most of the biometric cryptosystems) offers a two-stage template generation process. Before this process, an input face is aligned to the canonical pose by applying an affine transformation on physical landmarks found by a landmark detector (e.g., [15]).

The first stage of SecureFace converts input images into real-valued representations that suppress the fuzziness in images of the same person due to viewing conditions (such as pose, illumination, camera noise, small deformations etc.). A very large volume of work exists on this topic in the computer vision community. The SecureFace system uses a combination of standard local features that do not require user-dependent training, specifically, Local Binary Patterns (LBPs), Histogram of Oriented Gradients (HoG), and Scale Invariant Feature Transform (SIFT). The extracted features are reduced in dimensionality (by PCA), then concatenated and whitened to remove correlations.

The second phase of the processing transforms real-valued representations (obtained by the first step) to binary strings with the following properties: consistency/discriminability, efficiency (high entropy), and zero privacy loss.

Let \( x \in \mathbb{R}^D \) be a data point (real-valued feature vector) and \( w_k \) be a projection vector. The transformation to a binary string is done by computing \( 1/2(\text{sgn}(w_k^T x) + 1) \). Vectors \( w_k \) form the embedding matrix \( W = [w_1, \ldots, w_K] \). \( W \) is obtained by a learning process with the goal of mapping the templates

---

7 GenFace does not require full Matlab, but the installation package will install the “MATLAB Component Runtime”.
of the same person close to each other in the Hamming space and templates of different people far from each other. The resulting binary strings have almost full entropy, specifically, each bit has \( \approx 50\% \) chance of being one or zero, and different bits are independent of each other. The embedding, \( W \), is learned on a different (public) set of people, thus it does not reveal any information regarding system’s users. Finally, \( W \) is generated only once and can be used with any data set of faces without any re-training.

In the acquisition stage a generated template, \( t = 1/2(\text{sgn}(W^T x) + 1) \), is used as the input to the fuzzy commitment scheme \([14]\) which chooses a codeword \( C \) and computes \( s = C + t \). The helper data \( s \) is released to the user. For a re-sampling, a new image of a user is converted to a binary string using the two-stage template generation process (described above) resulting in a template \( t' = 1/2(\text{sgn}(W^T x) + 1) \). The user supplies \( s \) and along with \( t' \) the system computes \( C' = EC(s + t') \), where \( EC() \) is the error-correction function. If \( x \) and \( x' \) are close (in terms of Hamming distance), then \( C' = C \).

### 3.2 Experiments

Our experiments include two parts. In the first part, we compare the performance of the SecureFace system on real and synthetic sets of equal sizes, varying the level of fuzziness in the synthetics data. This experiment allows us to choose (if possible) the level of fuzziness that fits the real data. In the second part we test the scalability of the SecureFace system on larger sets of synthetic data using the selected parameters. Acquiring real facial data of that size (5,000–25,000 subjects) is problematic as discussed earlier.

#### Matching Size Experiment:

We used a subset of the in-house dataset of real people, which contains 508 subjects, with 2.36 images per subject on average. All images were collected in the same room while the participants were sitting at the same distance from the camera. The lighting conditions were kept the same during collection, and the subjects were told to keep a neutral expression. The top row of Table 1 illustrates two subjects with 3 images per each from the dataset. Even though, the variation in viewing conditions in this set were kept to a minimum, some variation in lighting (due to the different height of people), pose, and facial expressions is still present. We choose this particular set of real faces in our experiments, as it was used as a test-bed for the SecureFace system and because it focuses on “natural” variation in identity (as opposed to mix of all variations) which the proposed GenFACE can offer.

For the synthetic datasets, we generated 5 sets using different parameterization of GenFACE. Each set contained 500 seeds with 5 offsprings per seed, which can be viewed as 500 subjects with 5 images per subject. Rows 2–5 of Table 1 demonstrate examples of generated images for different distance parameters (each row corresponds to a different distance parameter and shows two subjects with 3 images each). We ran the acquisition stage of the SecureFace system for all 508 subjects. Then we simulated 1,200 genuine attempts and 1,665 imposter attempts (all
Table 1. Example of images from the real set (first row) and from the synthetic set with different levels of fuzziness. Each row shows two different subjects with 3 images per subject.

<table>
<thead>
<tr>
<th>Real Data</th>
<th>Synthetic, $d = 2,000$</th>
<th>Synthetic, $d = 3,000$</th>
<th>Synthetic, $d = 3,200$</th>
<th>Synthetic, $d = 3,300$</th>
<th>Synthetic, $d = 3,500$</th>
</tr>
</thead>
</table>

queries in the genuine attempts were with 5 reference subjects chosen uniformly at random from 508). The corresponding ROC curve is depicted in Fig. 2. We note that in the context of SecureFace, a False Positive happens when the face of an imposter “succeeds” to unlock the key of a real user.

Our hypothesis is that the distance parameter controls the fuzziness of the generated data. To test this hypothesis, we tested GenFace on each set, using all generated subjects along with 2,500 genuine and 2,500 imposter attempts (again, all queries in the genuine attempts were with 5 reference subjects chosen uniformly at random from 500). The ROC curves of these experiments are shown in Fig. 2, showing that data sets with higher distances between the offsprings to the corresponding seed result in worse ROC curves. This can happen either due to the increased fuzziness in the images of the same seed (subject) or due to decreased distances between different seeds. We compared the distributions of distances among different subjects between all tested sets and found them well
aligned with each other. Thus, we can conclude that the fuzziness of the same person indeed grows with the distance parameter.

According to the plot, the ROC curve corresponding to the distance of 3,000 is the closest to the ROC of the real data. Thus it can be used for testing the system in the large-scale experiment. The third row of Fig. 2 shows examples of facial images for this distance.

![ROC curves for the “Matching Size” experiment showing the performance SecureFace on real data and on three generated sets with different distance parameters (corresponding to levels of fuzziness among images of the same identity). This figure is best viewed in color. (Color figure online)](image)

**Large-Scale Experiment:** Testing the scalability of SecureFace (or any other biometric system) is very straightforward with GenFace. Only a small number of parameters need to be set: the distance to the value that approximates the variation in the real data, the number of seeds (subjects), and the number of offspring (images per subject). After that, the required data can be generated in a relatively short time. For example, generating a seed face on a 32-bit Windows XP with an Intel Core i7, 2.67 Hz, 3.24 GB RAM using a code written and compiled in Matlab R2007b (7.5.0.342) takes 0.9 s on average, and generating an offspring for a given seed takes 0.636 s on average. The process can be further optimized and adjusted to run in parallel.

The results of testing the SecureFace using generated sets of different sizes (from 500 to 25,000 subjects) with the distance parameter of 3,000 are shown in Fig. 3. The ROC curves show very plausible behavior that we believe closely approximates that of real data with a similar level of fuzziness.

4 Conclusions

We proposed a system for generating plausible images of faces belonging to the same and different identities. We showed that our system could easily generate a
very large number of facial images while controlling their fuzziness. We suggested that our system can be used for systematic evaluation of biometric systems, instead of real faces. We showed the merit of this approach using the recently introduced SecureFace.

Future research directions include: Evaluating the merits of using GenFace’s images for training purposes. Evaluating facial landmark detectors by comparing their results with GenFace’s output (that can contain landmarks). This aspect can be used for improving future landmark detectors, which have various applications throughout computer vision beyond biometrics. In the current work, we addressed only the “natural variation” in facial appearance. Future work will include integrating variations resulting from a change in viewing conditions. This will require rendering facial appearances, using a face 3D model (e.g., such as in [22]). Additionally, studying the difference in the behavior of other biometric systems (e.g., Amazon cognitive systems) when using synthetic faces rather than real ones is left to future works.

Finally, we plan to extend the platform support, e.g., introduce Linux support. We also plan on offering a parallel process for the sampling of faces and offsprings.
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