Chapter 2
Thermodynamics of Open Systems

In his speech at the Prussian Academy of Sciences in 1882, the scientist Emil du Bois-Reymond, well-known at that time, has concluded: “Chemistry is not a science in the sense of the mathematical description of Nature. Chemistry will be the science in this highest human sense only if we would understand the forces, velocities, stable and unstable equilibria of particles in a similar manner as the motion of stars” [1]. The thermodynamic theory for “stable equilibria” in closed systems was essentially developed during the second half of the 19th century and completed in 1905 by W. Nernst through the formulation of the Third Law of thermodynamics, while the basis for “forces and velocities” had to wait for the advent of quantum mechanics during the first decades of the 20th century. The description of “unstable equilibria” (which among other underlies all phenomena of structure formation in biological systems) became however only accessible in the middle of the 20th century in the framework of thermodynamics of open systems.

According to the Second Law of thermodynamics, all closed physical systems tend to reach the state of thermal equilibrium characterized by the minimum of free energy. But this is obviously not the case in biology. A living biological organism is not in the state of thermal equilibrium which can only be reached when the organism is dead. Quite in contrast, the degree of organisation, i.e. the order, of a bio-organism increases over time in the process of its development from the initial cell.

At the beginning of the 20th century, many have suspected that peculiar “vitalistic” forces, valid only in biology, exist. If such forces were indeed found, this would have however made thermodynamics and statistical physics not universally applicable, thus undermining the unique physical picture of the world. Therefore, efforts have been started to reconcile biology to the physical laws. Ludwig von Bertalanffy, an Austrian philosopher, biologist, system scientist and psychologist, was the first to address this paradox. In 1926, von Bertalanffy had finished his study of philosophy and art history with a doctoral degree at the University of Vienna and, 2 years later, published his first book on theoretical biology, *Kritische Theorie der Formbildung* (Critical Theory of Form Development), soon followed by...
two volumes of *Theoretische Biologie*. In his article [2] with the title “Der Organismus als Physikalisches System Betrachtet” (The Organism Considered as a Physical System), von Bertalanffy offered in 1940 deep insights in the physical nature of biological phenomena.

As he noted, a biological organism shows properties similar to those of equilibrium systems. Indeed, the composition of a cell or of a multi-cellular organism is maintained over time and recovered after perturbations. But, although equilibrium of elementary subsystems can be found within it, the organism as a whole cannot be considered as being in the state of equilibrium. This is because we deal here not with a closed, but with an open system. A system should be called “closed” if there is no material entering it from outside and leaving it. In an open system, on the other hand, supply and release of materials take place. Thus, he wrote:

The organism is not a static, isolated from the exterior, system that always contains identical components. Rather, it is an open system in a (quasi) stationary, or steady, state that retains its mass relations under permanent exchange of substances and energies building it, the state where some components persistently arrive from outside while other components are persistently leaving.

At that time, physical chemistry was essentially limited to the analysis of reaction processes in closed systems. As von Bertalanffy remarked, open systems are not of much theoretical interest in the field of pure physics. One can however easily imagine that, for example, in the reaction $\text{a} \rightleftharpoons \text{b}$ the product $\text{b}$ of the reaction running from the left to the right is permanently removed, whereas the substrate $\text{a}$ is permanently supplied. This is exactly so with a chemical flow reactor working under steady-state conditions, and such systems also play a fundamental role in biology.

L. von Bertalanffy stressed that, while there are similarities between stationary states (“unstable equilibria”) in open systems and the equilibrium in closed systems, the physical situation is principally different in these two cases:

True chemical equilibria in closed systems rely on reversible reactions [...] ; they are furthermore a consequence of the Second Law [of thermodynamics] and are defined through the minimum of free energy. In open systems, the steady state as a whole and, eventually, also many elementary reactions are not however reversible. Moreover, the Second law is applicable only to closed systems, it does not determine the steady states. A closed system must, on the basis of the Second Law, finally go into a time-independent state of equilibrium [...] where the relationship between phases stays constant. An open chemical system can (when certain conditions are satisfied) finally go to a time-independent steady state. The characteristic property of this state is that the system, as a whole and also in view of its (macroscopic) phases, keeps itself constant through an exchange of elements (the so-called dynamic equilibrium).

Thus, according to von Bertalanffy, the paradox is only superficial. All laws of physics are in principle applicable to biological systems, provided that their necessary conditions are satisfied. The Second Law of thermodynamics is not violated in biology—it does not hold for biological organisms because they represent open systems and thus the applicability conditions are not satisfied. The steady state of an open system can change when flows passing through it are modified.
There is one further important consequence of this analysis. To maintain a closed system at equilibrium, no work is needed, but work cannot be also performed by a system in such a state. As von Bertalanffy remarks, a dammed mountain lake contains much potential energy, but, in absence of the outgoing flow, it cannot power a motor or a turbine. To generate work, the system needs to be under transition to an equilibrium state. To keep the system over a long time under a transition, one has to engineer it like a water power station, supplying new material whose energy is used to produce work. Furthermore,

Persistent work generation is therefore not possible in a closed system that rapidly transits to the equilibrium state, but only in an open system. The apparent “equilibrium”, in which an organism finds itself, is therefore not a true - and hence not capable of work - equilibrium state, but rather a dynamic pseudo-equilibrium. It is hold at a certain separation from the true one and is therefore able to produce work. On the other hand, it also permanently needs new energy supply to ensure that a distance from the true equilibrium state remains maintained.

After the second world war, von Bertalanffy has moved to the US where his interests became shifted from theoretical biology to other fields. He has founded the general systems theory, analysing organization principles in systems of various origins, and was also involved in cancer studies and psychology research. Although his analysis of physical principles in biological organisms was brilliant, it was mostly confined to the conceptual level. Being not a mathematician or a theoretical physicist, von Bertalanffy could not further cast his ideas into an adequate mathematical form.

At about the same time, biology problems attracted attention of Erwin Schrödinger, famous for his discovery of quantum mechanics together with Werner Heisenberg. In emigration in Ireland, he had given in 1943 several lectures in the Dublin Institute for Advanced Studies which were published one year later as a book with the title *What is Life? The Physical Aspect of a Living Cell* [3]. The lectures were attended by an audience of about four hundred, both physicists and biologists. Despite his brilliant command of mathematics, Schrödinger almost did not use it during these lectures.

The lectures were focused on unveiling possible mechanisms of genetic inheritance in biological organisms. The puzzle was to explain how genetic information is reliably transferred in large amounts from one generation to another, despite the apparent frailty of biological organisms. His conclusion was that the information should be stored at the molecular level, in large molecules that may resemble an “aperiodic crystal”. Somewhat later, this conjecture became indeed confirmed when the genetic DNA code was discovered by J. Watson and F. Crick. However, one of the lectures was devoted to thermodynamic aspects of the living cell.

Schrödinger begins by noting that biological organisms are open systems and therefore the Second Law of thermodynamics is not applicable to them. It is not clear whether he was familiar at that time with the work by von Bertalanffy; the book contains no reference to it. During the war, Schrödinger was in relative isolation in Ireland and did not also know about some contemporary experimental developments in biophysics. Similar to von Bertalanffy, he asks a question whether the laws of physics hold in biology. His answer is that “the living matter, while not eluding the “laws of physics” as established up to date, is likely to involve “other laws of
How does a biological organism avoid decay? — By eating, drinking and breathing (or assimilating in the case of plants). Indeed, one of the fundamental concepts in biology is that of metabolism. This word, translated from Greek, means change or exchange. In German literature, the term *Stoffwechsel*, i.e. exchange of material, is used as a synonym of metabolism. Obviously, the metabolism is essential for keeping the cell alive, but this does not simply mean the exchange of molecules.

The characteristic feature of a biological organism is a high degree of order within it. This order is maintained despite large variations in the environment. It can also increase with time, as, for example, in the process of development of a multi-cellular organism from a single initial cell. In thermodynamics, entropy serves as the measure of disorder and this means that, when order of an organism is increased, its entropy content must become lower.

Assume that $S$ is the entropy contained within a system. Then, its rate of change is given by the sum of two terms

$$\frac{dS}{dt} = \sigma + j^s.$$  \hspace{1cm} (2.1)

The first of them, $\sigma$, is the rate of entropy generation within the system. The Second Law of thermodynamics implies that this term is always non-negative and vanishes in the state of thermal equilibrium. The second term, $j^s$, is the rate of exchange of entropy between the system and its environment. It is given by the difference $j^s = j^s_{in} - j^s_{out}$ of incoming and outgoing entropy fluxes. Note that this second term should also include the exchange of entropy between the system and the thermal bath.

If the amount of entropy arriving per unit time to an open system is smaller than the amount exported by it per unit time, the total entropy flux $j^s$ in Eq. (2.1) becomes negative. Furthermore, if this negative flux is sufficiently strong, it can prevail over the entropy production rate, so that we would have $\sigma + j^s < 0$. But this means that, under such conditions, $dS/dt < 0$ and thus the entropy content of the system decreases with time.

Moreover, if the two terms exactly balance one another, $j^s = -\sigma$, the entropy content of the system remains constant with time. However, this is obviously not the state of thermal equilibrium, since entropy continues to be produced. Instead, the open system will find itself in this case in the steady state of flow equilibrium that we have already discussed above.

In his book, Schrödinger suggests that, instead of the entropy, its reverse $\Psi = -S$ should be rather used in such arguments. The “negative entropy” $\Psi$ characterizes the degree of order in the system and, for it, an analog of Eq. (2.1) holds,

$$\frac{d\Psi}{dt} = -\sigma + j^\Psi_{in} - j^\Psi_{out}.$$  \hspace{1cm} (2.2)
The order of an organism would increase if the amount $j_\psi^{in}$ of negative entropy consumed by it per unit time exceeds the amount $j_\psi^{out}$ of negative entropy exported within the same time. To maintain an organism in the non-equilibrium steady state, the flow of incoming negative entropy has at least to overcome entropy production within it,

$$j_\psi^{in} = \sigma + j_\psi^{out} \geq \sigma. \quad (2.3)$$

Thus, to keep itself alive, a biological organism needs to “feed on negative entropy” or, in other words, it should continuously import “order” from an external source. The rate of such import should be high enough, so that the internal entropy production is counter-balanced. The conclusion by Schrödinger was that, in biological organisms, order is not created—it is only imported from outside. Indeed, “Order from Order” was the title of the section where such questions were discussed.

However, the concept of “negative entropy” has not become popular, partly because this is just the common entropy taken with the opposite sign. In the Notion to the respective chapter of the book, Schrödinger admitted that his remarks on negative entropy were met with doubt and opposition from his physicist colleagues. He said that he had chosen to talk about negative entropy in his lecture only to explain the situation in a simpler way for a broad audience. Instead, he should have talked about the free energy of a biological organism.

Indeed, thermodynamic free energy is defined as $F = E - TS$ where $E$ is the energy and $T$ is the temperature of a system. Assuming that (internal) energy $E$ is not consumed or released inside a system, the balance equation for free energy can be written as

$$\frac{dF}{dt} = -T\sigma + j_F^{in} - j_F^{out}. \quad (2.4)$$

Hence, in the steady state of an open system, the influx of free energy should be sufficiently high,

$$j_F^{in} \geq T\sigma. \quad (2.5)$$

It has to overcome the effect of persistent entropy production in the steady state.

Hence, there is indeed something essential that should be received by all of us with food. This is not however the simple energy, but rather the thermodynamic free energy contained in it. A minimum amount of free energy has to be consumed every day in order that a biological organism survives.

After the war, Schrödinger returned to Austria where his research was again focused on physics. The book What is Life? was his only major publication where problems of biology were discussed.

The third main contribution to studies in thermodynamics of open systems came from Ilya Prigogine. He was born in Russia and emigrated as a child with his parents first to Germany and then to Belgium. In 1941 he has received a doctoral degree
from Université Libre de Bruxelles and, in 1947, published his first book *Étude Thermodynamique des Phénoménes Irreversibles* [4]. In contrast to von Bertalanffy, a theoretical biologist, or to the physicist Schrödinger, he was a physical chemist. Apparently without being aware of previous work, Prigogine has not only reinvented the principles of thermodynamics of open systems, but also systematically built up this theory as applied to specific chemical systems.

Reviewing in 1949 the book [4] by Prigogine for the *Nature* magazine [5], von Bertalanffy wrote: “Since 1932, the present reviewer has advanced the conception of an organism as an “open system”. So far, physical chemistry was concerned almost exclusively with reactions and equilibria in closed systems, while living organisms are open systems, maintaining themselves in a continuous exchange of materials with environment. [...] Prigogine’s work, devoted to the extension and generalization of the thermodynamic theory, is of outstanding importance for physics, as well as for biology. As the author states, “classical thermodynamics is an admirable, but *fragmentary* doctrine; this fragmentary character results from the fact that it is applicable only to states of equilibria in closed systems. *Therefore, it is necessary to establish a broader theory, comprising states of non-equilibrium as well as those of equilibrium.*” Starting, on one hand from, from the concept of open systems and, on the other, from thermodynamics of irreversible processes [...], Prigogine derives the generalized thermodynamics for the whole realm of physical chemistry, including chemical reactions, electrochemistry, polythermic systems, diffusion, thermoelectricity, etc. [...] The new thermodynamics shows that it is necessary not only for biological theory to be based upon physics, but also that biological points of view can open new pathways in physical theory as well.”

Over his long life in science, Prigogine has worked on a broad spectrum of topics, including not only thermodynamics of open systems, but also various aspects of non-equilibrium pattern formation, foundations of physical kinetics and quantum statistics, and interdisciplinary applications to social and technological problems. He was a prolific writer and has left a series of excellent books. In 1977, Prigogine was awarded with the Nobel prize in chemistry “for his contributions to non-equilibrium thermodynamics, particularly the theory of dissipative structures”.

Below we show, following [6], how thermodynamics of open systems can be applied to specific examples.

Suppose that a system is connected to just one other system that is large and plays a role of the thermal bath (Fig. 2.1). Such a system is closed in the thermodynamic sense and can only undergo a transition to the equilibrium state. Note that, during

---

**Fig. 2.1** A system in contact with the thermal bath

![Diagram of a system in contact with the thermal bath](image-url)
the transient, the system can still exchange heat with the thermal bath, so that the internally produced entropy is exported and the entropy content of the system is decreased. This indeed takes place if, for example, the initial temperature of a closed system is higher than that of the thermal bath, so that it gets cooled.

The situation is however different if a system is connected to two (or more) thermal baths with different temperatures, as shown in Fig. 2.2. Now, the system cannot settle down to any definite equilibrium state. Even if its state is stationary (steady), heat would continue to arrive from the bath with the higher temperature \( T_1 \) and become released into the colder bath at the temperature \( T_2 \). To estimate the amounts of entropy transported with the heat flows, a simple argument can be used. If the heat \( dQ_1 \) flows into the system from the thermal bath at temperature \( T_1 \), the same amount is leaving that bath. Thus, the bath entropy becomes decreased by \( dS_1 = \frac{dQ_1}{T_1} \) and the same amount of entropy arrives with the heat flow into the considered middle system. On the other hand, if an amount of heat \( dQ_2 \) enters the second thermal bath which is at temperature \( T_2 \), it brings with it the entropy \( dS_2 = \frac{dQ_2}{T_2} \) and, therefore, the same amount of entropy is leaving the system connected to that bath.

Thus, the Second Law of thermodynamics takes here the form

\[
\frac{dS}{dt} = \sigma + \frac{1}{T_1} \frac{dQ_1}{dt} - \frac{1}{T_2} \frac{dQ_2}{dt}
\]  
(2.6)

Moreover, the First Law of thermodynamics implies that the balance equation for the internal energy \( E \) of the system should hold,

\[
\frac{dE}{dt} = \frac{dQ_1}{dt} - \frac{dQ_2}{dt} + \frac{dR}{dt}.
\]  
(2.7)

where \( R \) is the work produced by the system. If the system is changing its volume \( V \), the rate of work generation (or the generated power) is given by \( dR/dt = -p(dV/dt) \) where \( p \) is pressure.

Because the system is away from equilibrium, it does not generally need to approach a steady state and can, as well, perform periodic oscillations or even show more complex dynamics. Suppose however that such a stationary state exists. Then, \( dE/dt = dS/dt = 0 \) and, from Eq. (2.6) we find

\[
\frac{dQ_2}{dt} = T_2 \sigma + \frac{T_2}{T_1} \frac{dQ_1}{dt}
\]  
(2.8)
This expression can be further substituted into Eq. (2.7) and the rate of work generation can be determined,

\[
\frac{dR}{dt} = -T_2 \sigma + \left( \frac{T_2}{T_1} - 1 \right) \frac{dQ_1}{dt}.
\]  
(2.9)

As we see, this open system can operate as a heat engine and perform work. Because the entropy production rate \( \sigma \) is positive, the maximum efficiency is reached when \( \sigma \to 0 \), i.e. if the system approaches equilibrium. Then, the efficiency coefficient is

\[
\eta = \frac{dR/dt}{dQ_1/dt} = \frac{T_2}{T_1} - 1.
\]  
(2.10)

Remarkably, this is indeed the maximum energetic efficiency of the Carnot cycle.

In the above arguments, we have assumed that only heat could be exchanged, but the material composition of the system remained fixed. In chemistry and biology, a situation would however often be found where material flows are taking place, whereas temperatures are not different for different parts. Typically, a chemical reaction is taking place inside a system (the reactor) where molecules \( X \) are reversibly converted into some other molecules \( Y \). Again, if the system is closed, an equilibrium state with certain stationary concentration of species \( X \) and \( Y \) is eventually reached. Now we assume that the considered chemical reactor is connected to two large external systems (or chemostats) where molecules \( X \) or \( Y \) are contained and their concentrations are maintained constant (Fig. 2.3). Moreover, chemical potentials \( \mu_X \) and \( \mu_Y \) in the chemostats are different and \( \mu_X > \mu_Y \). The chemostats and the system are kept at a constant pressure, so that the Gibbs free energy should be employed. The system is also connected to a thermal bath at temperature \( T_0 \).

The First Law of thermodynamics then reads

\[
\frac{dE}{dt} = \mu_X j_X - \mu_Y j_Y + \frac{dR}{dt} - \frac{dQ}{dt}
\]  
(2.11)

**Fig. 2.3** Open system connected to two chemostats
where \( j_X \) is the number of molecules \( X \) arriving per unit time into the system and \( j_Y \) the number of molecules \( Y \) leaving it per unit time, and the last term takes into account the heat flow into the thermal bath.

The Second Law implies that

\[
\frac{dS}{dt} = \sigma + s_X j_X - s_Y j_Y - \frac{1}{T_0} \frac{dQ}{dt}
\]  

(2.12)

where \( s_X \) and \( s_Y \) are amounts of entropy per molecule \( X \) or \( Y \) in the respective chemostats; they are given by \( s_X = -\frac{\partial \mu_X}{\partial T} \) and \( s_Y = -\frac{\partial \mu_Y}{\partial T} \).

Additionally, mass balance equation needs to be written. Assuming that, in the considered chemical reaction, one molecule \( X \) is converted into one molecule \( Y \), that is we have \( X \rightleftharpoons Y \), the mass balance implies that the number of molecules entering the reactor per unit time is equal to the number of molecules leaving it, i.e. \( j_X = j_Y = j \).

Such a flow reactor will be maintained away from thermal equilibrium as long as there is a flow of molecules passing through it. Generally, oscillations and various wave patterns can develop inside it. It may happen however also that a stationary (steady) state becomes formed, so that \( dE/dt = dS/dt = 0 \). In contrast to thermal equilibrium state, entropy continues to be produced under stationary non-equilibrium conditions. Additionally, some entropy arrives together with substrate molecules \( X \). All such entropy has to be exported away from the reactor. According to Eq. (2.12), it is exported together with the heat flow into the thermal bath and together with the product molecules into the respective chemostat.

From Eq. (2.12), we find that, in the steady state, the heat flow into the thermal bath is

\[
\frac{dQ}{dt} = T_0 \sigma + T_0 (s_X - s_Y) j.
\]  

(2.13)

Substituting this, in the steady state, into Eq. (2.11), mechanical work performed per unit time by such chemical engine can be determined,

\[
\frac{dR}{dt} = -T_0 \sigma + [T_0 (s_X - s_Y) - (\mu_X - \mu_Y)] j.
\]  

(2.14)

As in the case of the heat engine, the work is maximal when approaching equilibrium, i.e. for \( \sigma \to 0 \). The maximum possible efficiency of the chemical engine is

\[
\eta = \frac{dR/dt}{(\mu_X - \mu_Y) j} = \frac{T_0}{\mu_X - \mu_Y} \frac{\partial}{\partial T} (\mu_X - \mu_Y) - 1.
\]  

(2.15)

The possibility to operate as an engine, persistently producing mechanical work, is a remarkable property of open flow systems, both thermal and chemical. There is however also another important property of such systems revealed by this analysis. Their entropy content is controlled by a balance between the entropy production
inside the system and the entropy flows through the system’s boundaries. By adjusting such flows (which can be done by the system itself) the entropy of the steady state can be maintained at any desired level and thus the states with different degrees of order can be reached and kept. Thus, an open system is to a certain extent autonomous, or self-organized. Such autonomy becomes even more evident in spontaneous development of oscillations, dissipative structures and traveling waves in open systems far from thermal equilibrium.

Our examples also illustrate, in agreement with the conclusions by E. Schrödinger, that the order developing within an open system is a result and a manifestation of the order already present in the world around it. Indeed, a thermal engine can only operate if, in the environment, there are two thermal baths with different temperatures which are in contact with it. In a similar manner, the pre-requisite for the operation of a chemical engine is that two molecular reservoirs with different chemical potentials exist. Of course, this means that the world into which such an open system (or a biological organism) is placed is far from thermal equilibrium itself. Open systems do not create the order, but rather receive it from the outside world.

The question is then what is the source of order in the surrounding world. If we look at the Earth as a whole, we can notice that it is a kind of a “heat engine” itself. With the light, our planet receives heat from the sun that can be viewed as a thermal bath with at a high temperature. On the other hand, heat is released by the Earth as radiation into the open space filled with the background cosmic radiation at the low temperature of only a few K. This flow leads to the atmospheric and other activity on the Earth and is the ultimate source of the order on which all biological organisms “feed“. When nuclear fuel in the sun will become exhausted and the sun will stop to shine, life will disappear too.

Before we conclude the present chapter, some comments concerning relaxation to equilibrium in closed systems should be made. During the transient, while thermal equilibrium is being approached but has not yet been reached, closed systems may exhibit similarities to open systems and, for instance, can perform work. In most cases, such transients are rapid and do not deserve special investigation. There are however situations when these transients become exceptionally long. A system may include a depot where energy or material are initially stored and slowly released and made available for other parts of it. From the viewpoint of the rest of the system, such depot would obviously represent an external source and, therefore, the analysis for open systems will also hold in this case.
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