Chapter 2
Preliminaries

In the following chapter the reader is introduced to core concepts and algorithms used in the thesis. The chapter begins with an introduction to fractional calculus tools, including fractional operator definitions and properties. Next, tools related to modeling and analysis of dynamic systems are discussed. Then, fractional-order controllers are introduced. Finally, a brief overview of numerical optimization methods used in this work is provided. Particular attention is given to the treatment of bounded and constrained optimization problems.

2.1 Mathematical Basis

Fractional calculus is a generalization of integration and differentiation to non-integer order operator $a \mathcal{D}_t^{\alpha}$, where $a$ and $t$ denote the limits of the operation and $\alpha$ denotes the fractional order such that

$$a \mathcal{D}_t^{\alpha} = \begin{cases} \frac{d^\alpha}{dt^\alpha} & \Re(\alpha) > 0, \\ 1 & \Re(\alpha) = 0, \\ \int_a^t (d\tau)^{-\alpha} & \Re(\alpha) < 0, \end{cases}$$

(2.1)

where generally it is assumed that $\alpha \in \mathbb{R}$, but it may also be a complex number [3]. In this work we consider only the former case.

There exist multiple definitions of the fractional operator [16]. We consider the Grünwald-Letnikov definition, which is used throughout this work for the purpose of numerical solutions to fractional-order differential equations.
Definition 2.1 (Grünwald-Letnikov)

\[ a \mathcal{D}_t^\alpha f(t) = \lim_{h \to 0} \frac{1}{h^\alpha} \left\lfloor \frac{t}{h} \right\rfloor \sum_{k=0}^{\left\lfloor \frac{t}{h} \right\rfloor} (-1)^k \binom{\alpha}{k} f(t - kh) , \] (2.2)

where \( \lfloor \cdot \rfloor \) means the integer part, \( h \) is the step size.

Fractional-order differentiation has the following properties [16, 27]:

1. If \( f(t) \) is an analytic function, then the fractional-order differentiation \( 0 \mathcal{D}_t^\alpha f(t) \) is also analytic with respect to \( t \).
2. If \( \alpha = n \) and \( n \in \mathbb{Z}_+ \), then the operator \( 0 \mathcal{D}_t^\alpha \) can be understood as the usual operator \( \frac{d^n}{dt^n} \).
3. Operator of order \( \alpha = 0 \) is the identity operator: \( 0 \mathcal{D}_t^0 f(t) = f(t) \).
4. Fractional-order differentiation is linear; if \( a, b \) are constants, then
   \[ 0 \mathcal{D}_t^\alpha [af(t) + bg(t)] = a 0 \mathcal{D}_t^\alpha f(t) + b 0 \mathcal{D}_t^\alpha g(t) . \] (2.3)
5. For the fractional-order operators with \( \Re(\alpha) > 0, \Re(\beta) > 0 \), and under reasonable constraints on the function \( f(t) \) it holds the additive law of exponents:
   \[ 0 \mathcal{D}_t^\alpha \left[ 0 \mathcal{D}_t^\beta f(t) \right] = 0 \mathcal{D}_t^\beta \left[ 0 \mathcal{D}_t^\alpha f(t) \right] = 0 \mathcal{D}_t^{\alpha+\beta} f(t) \] (2.4)
6. The fractional-order derivative commutes with integer-order derivative
   \[ \frac{d^n}{dt^n} \left( a \mathcal{D}_t^\alpha f(t) \right) = a \mathcal{D}_t^\alpha \left( \frac{d^n f(t)}{dt^n} \right) = a \mathcal{D}_t^{\alpha+n} f(t) , \] (2.5)

under the condition \( t = a \) we have \( f^{(k)}(a) = 0, (k = 0, 1, 2, \ldots, n - 1) \).

The Laplace integral transform in an essential tool in dynamic system and control engineering. A function \( F(s) \) of the complex variable \( s \) is called the Laplace transform of the original function \( f(t) \) and defined as

\[ F(s) = \mathcal{L} \left[ f(t) \right] = \int_0^\infty e^{-st} f(t) dt \] (2.6)

The original function \( f(t) \) can be recovered from the Laplace transform \( F(s) \) by applying the reverse Laplace transform defined as

\[ f(t) = \mathcal{L}^{-1} [F(s)] = \frac{1}{j2\pi} \int_{c-j\infty}^{c+j\infty} e^{st} F(s) ds , \] (2.7)

where \( c \) is greater than the real part of all the poles of function \( F(s) \) [16].
Assuming zero initial conditions, the Laplace transform of (2.2) is defined as follows.

**Definition 2.2 (Laplace transform of the Grünwald-Letnikov fractional operator)**

\[
\mathcal{L} \left[ \mathcal{D}^\alpha f(t) \right] = s^\alpha F(s).
\]  

(2.8)

### 2.2 Fractional-Order Models

A fractional-order continuous-time dynamic system can be expressed by a fractional differential equation of the following form [16]:

\[
a_n \mathcal{D}^{\alpha_n} y(t) + a_{n-1} \mathcal{D}^{\alpha_{n-1}} y(t) + \cdots + a_0 \mathcal{D}^{\alpha_0} y(t) = \\
b_m \mathcal{D}^{\beta_m} u(t) + b_{m-1} \mathcal{D}^{\beta_{m-1}} u(t) + \cdots + b_0 \mathcal{D}^{\beta_0} u(t),
\]

where \((a_i, b_j) \in \mathbb{R}^2\) and \((\alpha_i, \beta_j) \in \mathbb{R}_+^2\). The system is said to be of commensurate-order if in (2.9) all the orders of derivation are integer multiples of a base order \(q\) such that \(\alpha_k, \beta_k = kq, q \in \mathbb{R}_+^+\). The system can then be expressed as

\[
\sum_{k=0}^{n} a_k \mathcal{D}^{kq} y(t) = \sum_{k=0}^{m} b_k \mathcal{D}^{kq} u(t).
\]

(2.10)

If in (2.10) the order is \(q = 1/r, r \in \mathbb{Z}_+\), the system will be of rational order. The diagram with linear time-invariant (LTI) system classification is given in Fig. 2.1.

Applying the Laplace transform to (2.9) with zero initial conditions the input-output representation of the fractional-order system can be obtained in the form of a transfer function.

\[
G(s) = \frac{Y(s)}{U(s)} = \frac{b_m s^{\beta_m} + b_{m-1} s^{\beta_{m-1}} + \cdots + b_0 s^{\beta_0}}{a_n s^{\alpha_n} + a_{n-1} s^{\alpha_{n-1}} + \cdots + a_0 s^{\alpha_0}}.
\]

(2.11)

![Fig. 2.1 Classification of LTI systems](image-url)
We shall call the number of fractional poles in (2.11) the pseudo-order of the system. In the case of a system with commensurate order \( q \), we may take \( \sigma = s^q \) and consider the continuous-time pseudo-rational transfer function

\[
H(\lambda) = \frac{\sum_{k=0}^{m} b_k \sigma^k}{\sum_{k=0}^{n} a_k \sigma^k}.
\]

(2.12)

### 2.2.1 Process Models

In the context of this work we deal with problems of process control. The fractional-order transfer function representation of a process model consists of (2.11) and an input delay term given in the time domain as \( u(t) = u_d(t - L) \). The general form is thus

\[
G(s) = \frac{b_m s^{\beta_m} + b_{m-1}s^{\beta_{m-1}} + \ldots + b_0 s^{\beta_0}}{a_n s^{\alpha_n} + a_{n-1}s^{\alpha_{n-1}} + \ldots + a_0 s^{\alpha_0} e^{-Ls}},
\]

(2.13)

where it is usual to take \( \beta_0 = \alpha_0 = 0 \) so that the static gain of the system is given by \( K = b_0/a_0 \), and \( L \in \mathbb{R}_+ \).

One particular model of this type is the fractional-order first-order plus delay time model [6, 11, 23]:

\[
G_{dt}(s) = \frac{K}{1 + T s^\alpha} e^{-Ls},
\]

(2.14)

where \( K \) is the static gain, \( L \geq 0 \) is the delay, \( T > 0 \) is the time constant, and \( \alpha \in (0, 2) \) is the fractional power of the operator. Its conventional counterpart with \( \alpha = 1 \) has become the basis for numerous tuning rules [21]. Since the generalized version of the process model allows to capture the dynamics of the process under study more accurately, it is expected to be useful in the design of fractional-order controllers [24].

### 2.2.2 Stability Analysis

In order to determine stability of a fractional system given by (2.10) we consider the following theorem [3, 13].

**Theorem 2.1** (Matignon’s stability theorem) The fractional transfer function \( G(s) = Z(s)/P(s) \) is stable if and only if the following condition is satisfied in \( \sigma \)-plane:

\[
|\arg(\sigma)| > \frac{\pi q}{2}, \forall \sigma \in C, \ P(\sigma) = 0,
\]

(2.15)
Fig. 2.2 LTI fractional-order system stability region for \(0 < q \leq 1\)

where \(0 < q \leq 1\) and \(\sigma := s^q\). When \(\sigma = 0\) is a single root of \(P(s)\), the system cannot be stable. For \(q = 1\), this is the classical theorem of pole location in the complex plane: no pole is in the closed right plane of the first Riemann sheet.

The algorithm for checking the stability of the system in (2.11) can be summarized as follows:

1. Find the commensurate order \(q\) of \(P(s)\), find \(a_1, a_2, \ldots, a_n\) in (2.12);
2. Solve for \(\sigma\) the equation \(\sum_{k=0}^{n} a_k \sigma^k = 0\).
3. If all obtained roots satisfy the condition in Theorem 2.1, the system is stable.

Stability regions of a fractional-order system are shown in Fig. 2.2.

Note that there are currently no polynomial techniques, either Routh or Jury type, to analyze the stability of fractional-order systems [16].

### 2.2.3 Time Domain Analysis

Another solution involves numerical computation of fractional-order derivatives which is carried out by means of a revised Grünwald-Letnikov definition (2.2) rewritten as

\[
_{a}D_{t}^{\alpha} f(t) = \lim_{h \to 0} \frac{1}{h^\alpha} \sum_{j=0}^{[\frac{t-a}{h}]} w_j^{(\alpha)} f(t - jh), \quad (2.16)
\]
where $h$ is the computation step-size and $w_j^{(\alpha)} = (-1)^j j^{\alpha}$ can be evaluated recursively from
\[ w_0^{(\alpha)} = 1, \quad w_j^{(\alpha)} = \left(1 - \frac{\alpha + 1}{j}\right) w_{j-1}^{(\alpha)}, \quad j = 1, 2, \ldots \quad (2.17) \]

To obtain a numerical solution for the equation in (2.9) the signal $\hat{u}(t)$ should be obtained first, using the algorithm in (2.16), where
\[
\hat{u}(t) = b_m D^{\beta_m} u(t) + b_{m-1} D^{\beta_{m-1}} u(t) + \cdots + b_0 D^{\beta_0} u(t). \quad (2.18)
\]
The time response of the system can then be obtained using the following equation:
\[
y(t) = \frac{1}{\sum_{i=0}^{\infty} \frac{a_i}{h^\alpha_i}} \left[ \hat{u}(t) - \sum_{i=0}^{n} \frac{a_i}{h^\alpha_i} \sum_{j=1}^{i} w_j^{(\alpha)} y(t - jh) \right]. \quad (2.19)
\]
The presented method is a fixed step method. The accuracy of simulation therefore may depend on the step size [3, 16, 31].

If the system (2.13) has an input-output delay $L$, the resulting delayed response $y_d(t)$ with $y_d(0) = 0$ is obtained such that
\[
y_d(t) = \begin{cases} y(t - L), & t > L \\ 0, & \text{otherwise} \end{cases}. \quad (2.20)
\]

### 2.2.4 Frequency Domain Analysis

Frequency domain response may be obtained by substituting $s = j\omega$ in (2.13). The complex response for a frequency $\omega \in (0; \infty)$ can then be computed as follows:
\[
R(j\omega) = \frac{b_m (j\omega)^{\beta_m} + b_{m-1} (j\omega)^{\beta_{m-1}} + \cdots + b_0 (j\omega)^{\beta_0}}{a_n (j\omega)^{\alpha_n} + a_{n-1} (j\omega)^{\alpha_{n-1}} + \cdots + a_0 (j\omega)^{\alpha_0}} e^{-L(j\omega)}, \quad (2.21)
\]
where $j$ is the imaginary unit.

In addition, consider the following useful relation for the noninteger power $\alpha \in \mathbb{R}$ of the imaginary unit
\[
j^{\alpha} = \cos \left(\frac{\alpha \pi}{2}\right) + j \sin \left(\frac{\alpha \pi}{2}\right). \quad (2.22)
\]
2.3 Approximation of Fractional-Order Operators

The Oustaloup recursive filter, proposed in [22] and discussed in [16, 29], gives a very good approximation of fractional operators in a specified frequency range. It is a well-established method and is often used for practical implementation of fractional-order systems and controllers. It is summarized next.

In order to approximate a fractional differentiator of order \( \alpha \) or a fractional integrator of order \((-\alpha)\) by a conventional transfer function one may compute the zeros and poles of the latter using the following equations:

\[
s^\alpha \approx K \prod_{k=1}^{N} \frac{s + \omega'_k}{s + \omega_k},
\]

where

\[
\omega'_k = \omega_b \cdot \omega_u^{(2k-1-\alpha)/N},
\]
\[
\omega_k = \omega_b \cdot \omega_u^{(2k-1+\alpha)/N},
\]
\[
K = \omega_h^\alpha, \quad \omega_u = \sqrt{\omega_h / \omega_b},
\]

and \( N \) is the order of approximation in the valid frequency range \((\omega_b; \omega_h)\).

Due to property in (2.5) for fractional orders \( \alpha \geq 1 \) it holds

\[
s^\alpha = s^n s^\gamma,
\]

where \( n = \alpha - \gamma \) denotes the integer part of \( \alpha \) and \( s^\gamma \) is obtained by the Oustaloup approximation by using (2.23). Thus, every operator in (2.13) may be approximated using (2.27) and substituted by the obtained approximation, yielding a conventional integer-order transfer function. For digital implementations, the obtained approximation may be converted to its discrete-time equivalent using a suitable method.

2.4 Fractional-Order Controllers

The notion of a fractional PID controller was introduced by Podlubny in [25, 26]. This generalized controller is called the PI\(^\lambda\)D\(^\mu\) controller, and has an integrator with an order \( \lambda \) and a differentiator of order \( \mu \). Podlubny demonstrated that the fractional-order controller offers superior performance compared to an integer-order one when used in a control loop with a fractional-order plant. In more recent researches [10, 28] it has been confirmed that the fractional controller outperforms the integer-order PID controller.

In the Laplace domain the parallel form of the FOPID controller is given by
\[ C_{FOPID}(s) = K_p + K_i s^{-\lambda} + K_d s^\mu. \] (2.28)

Obviously, when taking \( \lambda = \mu = 1 \) the result is the classical integer-order PID controller.

Since we are dealing with band-limited approximations throughout this work, it is important to implement the fractional-order integrator component in (2.28) as
\[ G_I(s) = \frac{1}{s^\lambda} = \frac{s^{1-\lambda}}{s} \] (2.29)
for \( 0 < \lambda < 1 \) since this ensures the effect of an integer-order integrator at low frequencies thereby resulting in faster convergence of the controlled output to its final value [16].

The fractional lead-lag compensator has the general form [14–16]
\[ C_{LLC}(s) = K \left( \frac{1 + b s}{1 + a s} \right)^\nu, \] (2.30)
where \( K, b, a, \) and \( \nu \) are design parameters. Assuming \( a < b, \) for \( \nu > 0 \) a lead compensator is obtained, otherwise for \( \nu < 0 \) a lag compensator is obtained.

In this work we also consider fractional-order inversion model based control (FOINVM). In particular, for a system described by (2.14) with a lag \( L = 0 \) we consider the following compensator:
\[ C_{INVM}(s) = \frac{1 + T s^\alpha}{K(1 + T_f s)}, \] (2.31)
where parameters \( K, T, \) and \( \alpha \) correspond to those in the FFOPDT model, and \( T_f \) is a time constant of a low-pass filter. The latter makes the controller realizable.

Throughout this work we typically assume that the control system is represented by a negative unity feedback of the form
\[ G_c(s) = \frac{C(s) G_p(s)}{1 + C(s) G_p(s)}, \] (2.32)
where \( C(s) \) is the controller and \( G_p(s) \) is the plant under control.

Further we briefly summarize the effects of extending the integral and derivative control actions to the fractional case [16]. The effects of fractional-order integrator and differentiator are shown in Fig. 2.3a and b under square and trapezoidal input signals, respectively.

The following can be achieved in the frequency domain by varying the power \( \gamma \in [-1, 1]: \)
- A constant change in the slope of the magnitude curve that varies between \(-20\) and \(20\) dB/dec.
- A constant delay in the phase plot that varies between \(-\pi/2\) and \(\pi/2\) rad.
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(a) Fractional integrator

(b) Differentiator

Fig. 2.3 Control actions in the time domain corresponding to $s^\gamma$

Bode Diagram

Fig. 2.4 Bode diagram of a frequency response of a classical PID controller with $K_p = K_i = K_d = 1$ and a fractional PID controller with $K_p = K_i = K_d = 1$, $\lambda = \mu = 0.5$.

Consider a comparison between a classical PID controller with unity gains and a fractional one with unity gains and with fractional powers $\lambda = \mu = 0.5$ in the frequency domain given in Fig. 2.4.
It can be seen that introducing fractional powers for the integral and differential components of a suitable controller has clear benefits due to additional flexibility in tuning of such controllers to meet particular design specifications.

### 2.5 Optimization Methods

Application of numerical optimization methods form an important part of the present work. Therefore, we provide here the methods employed. The reason for the choice of particular methods is partially based on the reviews in [9, 20] and is detailed in relevant chapters of the present thesis.

#### 2.5.1 Newton-Raphson Method

The Newton-Raphson method is an iterative process which belongs to a class of numerical methods for solving nonlinear equations [1, 7, 8]. We consider the problem in the form

\[ F(x) = 0, \]  

(2.33)

where \( F : \mathbb{R}^n \rightarrow \mathbb{R}^n \). Starting from some initial estimate \( x_0 \) the next estimate \( x^+ \) is obtained by means of

\[ x^+ = x + \Delta x, \]  

(2.34)

where \( \Delta x \) is the solution of

\[ J \Delta x = -F, \]  

(2.35)

and \( J = dF/dx \) is the Jacobian matrix. In case of an univariate function \( f(x) \) this process collapses to the well-known iterative formula

\[ x^+ = x - \frac{f(x)}{f'(x)}. \]  

(2.36)

The Newton-Raphson method is also used for solving subproblems in more sophisticated optimization algorithms.

#### 2.5.2 Nonlinear Least-Squares Estimation Methods

The problem is to obtain a model of a certain system by means of minimization of the sum of squares (residual norm)
\[ F = \sum_{i=1}^{n} \varepsilon_i^2 = \|\varepsilon\|_2^2, \]  

(2.37)

where \( \varepsilon_i = y_i - \hat{y}_i \) is the residual (simulation error), \( y_i \) is the true system output and \( \hat{y}_i \) is the predicted output for collected samples \( i = 1, 2, \ldots, N \).

First, we consider a Trust Region Reflective method for handling large-scale bounded problems \([4, 17]\). Given a trust region \( \Delta_k \) at every \( k \)th iteration the following steps are carried out \([2]\):

1. Compute \( F_k, g_k \) (gradient of \( F_k \)), \( D_k \) (positive diagonal matrix), \( H_k \) and \( C_k \) (scaling matrices), define the quadratic model

\[ \psi_k(s) = g_k^T s + \frac{1}{2} s^T (H_k + C_k) s. \]  

(2.38)

2. Compute a step \( s_k \), with \( x_k + s_k \in \text{int}(\mathcal{F}) \), where \( \mathcal{F} \) is the feasible region for search variable values, by solving the subproblem

\[ \min_s \{ \psi_k(s) : \|D_k s\| < \Delta_k, s \in S_k \}, \]  

(2.39)

where \( S_k \) is a small-dimensional subspace in \( \mathbb{R}^n \).

3. If \( F(x_k + s_k) < F(x_k) \), then \( x_{k+1} = x_k + s_k \), otherwise \( x_k \) remains unchanged for the next iteration.

4. Adjust the trust region \( \Delta_k \).

In case of the least-squares problem the subspace \( S_k \) may be determined by taking into account

\[ \min_s \{ \|J s + F\|_2^2 \}, \]  

(2.40)

where \( J \) is the Jacobian of \( F \).

Second, we consider the Levenberg-Marquardt algorithm \([12, 18]\). The search direction \( p_k \) of the Levenberg-Marquardt method is defined by the solution of equations at iteration step \( k \)

\[ (J_k^T J_k + \lambda_k I) p_k = -J_k^T F_k, \]  

(2.41)

where \( J_k \) is the Jacobian matrix, \( \lambda_k \) is a non-negative scalar, and \( I \) is the identity matrix \([5]\).

### 2.5.3 Nelder-Mead Method

The Nelder-Mead simplex method is used for solving unconstrained optimization problems of the form

\[ \min_x F(x), x \in \mathbb{R}^n. \]  

(2.42)
It is a direct search method, and is therefore well-suited to optimize a function whose derivatives are unknown or non-existent [30]. In the following, we summarize the method described in [9].

First, an initial simplex is constructed by determining $n + 1$ vertices along with corresponding values of $F$. The $k$th iteration then consists of the following steps:

1. **Order.** Order the $n + 1$ vertices, so that $F(x_1) \leq F(x_2) \leq \cdots \leq F(x_{n+1})$ is satisfied. Apply tie-breaking rules when necessary.

2. **Reflect.** Compute the reflection point
   \[
   x_r = \bar{x} + \rho(\bar{x} - x_{n+1}),
   \]  
   where
   \[
   \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i
   \]  
is the centroid of the $n$ best vertices. Evaluate $F_r = F(x_r)$. If $F_1 \leq F_r < F_n$, set $x_{n+1} = x_r$ and terminate the iteration.

3. **Expand.** If $F_r < F_1$, calculate the expansion point
   \[
   x_e = \bar{x} + \chi(x_r - \bar{x}),
   \]  
   and evaluate $F_e = F(x_e)$. If $F_e < F_r$, set $x_{n+1} = x_e$ and terminate the iteration. Otherwise, set $x_{n+1} = x_r$ and terminate the iteration.

4. **Contract.** If $F_r \geq F_n$, perform a contraction between $\bar{x}$ and the better of $x_{n+1}$ and $x_r$:
   
   (a) **Contract outside.** If $F_n \leq F_r < F_{n+1}$, calculate
   \[
   x_c = \bar{x} + \gamma(x_r - \bar{x})
   \]  
   and evaluate $F_c = F(x_c)$. If $F_c \leq F_r$, set $x_{n+1} = x_c$ and terminate the operation. Otherwise, go to Step 5 (perform a shrink).
   
   (b) **Contract inside.** If $F_r \geq F_{n+1}$, perform an inside contraction: calculate
   \[
   x'_c = \bar{x} - \gamma(\bar{x} - x_{n+1})
   \]  
   and evaluate $F'_c = F(x'_c)$. If $F'_c < F_{n+1}$ set $x_{n+1} = x'_c$ and terminate the iteration. Otherwise, go to Step 5 (perform a shrink).

5. **Shrink.** Define $n$ new vertices from
   \[
   x_i = x_1 + \sigma(x_i - x_1), \quad i = 2, \ldots, n + 1,
   \]  
   and evaluate $F$ at these points.
In the algorithm described above four scalar coefficients are used, i.e., the coefficients of reflection, expansion, contraction, and shrinkage, denoted by $\rho$, $\chi$, $\gamma$, and $\sigma$, respectively. According to the original paper [19], these coefficients should satisfy

$$\rho > 0, \quad \chi > 1, \quad 0 < \gamma < 1, \quad 0 < \sigma < 1.$$  \hfill (2.49)

### 2.5.4 Optimization Problems with Bounds and Constraints

While certain optimization algorithms, such as the Levenberg-Marquardt and Nelder-Mead methods, are designed to solve unconstrained problems unbounded in the search space, it is possible to introduce both variable search space bounds and constraints [5] in terms of coordinate transformations and penalty functions.

Let $x$ denote the vector of search variables of size $N \times 1$. For bound constraints, a coordinate transformation may be applied to each individual search variable. Let $x^L_i$ and $x^U_i$ denote the lower bound and upper bound on the $i$th search parameter, respectively, and denote by $z$ the new search variable vector. Let $\varphi : \mathbb{R} \to \mathbb{R}$ denote a coordinate transformation function, such that $x = \varphi(z)$ and $z = \varphi^{-1}(x)$.

In this work, we consider quadratic and trigonometric transformations. For problems with lower bounds we have

$$x_i = x^L_i + z_i^2, \quad \text{from which it follows that} \quad x_i \geq x^L_i, \quad \text{since} \quad z_i^2 \geq 0.$$  \hfill (2.50)

Initial estimates $z_{i,0}$ are obtained from original initial estimates $x_{i,0} \geq x^L_i$ as

$$z_{i,0} = \sqrt{x_{i,0} - x^L_i}. \quad \text{(2.51)}$$

For problems with upper bounds we have

$$x_i = x^U_i - z_i^2, \quad \text{from which it follows that} \quad x_i \leq x^U_i, \quad \text{since} \quad -z_i^2 \leq 0.$$  \hfill (2.52)

Initial estimates $z_{i,0}$ are obtained from original initial estimates $x_{i,0} \leq x^U_i$ as

$$z_{i,0} = \sqrt{x^U_i - x_{i,0}}. \quad \text{(2.53)}$$

Finally, if the problem has both lower and upper bounds, we have

$$x_i = x^L_i + (x^U_i - x^L_i) \frac{\sin(z_i) + 1}{2}, \quad \text{(2.54)}$$
from which it follows that $x_i^L \leq x_i \leq x_i^U$, since the values of the function $f(z_i) = (\sin(z_i) + 1)/2$ are always inside of the interval $[0, 1]$ and $x_i$ is therefore bounded by $f(z_i) = 0 \Rightarrow x_i = x_i^L$, $f(z_i) = 1 \Rightarrow x_i = x_i^U$. Initial estimates $z_{i,0}$ are obtained from original initial estimates $x_i^L \leq x_i \leq x_i^U$ as

$$z_{i,0} = \Re\left(\arcsin\left(\frac{-2x_{i,0} + x_i^L + x_i^U}{x_i^L - x_i^U}\right)\right),$$  (2.55)

where $\Re(\cdot)$ denotes the real part.

Next, we consider constrained problems. To introduce constraints, a modification of the cost function

$$\kappa(\cdot) = \kappa^*,$$

where $\kappa^*$ denotes the cost for the original optimization problem, is necessary. Let us define a function $f_{nz} : \mathbb{R} \to \mathbb{R}_+$ such that

$$f_{nz}(x) := \begin{cases} x, & x > 0 \\ 0, & x \leq 0. \end{cases}$$  (2.56)

Let us also define a penalty function $\rho : \mathbb{R} \to \mathbb{R}$ such that

$$\rho(x) := \begin{cases} e^\gamma - 1 + x, & x > \gamma \\ e^x - 1, & x \leq \gamma, \end{cases}$$  (2.57)

where $\gamma > 0$ is some predefined constant.

First, for general nonlinear inequality constraints of the form $c^{ni}(\cdot) \leq 0$, where $c^{ni} : \mathbb{R}^{q \times r} \to \mathbb{R}^{N_{ni} \times M_{ni}}$, we define the following penalty function $\kappa^{ni} : \mathbb{R}^{N_{ni} \times M_{ni}} \to \mathbb{R}$ as

$$\kappa^{ni}(c^{ni}(\cdot)) := \rho(c^{ni}_\Sigma(\cdot)),$$  (2.58)

where

$$c^{ni}_\Sigma(\cdot) = \sum_{i=1}^{N_{ni}} \sum_{k=1}^{M_{ni}} f_{nz}(c^{ni}_{i,k}(\cdot)).$$  (2.59)

Next, for general nonlinear equality constraints of the form $c^{ne}(\cdot) \leq 0$, where $c^{ne} : \mathbb{R}^{q \times r} \to \mathbb{R}^{N_{ne} \times M_{ne}}$, we define the penalty function $\kappa^{ne} : \mathbb{R}^{N_{ne} \times M_{ne}} \to \mathbb{R}$ as

$$\kappa^{ne}(c^{ne}(\cdot)) := \rho(c^{ne}_\Sigma(\cdot)),$$  (2.60)
where

$$c_{\Sigma}^{ne}(\cdot) = \sum_{i=1}^{N_{ne}} \sum_{k=1}^{M_{ne}} f_{nz}(|c_{i,k}^{ne}(\cdot)|),$$

(2.61)

where $| \cdot |$ denotes the absolute value.

The complete cost function $\kappa$ for the constrained optimization problem thereby has the form

$$\kappa = \kappa^* + \kappa^{ni} + \kappa^{ne}.$$  

(2.62)
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