Chapter 2
Selected Topics in Fuzzy Systems Designing

The research field of fuzzy systems is based on the theory of fuzzy sets [78]. However, it comprises a number of issues, which are related to, among others, triangular norms (see e.g. [2, 30, 31]), negations (see e.g. [59, 68]), inference operators (see e.g. [4, 5, 39, 44]), defuzzification methods (see e.g. [18, 34, 73]), a way of learning (see e.g. [54–56]), etc. For this reason, the scope of this chapter is limited and it describes the issues necessary for proper understanding of the contents presented in the subsequent chapters. The chapter contains a description of Mamdani-type and logical-type fuzzy systems (Sect. 2.1), an introduction to the learning methods of fuzzy systems (Sect. 2.2), and the evaluation methods of their performance when used in different application areas (Sect. 2.3).

2.1 Fuzzy System Description

This section provides a description of the fuzzy system which is used to present aspects of interpretable fuzzy systems designing. This system may have multiple inputs and multiple outputs (after the generalization of one-output system). Thus, it maps \( X \rightarrow Y \), where input space data \( X = X_1, \ldots, X_n \subseteq \mathbb{R}^n \) and output space data \( Y = Y_1, \ldots, Y_m \subseteq \mathbb{R}^m \). The structure of the considered fuzzy system includes four main blocks: fuzzy rules base, inference block, fuzzification block and defuzzification block.

Fuzzification block performs a transformation (fuzzification operation) of not fuzzy (sharp) space \( X \subseteq \mathbb{R}^n \) to the space of fuzzy sets defined in \( X \). Due to fuzzification it is possible to give real number values (typical for most practical applications) at the system inputs. The most often realized fuzzification operation is so-called singleton fuzzification, which maps \( \tilde{x} = [\tilde{x}_1, \ldots, \tilde{x}_n] \in X \) to the fuzzy set \( A' \subseteq X \) which has the following membership function:
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\[ \mu_{A'}(x) = \begin{cases} 1 & \text{if } x = \bar{x} \\ 0 & \text{if } x \neq \bar{x} \end{cases} \]  

(2.1)

In addition to singleton fuzzification, there is also non-singleton fuzzification (see e.g. [27, 41, 54]). It can be used e.g. for filtering noise from input signals of a fuzzy system.

A fuzzy rules base contains the collection of \( N \) fuzzy rules. Each of them can be interpreted as a fuzzy relation on the set \( X \times Y \). It has the following form:

\[ R^k : \left[ \begin{array}{c} \text{IF } (x_1 \text{ is } A^k_1) \text{ AND } \ldots \text{ AND } (x_n \text{ is } A^k_n) \\ \text{THEN } (y_1 \text{ is } B^k_1), \ldots, (y_m \text{ is } B^k_m) \end{array} \right], \]

(2.2)

where \( n \) is the number of input linguistic variables (system inputs), \( m \) is the number of output linguistic variables (system outputs), \( x = [x_1, \ldots, x_n] \in X \) is the vector of input linguistic variables, \( y = [y_1, \ldots, y_m] \in Y \) is the vector of output linguistic variables, \( A^k_1, \ldots, A^k_n \) (\( k = 1, \ldots, N \)) are input fuzzy sets representing values of input linguistic variables, \( B^k_1, \ldots, B^k_m \) (\( k = 1, \ldots, N \)) are output fuzzy sets representing values of output linguistic variables, \( \mu_{A'}(x_i) \) are membership functions of input fuzzy sets and \( \mu_{B^k_j}(y_j) \) are membership functions of output fuzzy sets. Thus, linguistic variables do not have numeric values but the ones described by fuzzy sets. These sets represent descriptive notions like “low”, “high”, “close to the value of 5”, etc. The notions cannot be directly processed e.g. in artificial neural-networks. Shape and distribution analysis of input and output fuzzy sets has an important impact on their interpretability.

The inference block processes input fuzzy values of the system and generates the output fuzzy value. First, fuzzy conclusions are determined from the system rules. They have a form of fuzzy sets \( \bar{B}^k_j \), generated independently for each rule \( k \) and each output \( j \) of the system. When using the modus ponens generalized inference rule, which is the most commonly used [56], the set \( \bar{B}^k_j \) has the following form:

\[ \bar{B}^k_j = A' \circ (A^k \rightarrow B^k_j), \]

(2.3)

where \( A^k \rightarrow B^k_j \) is the fuzzy relation represented by the fuzzy rule \( R^k \) and \( A^k = A^k_1 \times \ldots \times A^k_n \) is a Cartesian product of fuzzy sets \( A^k_1, \ldots, A^k_n \). Values of membership functions of fuzzy sets \( \bar{B}^k_j \) of the form (2.3) are determined as follows:

\[ \mu_{\bar{B}^k_j}(y_j) = \sup_{x \in X} \left\{ T \left[ \mu_{A'}(x), \mu_{A^k \rightarrow B^k_j}(x, y_j) \right] \right\}, \]

(2.4)

where t-norm \( T \{ \cdot \} \) is a generalization of a conjunction operator known from a bivalent logic (see e.g. [2, 30, 31, 55, 56]). A set of sample t-norms is presented in Table 2.1. Using the singleton defuzzification (2.1) and a boundary condition for t-norm, the dependency (2.4) can be simplified to the following form:
### Table 2.1  A list of exemplary triangular norms
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where \( \mu \) is the membership function of the fuzzy set \( B_j \) and \( I(\cdot) \) is an inference operator depending on the inference type (see Sects. 2.1.1 and 2.1.2). Influencing the accuracy of inference operator used in Eq. (2.5) is an important aspect of influence on interpretability.

Analysis of rules activity and influencing a precision of the aggregation operator (t-norm) used in Eq. (2.6) are an important aspect of influence on interpretability.

Next, conclusions from fuzzy rules \( B_j \) (their number is equal to \( N \cdot m \)) generated in the inference block are aggregated to the fuzzy conclusions from the whole rule base (their number is equal to \( m \)). They take the form of fuzzy sets \( B_j \) \( (j = 1, \ldots, m) \). The sets are described by membership functions \( \mu_{B_j} (y_j) \). They are created as a result of aggregation of the sets \( \tilde{B}_j \) in a manner dependent on the assumed inference type (Sects. 2.1.1 and 2.1.2). In addition to the described implementation of the inference block, there are also other ways based e.g. on another inference rule (e.g. the modus tollens generalized inference rule), another way of generating conclusions from the fuzzy rules base, etc. (see e.g. [56]).

The defuzzification block performs the inverse operation of the one implemented in the fuzzification block. It provides a transition from the fuzzy sets \( B_j \)
(j = 1, ..., m) obtained on the output of the inference block to the real (sharp) output signals $\tilde{y}_j$ from the fuzzy system in the space $Y \subset \mathbb{R}$. In practice, there are many different defuzzification operators (see e.g. [18, 34, 73]) and new ones are still being developed. For the purpose of further consideration we have assumed that the inference will be implemented by the commonly used center-of-area method. It has the following form:

$$\tilde{y}_j = \frac{\int_Y y_j \cdot \mu_{B'_j}(y_j) \, dy_j}{\int_Y \mu_{B'_j}(y_j) \, dy_j}. \quad (2.7)$$

The discrete form of dependency (2.7) is usually written as follows:

$$\tilde{y}_j = \frac{\sum_{r=1}^N \tilde{y}_{j,r} \cdot \mu_{B'_j}(\tilde{y}_{j,r})}{\sum_{r=1}^N \mu_{B'_j}(\tilde{y}_{j,r})}, \quad (2.8)$$

where $\tilde{y}_{j,r}$ ($r = 1, ..., N$, $j = 1, ..., m$) are discretization points of fuzzy set $B'_j$. Most often they are the points at which input fuzzy sets $B^k_j$ reach their maximum values. If fuzzy sets $B^k_j$ reach their maximum in a range value, then, another defuzzification method can be used. However, it should be noted that most of the defuzzification methods is dependent on the number $N$ of the system rules. It means a negative dependency between precision of defuzzification operator and the number of fuzzy rules. An analysis of this issue is an important aspect of affecting interpretability.

### 2.1.1 Fuzzy System Implementing Mamdani-Type Inference

Specifics of the Mamdani-type fuzzy system result from an inference block implementation method. In this system a t-norm is most often the inference operator. However, attempts are also being made to use other operators which meet some or all assumptions arising from the t-norm definition (see e.g. [31, 38, 44]). In the Mamdani-type system the dependency (2.5) can be written as follows:

$$I\left(\mu_{A^k}(\bar{x}), \mu_{B'_j}(y_j)\right) = T\left\{\mu_{A^k}(\bar{x}), \mu_{B'_j}(y_j)\right\}. \quad (2.9)$$

In turn, aggregation of fuzzy conclusions $\bar{B}^k_j$ from fuzzy rules $R^k$ to final conclusions $B'_j$ ($j = 1, ..., m$) is performed as follows:

$$B'_j = \bigcup_{k=1}^N \bar{B}^k_j. \quad (2.10)$$
Membership functions of fuzzy sets $B'_j$ are determined using the following formula:

$$
\mu_{B'_j}(y_j) = S \left\{ \mu_{\tilde{B}'_j}(y_j), \ldots, \mu_{\tilde{B}'_j}(y_j) \right\} = \frac{1}{N} \sum_{k=1}^{N} \left\{ \mu_{\tilde{B}'_j}(y_j) \right\},
$$

(2.11)

where t-conorm $S \{ \cdot \}$ is a generalization of an alternative operator known from a bivalent logic (see e.g. [2, 30, 31, 55, 56]). It means that the rules of the form (2.2) are associated by the operator which is an extension of the OR operator. A set of sample t-conorms is presented in Table 2.1.

Taking into account formulas (2.6), (2.9) and (2.11) in the assumed defuzzification formula (2.8), a dependency describing the value of the output signal $\bar{y}_j$ for the Mamdani-type system is obtained:

$$
\bar{y}_j = \frac{1}{N} \sum_{k=1}^{N} \frac{1}{T} \sum_{i=1}^{T} \left\{ \mu_{A^i_k}(\bar{x}_i), \mu_{B^i_j}(\bar{y}_j) \right\}.
$$

(2.12)

A system implementing an alternative inference type is a logical-type system. It is described in the next section.

### 2.1.2 Fuzzy System Implementing Logical-Type Inference

Specifics of the logical-type fuzzy system also (like in the Mamdani-type system) result from an inference block implementation method. In this system the inference operator may be e.g.: s-implication, r-implication, q-implication, or other operators which are usually an extension of logical implication (see e.g. [4, 5, 31, 38, 44]). In this book systems using s-implication inference operator are considered. Then, the dependency (2.5) can be presented as follows:

$$
I \left( \mu_{A^i_k}(\bar{x}), \mu_{B^i_j}(y_j) \right) = S \left\{ \text{neg} (\mu_{A^i_k}(\bar{x})), \mu_{B^i_j}(y_j) \right\},
$$

(2.13)

where $\text{neg} (\cdot)$ is a negation operator (see e.g. [31, 44, 59, 68]). There are many different operators consistent with the definition of the negation (e.g. Zadeh, Hamacher, Sugeno, Dombi, Yager, etc.), but in practice Zadeh negation is actually the one which is most often used:

$$
\text{neg} (\mu_{A^i_k}(\bar{x})) = 1 - \mu_{A^i_k}(\bar{x}).
$$

(2.14)

In the considered system of the logical-type an aggregation of fuzzy conclusions $\tilde{B}'_j$ from fuzzy rules $R^k$ to final conclusions $B'_j (j = 1, \ldots, m)$ is performed as follows:
\[ B'_j = \bigcap_{k=1}^{N} \tilde{B}_j^k. \]  

(2.15)

Membership functions of fuzzy sets \( B'_j \) are determined using the following formula:

\[
\mu_{B'_j}(y_j) = T \left\{ \mu_{\tilde{B}_j^1}(y_j), \ldots, \mu_{\tilde{B}_j^N}(y_j) \right\} = \bigcap_{k=1}^{N} \left\{ \mu_{\tilde{B}_j^k}(y_j) \right\}. \tag{2.16}
\]

It means that the rules of the form (2.2) are associated by the operator which is an extension of the AND operator.

Taking into account formulas (2.6), (2.13), (2.14), and (2.16) in the assumed defuzzification formula (2.8), a dependency describing the value of the output signal \( \tilde{y}_j \) for the logical-type system is obtained:

\[
\tilde{y}_j = \sum_{r=1}^{N} \tilde{y}_{j,r} \cdot \frac{N}{T} \sum_{k=1}^{N} T \left\{ S \left\{ 1 - \frac{n}{T} \sum_{i=1}^{n} \left\{ \mu_{A_i^k}(\bar{x}_i), \mu_{B_j^k}(\tilde{y}_{j,r}) \right\} \right\} \right\}. \tag{2.17}
\]

Systems of the forms (2.12) and (2.17) are the base systems for the considerations presented in Chap. 4.

### 2.2 Fuzzy System Learning Methods

In practice, there are several common approaches to determining the structure and parameters of fuzzy systems:

- The first one assumes that the fuzzy rules and their fuzzy sets are formulated by an expert. It determines the structure and parameters of a system. If indications of the expert are accurate, then the learning of such fuzzy system is not needed.
- The second approach assumes that we have the expert knowledge (as it is in the first approach) and a learning sequence containing learning sets. Each set contains input signals of the system and corresponding output reference signals. Then, the system initialized by the expert can be also learned (tuned), thus increasing the precision of its operation.
- The third approach (the most common) assumes that we have only learning data at our disposal. They are the basis for learning of the fuzzy system. The learning may be unsupervised or/and supervised (see e.g. [47, 48]). In the most basic applications the purpose of learning is selection of parameters of the fuzzy system whose structure has been specified by the designer (e.g. the number of rules determined by trial and error). The purpose of learning is also increasingly more often an automatic selection of the fuzzy system structure taking into account, among
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others, additional requirements. They may include e.g. the degree of complexity, aspects of readability, etc. This approach is considered in Chaps. 4–7.

- The fourth approach also assumes that we only have learning data at our disposal. However, they are not used for iterative learning of the system. They are used in order to generate appropriate descriptors, which have a precise interpretation (purpose) in the fuzzy system. This approach is considered in Chap. 8.

As already mentioned, the issue of fuzzy systems learning is based on capabilities of unsupervised and supervised learning. Unsupervised learning can use data clustering techniques (see e.g. [1, 20, 72]). They are one of the oldest and most popular data mining methods. Their aim is to extract classes in a data set and associate them with objects on the basis of an assumed similarity function. Use of data clustering in fuzzy systems learning allows us, among others, to properly initiate parameters of the system and outline its structure (e.g. the number of fuzzy rules). Here the use of a cluster validity index is often found helpful. An example of using unsupervised learning for selection (initialization) of the fuzzy system structure is shown in Chap. 5.

However, the learning of fuzzy systems is mainly performed using supervised learning, which is based on two types of algorithms:

- Gradient algorithms. The purpose of the gradient algorithm is iterative selection of the direction of optimized objective function changes (in particular, the evaluation function of the fuzzy system) in order to find its extreme (usually the minimum). Determination of the direction of change for the next step is based on the knowledge of the optimized objective function gradient in the current step. The direction of change being sought is the one in which the optimized objective function changes with the greatest intensity (decreases or increases). The most common gradient methods used in practice include the error backpropagation method [11, 45, 69, 70], its variant with the so-called momentum term [52, 76, 77], the Levenberg–Marquardt method [33, 37, 75], least squares method [67], the Fletcher-Reeves conjugate gradient method [22], sub-gradient methods [6], etc.

- Population algorithms. These algorithms are heuristic methods and they process a population of solutions in order to effectively search a given space of considerations (which takes into account the range of searched parameters). A single solution of a population is called an individual or a chromosome (in the case of genetic algorithms). Such individual may be e.g. a suitably encoded system described by formula (2.8). It is evaluated by the evaluation function (fitness function). Its form is dependent on a given problem. The value of the evaluation function of an individual determines its chances of survival in a given population. In the case of fuzzy systems, not only can the accuracy of the system be evaluated, but also e.g. the complexity of its structure and readability of its rules.

At present, the topics related to population algorithms are developing intensively. The reasons for that include high flexibility of this class of methods in configuration of a population and also ways of its processing, which can result in various approaches to
their division. Therefore, taking into account the issue of configuration of population, these algorithms can be divided into:

- **Single-population algorithms.** They use a single population of individuals. A generalized scheme of operation of such algorithms includes the following steps:
  (a) Initiation of individuals in a population. (b) Evaluation of individuals in the given population using a defined fitness function. (c) Modification of individuals according to the specifics of the algorithm. (d) Evaluation of new individuals in the population. (e) Replacing the old population with the new population of individuals according to the specifics of the algorithm (this step can be omitted for those algorithms which do not create new populations, but only modify the parameters of an existing population). (f) Checking the stopping criterion, which may take into account e.g. the execution of a certain number of steps or getting a satisfactory solution in the form of an adopted evaluation function. In the case where this condition is not met, the algorithm returns to step c. However, if the stop condition is satisfied, then the presentation of the best individual is performed and the algorithm terminates. A single sequence of steps c–f is called a single iteration of the algorithm or a single evolution.

- **Multi-population algorithms.** Operation scheme of multi-population algorithms is analogous to the single-population algorithms. The difference results from the need to manage multiple populations. Each component population can be learned individually. Later those populations can either compete or cooperate. In Table 2.2 typical interactions between populations determining specificity of the algorithm are shown. In multi-population algorithms there is also the phenomenon of migration, which is the transfer of individuals between component populations. The way of migration can be determined by the result of competition. Common migration topologies are shown in Fig. 2.1. The use of many populations is implemented so

<table>
<thead>
<tr>
<th>Type of interaction</th>
<th>Impact on Population 1</th>
<th>Impact on Population 2</th>
<th>Description of relation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutralism</td>
<td>None</td>
<td>None</td>
<td>Populations are independent</td>
</tr>
<tr>
<td>Mutualism</td>
<td>Positive</td>
<td>Positive</td>
<td>Mutual benefit</td>
</tr>
<tr>
<td>Commensalism</td>
<td>Positive</td>
<td>None</td>
<td>One-sided benefit</td>
</tr>
<tr>
<td>Competition</td>
<td>Negative</td>
<td>Negative</td>
<td>Both sides are negatively affected</td>
</tr>
<tr>
<td>Predation</td>
<td>Positive</td>
<td>Negative</td>
<td>One-sided benefits, while the other is negatively affected</td>
</tr>
<tr>
<td>Parasitism</td>
<td>Positive</td>
<td>Negative</td>
<td>One-sided benefits, while the other is negatively affected</td>
</tr>
</tbody>
</table>
Fig. 2.1 Typical migration topologies between populations (the *arrows* indicate direction of migration): (a) ladder-type topology [9], (b) one-direction circle topology [8], (c) peer-to-peer topology [8], (d) hierarchical topology [49]

as to increase diversity of individuals in component populations and to improve the resistance of the algorithm to (negative) search for optimal solutions only locally.

Another criterion for division of population algorithms can be the way how a population is processed. In this context, population algorithms may be categorized, among others, as follows:

- **Evolutionary algorithms.** This group of algorithms can include all population-based algorithms which use the processing of population individuals based on biological evolution. The most commonly used evolutionary algorithms include genetic algorithms [24], evolution strategies [7], genetic programming [14, 51], evolutionary programming [23], differential evolution algorithms [21, 62–64], multi-population genetic algorithms [42], etc.

- **Swarm algorithms.** This group of algorithms may include all population-based algorithms which use processing of population individuals based on swarm behavior. The most commonly used swarm algorithms comprise the particle swarm optimization algorithm [12, 50], the artificial bee colony algorithm [29, 74], the intelligent water drops algorithm [60], the artificial immune algorithm [17, 65], the multi-swarm cooperative particle swarm optimization algorithm [46], etc.

- **Other population-based algorithms.** This group of algorithms can include all population-based algorithms which are difficult to define as evolutionary or swarm ones. They are algorithms based on league functioning (e.g. the golden ball algorithm [49]), biogeography algorithms (e.g. biogeography-based optimization algorithm [61]), algorithms based on colonization (e.g. invasive weed optimization [35]), algorithms referring to ways of spreading sparks (e.g. fireworks optimization algorithm [66]), algorithms modelling social revolution (e.g. multi-population imperialist competitive algorithm [3]), algorithms based on symbiosis (e.g. Particle Swarm2 Optimization, PS20 [32]), etc.

From a practical point of view population algorithms can be grouped in a number of ways, but this, however, is not essential from the point of view of interpretable fuzzy systems design issues.
2.3 Methods for Evaluation of Fuzzy System Accuracy

Evaluation of fuzzy system accuracy depends on the field of application and formulated requirements (problem domain). It is implemented differently in classification issues and in regression (modelling) issues. Later in this chapter we describe basic ways used to evaluate performance of fuzzy systems used for classification and modelling. Moreover, it is pointed out that assessment of fuzzy systems accuracy in the issue of designing interpretable fuzzy systems is only one of the required/necessary/most often applied criteria for their overall evaluation.

2.3.1 Accuracy Evaluation of the Systems Used for Modelling

Accuracy evaluation of the systems used for modelling is most often performed using the root mean squared error (RMSE), which is defined as follows:

\[
\text{RMSE (fs)} = \frac{1}{m} \cdot \sum_{j=1}^{m} \frac{1}{Z} \cdot \sum_{z=1}^{Z} \left( d_{L,z,j} - \bar{y}_{z,j} \right)^2,
\]

where \( \text{fs} \) represents any fuzzy system being evaluated (especially a system described by Eq. (2.8)), \( m \) is the number of the system outputs, \( Z \) is the number of samples from a learning or testing sequence, \( d_{L,z,j} \) is an expected output value for output \( j \) (\( j = 1, \ldots, m \)) for input vector \( z \) (\( z = 1, \ldots, Z \)), \( \bar{y}_{z,j} \) is a real output value \( j \) (\( j = 1, \ldots, m \)) computed by the system for input vector \( z \) (\( z = 1, \ldots, Z \)).

Since formula (2.18) does not take into account the disparity between the values of different outputs of a multiple input multiple output (MIMO) system, in this book a normalized error measure is also used and it has the following form:

\[
\text{acc (fs)} = \frac{1}{m} \cdot \sum_{j=1}^{m} \frac{1}{Z} \cdot \sum_{z=1}^{Z} \left| d_{L,z,j} - \bar{y}_{z,j} \right| / \left( \max_{z=1,\ldots,Z} \left\{ d_{L,z,j} \right\} - \min_{z=1,\ldots,Z} \left\{ d_{L,z,j} \right\} \right),
\]

2.3.2 Accuracy Evaluation of the Systems Used for Classification

Fuzzy systems used for classification are characterized by various factors including the number of outputs, which is equal to the number of considered classes. In this case the input set belongs to a class associated with the system output whose signal value
is the highest. Therefore, accuracy evaluation of the systems used for classification is performed using a standard classification error, which is determined as follows:

\[
\text{acc} (\mathbf{fs}) = 100\% \cdot \frac{1}{Z} \sum_{z=1}^{Z} \left\{ \begin{array}{cl} 1 & \text{for } y_{i_z} \neq d_{i_z} \\ 0 & \text{for } y_{i_z} = d_{i_z} \end{array} \right.,
\]

where \( d_{i_z} \) is a reference index of the class for sample \( z (z = 1, \ldots, Z) \) and \( y_{i_z} \) is an index of the class selected by the system for sample \( z (z = 1, \ldots, Z) \).

It should be noted that the 10-fold cross validation \([71]\) is used most often for evaluation of the systems used for classification. In the 10-fold cross validation the learning sequence is divided into ten parts of equal size. Then, in the first step of this procedure the first part is treated as a testing sequence and the other 9 parts are treated as a learning sequence. In the next step of the procedure the second part becomes the testing sequence and the other ones act as the learning sequence, etc. Thus, the process is repeated ten times and the final result is determined by averaging the obtained partial results. In cross-validation procedure we often seek to preserve proportion between the number of class representatives which is similar to the one in the whole learning sequence. This is called stratified cross-validation.

2.3.3 Accuracy Evaluation in the Context of Interpretable Fuzzy Systems Designing

In interpretable fuzzy systems design issues system accuracy is only one of the evaluation criteria applied. The other criteria comprise complexity and interpretability. For this reason, solutions derived from multi-objective optimization \([13, 15, 19, 25, 26, 36, 53]\) play an important role in the evaluation procedure. Multi-objective optimization allows us to take into account many components in the evaluation function. As a result, it is well suited for the evaluation of fuzzy systems in the context of, among others, accuracy, complexity and readability of rules. When considering the criteria for fuzzy system evaluation we may also affect their proper hierarchy of importance. Multi-criteria optimization methods also include:

- **Scalar methods.** They rely on aggregation of multiple criteria and require a priori knowledge. They include aggregation methods (e.g. random distribution of weights within a population \([28]\)), methods based on LP-metrics \([57]\), methods of \( \varepsilon \)-constraint type (i.e. a set of methods imposing restrictions on each evaluation function component \([40]\)) as well as purpose methods (goal programming), in which the values of evaluation function components are optimized to certain threshold values \([10]\).
- **Methods based on the Pareto front.** The front is a set of non-dominated solutions. They are the solutions for which there is no other better solution in terms of any criterion. These methods include ranking methods (based on a ranking of solutions,
e.g. NSGA-II [16]), elite methods (based only on non-dominated solutions, e.g. SEEA [80]) and methods managing the division (diversity maintaining [79]).

- Other methods. They include, among others, multi-population methods, methods based on interactions between populations (e.g. ERMOCS [43]) and methods with so-called parallel selection, which create vectors ordering sets of solutions in respect to each criterion independently (e.g. VEGA [58]).

Multi-criteria optimization techniques are perfectly suited to be used with population-based algorithms in the context of interpretable fuzzy system designing. These solutions are considered in Chap. 6.

2.4 Summary

In this chapter some selected issues in the field of fuzzy systems are outlined. Out of necessity the chapter focuses on the issues which are crucial for interpretable fuzzy systems designing. In particular, two types of fuzzy systems are described, i.e. the system implementing Mamdani-type inference and the system implementing logical-type inference. It is also emphasized that the considerations presented in this book have a general nature and they are not only related to the described class of systems. The presented description indicates the issues which have particular relevance to the subject matter of this book. Further on the chapter contains a review of basic techniques of fuzzy systems learning and methods for their evaluation. It discusses the aspects of supervised and unsupervised learning in the designing of fuzzy systems. Moreover, it emphasizes the importance of association of multi-objective optimization and evolutionary algorithms. The final part of the chapter indicates that accuracy of fuzzy systems is only one of the possible criteria for their evaluation.
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