Chapter 2
Propagation of Elastic Waves in Solids

Elasticity is a solid’s most important property for restoring its shape and volume after the termination of the action of the external forces applied to it, while for liquids and gases, only volume is restored. Therefore the medium, whose typical feature is elasticity, is referred to as “elastic medium.” Accordingly, elastic vibrations are vibrations of mechanical systems, elastic medium, or its part that arises under mechanical disturbances. Elastic or acoustic waves are mechanical disturbances that reproduce in an elastic medium. A partial case of acoustic waves is a sound, which is audible to man; thus the term “acoustics” (from the Greek “akustikos,” which means “auditory”) was given to this phenomenon. In the widest sense, acoustics involves the study of elastic waves, and in the narrowest, it is often used to define their sound range only.

Elastic vibrations and acoustic waves are widely used in nondestructive testing and technical diagnostics of materials and products, in various engineering devices and equipment. For example, powerful ultrasonic vibrations are used for the local fracture of brittle high-strength materials (ultrasonic crushing); dispersion (fine crushing of solid or liquid bodies in any medium—for example, fats in water); coagulation (enlargement of particles of a substance, such as smoke); and for other purposes. Elastic vibrations and waves are very important for the investigation of the processes of initiation and propagation of the volume damaging and fracture of solids; this it what has made it possible to use them widely in fundamental and applied scientific studies of these processes from the viewpoint of fracture mechanics.

2.1 Types of Elastic Waves

2.1.1 Some General Ideas on Elastic Strain

Elastic vibrations in liquids and gases are characterized by one of the following parameters: change in pressure $p$ or density $\rho$; particle shift from an equilibrium...
state $u$; vibration motion velocity $v$; or shear potential $\chi$, i.e., vibration velocity $\varphi$. It is essential to distinguish the change in pressure or density caused by acoustic wave propagation from their statistical (average) value. All the above-mentioned parameters are interconnected, for example: 
\[
\begin{align*}
u &= \text{grad} v; \\
v &= \text{grad} \varphi; \\
\varphi &= \partial u / \partial t; \\
p &= \rho \partial \varphi / \partial t, 
\end{align*}
\]
where $\rho$ is the medium density, and $t$ is the time [1].

Unlike liquids and gases, the acoustic field in a solid is of a more complicated nature, because a solid possesses not only the volume elasticity as liquids and gases do, but also the elasticity of their shape, i.e., shear elasticity. The concept of stress is introduced for solids instead of pressure, i.e., the force related to a surface unit.

In the mechanics of a deformed solid there are normal (tensile or compressive) $\sigma_{xx}, \sigma_{yy}, \sigma_{zz}$ and tangent or tangential (shear) $\sigma_{xy}, \sigma_{yz}$ stresses, etc. In general, the stress state of a solid is characterized by a third-rank tensor $\sigma_{ij}$, where indices $i$ and $j$ take the values of coordinate axes $x, y, z$. The first index indicates the coordinate toward which the force acts, and the second index defines the plane perpendicular to the direction of the coordinate indicated by the second index, to which this force is applied. This tensor is symmetric, i.e., $\sigma_{ij} = \sigma_{ji}$.

Since in liquids and gases there is no elasticity in a shape, there are no tangential components of a stress tensor, and normal components are equal to each other and to a pressure with a reverse sign. The pressure is negative when it creates tensile stresses that are considered to be positive; on the contrary, pressure is assumed to be with a plus when it creates compressing stresses.

A typical feature of vibrations in a solid is the change in stresses $\sigma_{ij}$, displacement of its particles $u_i$ and shear potential. The concept of vibration velocity is rarely used. More often, vibrations are characterized by deformation (“deformation” in Latin means “distortion”), i.e., the change in mutual location $\partial u$ of the body points. This change is compared to the primary distance between points; as a result, the deformation is a dimensionless quantity. If points are displaced along a segment connecting them, the tension-compression deformation occurs in a solid, and if they are displaced perpendicular to this segment direction, we have a shear deformation, which is why the deformation is written as a tensor $\varepsilon_{ij}$, similar to a stress tensor. Herein, $\varepsilon_{xx} = \partial u_x / \partial x$ is the tension-compression deformation along the $x$ axis. For the symmetry of strain tensor, its components are written as $\varepsilon_{xy} = (\partial u_x / \partial y + \partial u_y / \partial x) / 2$. Other shear components of deformation are written similarly. The value of $\varepsilon = \varepsilon_{xx} + \varepsilon_{yy} + \varepsilon_{zz}$ implies the change of the volume $dx dy dz$ of an elementary cube. For liquids and gases, there are no shear deformations while the tension-compression deformations are the same in all directions.

In this chapter we consider an isotropic medium only. Isotropy (from the Greek “isos”, which means “equal” or “identical,” and “tropos,” which means “direction”) means that physical properties of a medium do not depend on the direction chosen in it. Media, whose properties depend on the direction, are called “anisotropic” (from the Greek “anisos,” which means “unequal”).

Hook’s law relates a proportional dependence between stresses and strains. In a generalized form, it looks like
\[ \sigma_{ij} = \delta_{ij} \Lambda \varepsilon_{ii} + \mu \varepsilon_{ij}, \]  

(2.1)

where \( \delta_{ij} = 1 \), if \( i = j \), and \( \delta = 0 \), for \( i \neq j \); \( \Lambda \) and \( \mu \) are Lame constants. In engineering practice, instead of the latter, the modules of the normal elasticity \( E \) and shear \( G \) are used. They are related by the following dependence [2]:

\[ E = \mu(3\Lambda + 2\mu)/(\Lambda + \mu), \quad G = \mu. \]  

(2.2)

Alongside these modules, another important elastic constant, i.e., the Poisson’s ratio \( \nu \), is also used in calculations. It is defined as the ratio of compression to elongation of the tensioned bar:

\[ \nu = \frac{\Lambda}{2(\Lambda + \mu)} = \frac{E}{2G} - 1. \]  

(2.3)

In all cases, a couple of independent elastic constants characterize the elastic properties of an isotropic solid.

### 2.1.2 A Wave Equation for a Solid

It is derived by using the second Newton’s law for an elementary volume \( dxdydz \). The difference of forces applied to its opposite faces is equated to the product of mass and acceleration. As a result, we get for axis \( x \)

\[ \rho \frac{\partial^2 u_x}{\partial t^2} = \frac{\partial \sigma_{xx}}{\partial x} + \frac{\partial \sigma_{xy}}{\partial y} + \frac{\partial \sigma_{xz}}{\partial z}. \]  

(2.4)

By analogy, it is possible to write the equation for axes \( y \) and \( z \).

By substituting strains from (2.1) instead of stresses, the equation of wave propagation in an elastic medium is obtained:

\[ \rho \frac{\partial^2 u_x}{\partial t^2} - (\Lambda + \mu) \frac{\partial}{\partial x} - \mu \nabla^2 u_x = 0, \]  

(2.5)

where \( \nabla^2 = \partial^2 / \partial x^2 + \partial^2 / \partial y^2 + \partial^2 / \partial z^2 \) is the Laplace operator. The wave equations (2.5) include second-order time, and coordinate derivatives with different signs with respect to some variable. Using a vector analysis, the equation of (2.5) type for all coordinates can be written as one expression:

\[ \rho \frac{\partial^2 \mathbf{u}}{\partial t^2} = (\Lambda + \mu) \ \text{grad} \ \text{div} \ \mathbf{u} + \mu \nabla^2 \mathbf{u}. \]  

(2.6)
When $\mu = 0$, and assuming the displacement $u_x = u_y = u_z = u$ to be the same in all directions (scalar), Eq. (2.6) is transformed to a wave equation for a liquid or a gas:

$$\frac{\partial^2 u}{\partial t^2} = c^2 \nabla^2 u,$$  

(2.7)

where $c = \sqrt{\frac{k}{\rho}}$ is the velocity of propagation of elastic waves. The same equations are valid for other elastic values, i.e., pressure, potential, etc.

### 2.1.3 Main Ideas of the Wave Process

The solution of Eq. (2.7) for the potential of velocity:

$$\frac{\partial^2 \varphi}{\partial t^2} = c^2 \nabla^2 \varphi.$$  

(2.8)

Displacements and vibration velocities for liquids and gases are the same in all directions, so they can be considered to be scalars $u$ and $v$. For simplicity, assume that function $\varphi$ depends only on the coordinate $x$: $\nabla^2 \varphi = \partial^2 \varphi / \partial x^2$. It is known from the theory of differential equations in partial derivatives that the solution of such an equation looks like $\varphi = \varphi_1(x - ct) + \varphi_2(x + ct)$, where $\varphi_1$ and $\varphi_2$ are arbitrary functions that are differentiated twice. The first element is a wave that propagates along the $x$ axis in the positive direction, and the second is a wave that propagates in the opposite direction. Hereinafter, as a rule, we will take into consideration a direct wave and will omit the second term; therefore, before $t$ there should be a minus if there is a plus before $x$.

In the case of harmonic wave propagation, we can write (2.9):

$$\varphi = \varphi_1 = \Phi \cos \left( \frac{\omega}{c} (x - ct) \right) = \Phi \cos(kx - \omega t).$$  

(2.9)

Here, $\Phi$ is the amplitude, $kx - \omega t$ is the phase, $\omega = 2\pi f$ is the circular frequency, $f$ is the vibration frequency, $T = 1/f$ is the period of vibrations, $k = \omega/c = 2\pi/\lambda$ is the wave number, and $\lambda$ is the wavelength, i.e., the distance that a wave passes for a period of vibrations. If $t$ changes by a period or $x$ changes by a wavelength, a phase will change by $2\pi$, and consequently the cosine value will be the same.

The other harmonic wave presentation is

$$\varphi = \text{Re} \left[ \Phi e^{i(kx - \omega t)} \right],$$  

(2.10)
where \( j = \sqrt{-1} \). Symbol \( \text{Re} \) indicates that the real part of the complex function, which is in square brackets, is taken. Since \( e^{ja} = \cos a + j \sin a \), expressions (2.9) and (2.10) coincide. The \( \text{Re} \) sign is not usually written, but it is actually implied.

In a plane, perpendicular to the \( x \) axis, the wave phase is the same (this plane is a wave front). A wave with a plane front is called a “plane wave,” and a direction perpendicular to the front is called a “ray.”

The harmonic plane wave of an arbitrary direction can be written as [3]:

\[
\varphi = \Phi e^{i(kx - \omega t)}.
\] (2.11)

Here, \( \mathbf{k} \mathbf{r} = k_x x + k_y y + k_z z \) is a scalar product of the radius-vector of a point in space \( \mathbf{r} \) and the vector \( \mathbf{k} = n \omega / c \), where \( n \) is a unit vector that characterizes a wave direction, and \( k_x, k_y, k_z \) are vector components. For a plane wave that propagates along an \( x \) axis, we have \( k_x = k; \ k_y = k_z = 0 \); as a result, we get a formula (2.10).

For the harmonic (or monochromatic) plane waves mentioned above, i.e., the waves that have one frequency of vibrations and an infinitely extended plane front, we write formulas for the correlation of the main values that characterize vibrations in this wave:

\[
v = jk \varphi; \quad p = j\omega \rho \varphi; \quad u = -\varphi/c; \quad p = \rho cv.
\] (2.12)

In the practice of acoustic testing that includes the AE testing methods, the wave processes limited in time and space are used. Instead of monochromatic vibrations, pulses are most often applied. A pulse (from “impulses” in Latin = “impact” or “push”) is the time-limited vibration process. The amplitude of vibrations in a pulse changes from zero to the final value according to the law that describes the pulse shape [4]. The time during which the amplitude exceeds 0.1 of its maximum value is considered to be the pulse duration \( \tau \). The product \( c\tau \) is called a spatial duration of a pulse. It determines a space region occupied by a pulse. Using the formulas of spectral analysis, the pulse is represented as a frequency integral of monochromatic vibrations of a different frequency, i.e., it is expanded in the harmonic vibrations spectrum.

No success was achieved in obtaining a limited wave in the form of a bundle of parallel rays. For example, by cutting out a part of the plane wave front by a diaphragm, a complicated wave field is obtained. In practice, however, the weakly scattered ray bundles are used. A wave with an arbitrary front can be represented as an assembly of plane waves by decomposing in the Fourier integral over a wave vector \( k \). For a durable enough acoustic pulse that propagates in a direction of the weakly scattered ray bundle, formulas (2.12) are used, although in this case, as approximate ones [1].

The Laplace operator \( \nabla^2 \) in Eq. (2.8) can be represented not only in Cartesian but also in cylindrical or spherical coordinates. Accordingly, the simplest solutions of Eq. (2.8) will have the form not of a plane but of cylindrical or spherical waves. A harmonic spherical wave that starts from the origin of coordinates looks like
Here, \( \mathbf{r} \) is the radius vector that radiates from the origin of coordinates, and the direction of \( \mathbf{k} \) coincides with \( \mathbf{r} \), \( k_x = k_y = k_z \). A surface with a constant phase, i.e., the wave front, has the form of a sphere for this wave, and the rays radiate in the direction of the radii. The wave amplitude decreases inversely proportional to the distance along a ray. At large distances \( r \), an insignificant part of a spherical wave front can be considered to be a quasi-plane wave.

In the case of a sphere-like emitter of radius \( a \) that pulsates by volume changing with constant frequency and amplitude of vibration velocity, the pressure in an outgoing spherical wave is written as [5]:

\[
p = \frac{j a^2 |\rho v_0|}{r} e^{i(kr - \omega t)} \approx \frac{|p_0|}{\lambda r} 2\pi a^2 e^{i(kr - \omega t)}
\]

where \( p_0 \) is the pressure near the sphere, calculated approximately by formula (2.12).

Elastic wave energy consists of the kinetic energy of medium particles motion and internal (potential) energy of deformation. The density of the kinetic energy is equal to \( \rho |v|^2 / 2 \) [1]. In a running wave, the internal energy density is equal to the density of the kinetic energy, so the total energy density is \( E = \rho |v|^2 \). The density of the energy flux is

\[
W = cE = \rho c |v|^2 = |pv| = |p|^2 / \rho c.
\]

The time average value of the energy flux density is called the elastic wave intensity. For a plane harmonic running wave, the intensity is determined as

\[
J = |p|^2 / 2\rho c = \rho c |v|^2 / 2.
\]

In a spherical wave, the intensity decreases inversely proportional to the distance squared:

\[
J = \left| p_0 \right|^2 2\pi^2 a^4 / (\lambda^2 \rho c r^2).
\]

Acoustic waves attenuate when passing in the real media, and this is not accounted for by Eqs. (2.6) and (2.7). As a result, a wave number becomes a complex one: \( k = k' + j \delta \), where \( \delta \) is the attenuation factor. A plane wave that propagates along the \( x \) axis with the account of attenuation is written as

\[
\Phi e^{-\delta x} e^{i(k'x - \omega t)}.
\]
2.1.4 Spatial Elastic Waves

By using Eq. (2.5) or (2.6), it is possible to show that in the infinite solid medium there are two types of waves that propagate with different velocities [3]. It is known from the vector analysis that any vector field can be represented as a sum of two vectors, one of which has a scalar potential and the other a vector one:

\[ \mathbf{u} = \mathbf{u}_l + \mathbf{u}_t = \text{grad} \phi + \text{rot} \psi. \]  

(2.19)

Taking into consideration that \( \text{rot} \mathbf{u}_l = \text{div} \mathbf{u}_t = 0 \) and substituting (2.19) into (2.6) with the application of operations rot and div, we get

\[ \frac{\partial^2 \mathbf{u}_l}{\partial t^2} - c_l^2 \nabla^2 \mathbf{u}_l = 0; \quad c_l = \sqrt{(\Lambda + 2\mu)/\rho}, \]  

(2.20)

and

\[ \frac{\partial^2 \mathbf{u}_t}{\partial t^2} - c_t^2 \nabla^2 \mathbf{u}_t = 0; \quad c_t = \sqrt{\mu/\rho}. \]  

(2.21)

Equations (2.20) and (2.21) are of the wave type and are similar to Eq. (2.7). Hence, the vector \( \mathbf{u} \) in a solid decomposes into two waves propagating with different velocities.

The wave \( \mathbf{u}_l \) is called a longitudinal wave or a wave of expansion-compression (Fig. 2.1), because the vibration direction in it coincides with its propagation direction. For the volume strain \( \varepsilon \), the same Eq. (2.20) is satisfied.

The wave \( \mathbf{u}_t \) in which the direction of vibrations is perpendicular to the direction of wave propagation and in which deformations are shear is called a transversal or shear wave (Fig. 2.2). There are no transversal waves in liquids and gases due to the absence of shape elasticity in these media. Strictly speaking, in liquids, there are waves similar to transversal ones, in which vibrations are transferred due to ductile forces; however, they decay quickly [1]. The ratio of velocities of longitudinal and transversal waves depends on the Poisson’s ratio \( \nu \) of the medium. For example, in metals, where \( \nu \approx 0.3 \), it is possible to get \( c_t/c_l \approx 0.55 \) (see Table 2.1).

When a transversal wave propagates in an infinite isotropic medium, all directions of transversal vibrations are equal. If there is a limiting surface, to which a transversal wave propagates parallel or at an angle, the question arises regarding the direction of vibrations in the transversal wave with respect to this surface. The wave, in which the direction of vibrations is parallel to the limiting surface, is called “horizontally polarized” (TH-wave). If vibrations occur in the plane perpendicular to the separating surface, such a wave is called “vertically polarized” (TV-wave). This type of wave is more frequently used in non-destructive testing. Therefore, if no special notations are given, by transversal wave we mean a vertical polarized wave [1].

In ultrasonic testing, a longitudinal wave is usually excited by special piezoelectric transducers that cause tension: compression deformation at a certain part of
the IO surface, and a transversal wave—by shear deformation. Most often, a vertical polarized wave inclined to the surface is excited by a longitudinal incident wave at a certain angle to the IO surface from an external medium. Thus, the incident longitudinal wave is transformed into a transversal one. The external medium, from which a longitudinal wave falls at a certain angle, is called a “prism of a transducer” [6].

Fig. 2.1 Propagation of longitudinal wave vibrations (schematically)

Fig. 2.2 Distribution of transversal wave vibrations (schematically): a is TH-wave; b is TV-wave
### Table 2.1 Elastic properties of some media [1]

<table>
<thead>
<tr>
<th>Material</th>
<th>Density $\rho$, $10^3$ kg/m$^3$</th>
<th>Velocity of wave propagation $c$, $10^3$ m/s</th>
<th>Wave resistance for longitudinal waves, $z$, $10^6$ Pa $\times$ s/m</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Longitudinal</td>
<td>Transversal</td>
<td>Surface</td>
</tr>
<tr>
<td><strong>Metals</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aluminum</td>
<td>2.7</td>
<td>6.35</td>
<td>3.08</td>
</tr>
<tr>
<td>Beryllium</td>
<td>1.82</td>
<td>12.8</td>
<td>8.71</td>
</tr>
<tr>
<td>Bronze</td>
<td>8.5…8.9</td>
<td>3.5…3.8</td>
<td>2.3…2.5</td>
</tr>
<tr>
<td>Bismuth</td>
<td>9.80</td>
<td>2.18</td>
<td>1.10</td>
</tr>
<tr>
<td>Tungsten</td>
<td>19.3</td>
<td>5.18</td>
<td>2.87</td>
</tr>
<tr>
<td>Duralumin</td>
<td>2.7…2.8</td>
<td>6.25…6.35</td>
<td>3.1</td>
</tr>
<tr>
<td>Iron</td>
<td>7.8</td>
<td>5.91</td>
<td>3.23</td>
</tr>
<tr>
<td>Gold</td>
<td>19.3</td>
<td>3.24</td>
<td>1.20</td>
</tr>
<tr>
<td>Cadmium</td>
<td>8.6</td>
<td>2.78</td>
<td>1.5</td>
</tr>
<tr>
<td>Brass composition-metal</td>
<td>8.5</td>
<td>4.43</td>
<td>2.12</td>
</tr>
<tr>
<td>Lithium</td>
<td>0.53</td>
<td>3.00</td>
<td>–</td>
</tr>
<tr>
<td>Magnesium</td>
<td>1.74</td>
<td>5.77</td>
<td>3.05</td>
</tr>
<tr>
<td>Copper</td>
<td>8.9</td>
<td>4.72</td>
<td>3.72</td>
</tr>
<tr>
<td>Molybdenum</td>
<td>10.1</td>
<td>6.29</td>
<td>3.35</td>
</tr>
<tr>
<td>Nickel</td>
<td>8.8</td>
<td>5.63</td>
<td>2.96</td>
</tr>
<tr>
<td>Niobium</td>
<td>3.9</td>
<td>4.10</td>
<td>1.70</td>
</tr>
<tr>
<td>Tin</td>
<td>7.3</td>
<td>3.32</td>
<td>1.67</td>
</tr>
<tr>
<td>Platinum</td>
<td>21.4</td>
<td>3.96</td>
<td>1.67</td>
</tr>
<tr>
<td>Mercury</td>
<td>13.6</td>
<td>1.45</td>
<td>–</td>
</tr>
<tr>
<td>Lead</td>
<td>11.4</td>
<td>2.16</td>
<td>0.70</td>
</tr>
<tr>
<td>Silver</td>
<td>10.5</td>
<td>3.60</td>
<td>1.59</td>
</tr>
<tr>
<td>Steel corrosion-resistant</td>
<td>8.03</td>
<td>5.73</td>
<td>3.12</td>
</tr>
<tr>
<td>Carbon steel</td>
<td>7.80</td>
<td>5.92</td>
<td>3.28</td>
</tr>
<tr>
<td>Titan</td>
<td>4.50</td>
<td>6.00</td>
<td>3.50</td>
</tr>
<tr>
<td>Uranium</td>
<td>18.7</td>
<td>3.37</td>
<td>1.94</td>
</tr>
<tr>
<td>Zinc</td>
<td>7.1</td>
<td>4.17</td>
<td>2.41</td>
</tr>
<tr>
<td>Zirconium</td>
<td>6.5</td>
<td>4.65</td>
<td>2.25</td>
</tr>
<tr>
<td>Cast-iron</td>
<td>7.2</td>
<td>3.5…5.6</td>
<td>2.2…3.2</td>
</tr>
<tr>
<td><strong>Non-metals</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Araldite</td>
<td>1.18</td>
<td>2.5</td>
<td>1.1</td>
</tr>
<tr>
<td>Capron</td>
<td>1.1</td>
<td>2.64</td>
<td>–</td>
</tr>
<tr>
<td>Quartz melted</td>
<td>2.2</td>
<td>5.93</td>
<td>3.75</td>
</tr>
<tr>
<td>Nylon, perlon</td>
<td>1.1…1.2</td>
<td>1.8…2.2</td>
<td>–</td>
</tr>
</tbody>
</table>

(continued)
2.1.5 Rayleigh Surface Wave

A specific type of waves propagate along the solid surface. For an unloaded (free) surface, the existence of some of them is proved in the following way [6]: We can assume a priori that there is a wave running along the solid boundary (along the $x$ axis) and it consists of a linear combination of longitudinal and transversal vibrations, the amplitudes of which depend on the depth $y$ under the surface (Fig. 2.3). For this purpose, the velocities of propagation of transversal vibrations should be the same and equal to some value $c_v$, while the wave number should be

<table>
<thead>
<tr>
<th>Material</th>
<th>Propagation Velocity $v_s$</th>
<th>Wave Number $k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plexiglass</td>
<td>1.18</td>
<td>2.65–2.73</td>
</tr>
<tr>
<td>Aluminum oxide</td>
<td>3.7–3.9</td>
<td>10</td>
</tr>
<tr>
<td>Polystyrene</td>
<td>1.1</td>
<td>2.37</td>
</tr>
<tr>
<td>Rubber</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Raw</td>
<td>1.3–2.1</td>
<td>1.5</td>
</tr>
<tr>
<td>Vulcanized</td>
<td>0.9–1.6</td>
<td>1.5–2.3</td>
</tr>
<tr>
<td>Resin acrylic</td>
<td>1.18</td>
<td>2.6</td>
</tr>
<tr>
<td>Window glass</td>
<td>2.6</td>
<td>5.7</td>
</tr>
<tr>
<td>Textolite</td>
<td>1.2–1.3</td>
<td>2.6</td>
</tr>
<tr>
<td>Fluoroplastic</td>
<td>2.2</td>
<td>1.35</td>
</tr>
<tr>
<td>Porcelain</td>
<td>2.4</td>
<td>5.3–5.35</td>
</tr>
<tr>
<td>Ebonite</td>
<td>1.2</td>
<td>2.40</td>
</tr>
<tr>
<td>Epoxy resin hard</td>
<td>1.15–1.3</td>
<td>2.5–2.8</td>
</tr>
</tbody>
</table>

### Liquids (20 °C)

<table>
<thead>
<tr>
<th>Material</th>
<th>Propagation Velocity $v_s$</th>
<th>Wave Number $k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetone</td>
<td>0.792</td>
<td>1.192</td>
</tr>
<tr>
<td>Water</td>
<td>0.998</td>
<td>1.90</td>
</tr>
<tr>
<td>Glycerin</td>
<td>1.265</td>
<td>1.923</td>
</tr>
<tr>
<td>Kerosene</td>
<td>0.825</td>
<td>1.295</td>
</tr>
<tr>
<td>Acetic acid</td>
<td>1.05</td>
<td>1.84</td>
</tr>
</tbody>
</table>

### Oil

<table>
<thead>
<tr>
<th>Material</th>
<th>Propagation Velocity $v_s$</th>
<th>Wave Number $k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diesel</td>
<td>0.88–1.02</td>
<td>1.25</td>
</tr>
<tr>
<td>Machine</td>
<td>0.89–0.96</td>
<td>1.74</td>
</tr>
<tr>
<td>Transformer</td>
<td>0.9–0.92</td>
<td>1.38–1.40</td>
</tr>
</tbody>
</table>

### Alcohol

<table>
<thead>
<tr>
<th>Material</th>
<th>Propagation Velocity $v_s$</th>
<th>Wave Number $k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methyl</td>
<td>0.792</td>
<td>1.123</td>
</tr>
<tr>
<td>Ethyl</td>
<td>0.789</td>
<td>1.180</td>
</tr>
</tbody>
</table>

### Gases (0 °C)

<table>
<thead>
<tr>
<th>Material</th>
<th>Propagation Velocity $v_s$</th>
<th>Wave Number $k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydrogen</td>
<td>$0.9 \times 10^{-4}$</td>
<td>1.248</td>
</tr>
<tr>
<td>Air</td>
<td>$1.3 \times 10^{-3}$</td>
<td>0.331</td>
</tr>
</tbody>
</table>

### Table 2.1 (continued)

<table>
<thead>
<tr>
<th>Material</th>
<th>Propagation Velocity $v_s$</th>
<th>Wave Number $k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Porcelain</td>
<td>0.9–0.92</td>
<td>1.38–1.40</td>
</tr>
<tr>
<td>Machine</td>
<td>0.89–0.96</td>
<td>1.74</td>
</tr>
<tr>
<td>Transformer</td>
<td>0.9–0.92</td>
<td>1.38–1.40</td>
</tr>
</tbody>
</table>

2.1.5 Rayleigh Surface Wave
equal to \( k_s = \omega/c_s \). These predicted solutions are substituted into wave equations (2.20) and (2.21), which satisfy the conditions:

\[
\begin{align*}
    u_l &= A \exp\left(-\sqrt{k_s^2 - k_t^2} y\right) \exp(-j k_s x), \\
    u_t &= B \exp\left(-\sqrt{k_s^2 - k_t^2} y\right) \exp(-j k_s x).
\end{align*}
\]

(2.22)

Here, and further, a multiplier \( e^{-j \omega t} \) is omitted. Thus, the obtained expressions correspond to the class of heterogeneous waves. In this wave, the amplitude changes in the front direction (along the \( y \) axis).

Functions (2.22) are to be substituted in boundary conditions of the equation: normal and tangential stress components vanish on a free surface, i.e., \( \sigma_{yy} = 0, \sigma_{xy} = 0 \). Two unknowns \( k_s/k_t \) and a ratio \( A/B \) of amplitudes are found from these two equations. For \( (k_s/k_t)^2 \), the 3rd degree equation is obtained. One real and positive root proves that an a priori assumption is correct and that the wave that was sought really exists.

An approximate formula for evaluating the velocity of the Rayleigh surface wave is known [1]:

\[
c_s \approx c_t (0.87 + 1.12 \nu)(1 + \nu)^{-1} \approx 0.93c_t
\]

(2.23)

for condition \( \nu = 0.3 \). The absence of the imaginary part in a root for \( k_s \) indicates a weak decay of the surface wave caused just by an ordinary spatial wave decay, which is why the Rayleigh wave can propagate over a large distance along the solid surface. Its penetration underneath the surface of the body is small; at the wavelength \( \lambda_s \), the intensity is about 5% of the intensity on the surface of the body.

During the surface wave propagation, the body particles move, revolving around ellipses (Fig. 2.3) with a large axis perpendicular to the surface forming a TV-type wave, and the extension of the ellipse increases with the depth. These conclusions yield from formulas (2.22), in which the greater the decrease of multipliers with depth, the greater the difference \( k_s^2 - k_t^2 \). A wave similar to the Rayleigh wave,
i.e., a quasi-Rayleigh wave, can propagate not only along a plane but also along a distorted surface. On concave areas of the surface, the wave undergoes further damping. The greater the damping, the smaller the curvature radius due to the energy irradiation into the body depth. Therefore, the velocity of the Rayleigh wave decreases on concave areas, while on convex areas it increases. The wave selectively responds to the defects, depending on the depth of their location. The defects on the surface produce a maximum reflection, while at the depth that is greater than the wavelength, they are practically undetected.

2.1.6 Head (Creeping) Wave

When analyzing the solution to the problem on excitation of elastic waves upon a certain area of a solid surface, we can see that a wave propagates along the surface with the velocity practically equal to the velocity of a longitudinal wave. In [3, 6] it is referred to as a quasi-homogeneous wave because the amplitude along its front changes slowly. However, in the literature, such a wave is usually called a “head” or “creeping wave.”

At every point on the surface along which a head wave propagates, a transversal wave is excited at an angle $\theta_t$ to the surface which is determined as $\theta_t = \arcsin (c_t / c_l)$. As a result, the head wave decays rapidly. Such waves, with a velocity smaller than that of a generating wave, are called “side waves.” The combination of a head wave and side wave provides the situation with the stresses being equal to zero on the free surface of the body. Waves that consist of surface and spatial components, in which a surface component is continuously transformed into a spatial one, belong to the type of leaky waves [1, 6].

The head wave is usually excited by a longitudinal wave that falls inclined from the external medium (a prism) onto a partial area of the IO surface at an angle $\beta = \arcsin (c_0 / c_l)$ (Fig. 2.4). The bundle of longitudinal waves radiates from this area of the surface, with one of the rays passing along the surface—this ray actually being the head wave. The ray that propagates at an angle of 10…15° to the surface has the maximum energy of irradiation. The fronts of transversal waves $T$, generated by the head wave, are shown by lines whose width expands with an increase of the depth that corresponds to the wave amplitude increase. This takes place due to an increase of the number of surface points, which contribute to the formation of a side transversal wave.

Concurrent with the excitation of waves in IO, the waves in a prism are also excited. In seismic acoustics, a side wave is called a “$B$ wave,” which corresponds to a side wave in a prism. In seismic acoustics, it is referred to as a “head wave.”

A quasi-homogeneous (head) wave is almost insensitive to surface defects and to a surface roughness. Nevertheless, it can be used for locating surface defects in a layer, beginning with the depth of 1…2 mm. by these waves. It is difficult to test thin structures by the side transversal waves that reflect from the opposite surface of IO and give off false signals [1].
2.1.7 Waves at an Interface of Two Media

The waves on the free surface of a solid are discussed above. An external medium on a limited area of the surface was introduced just to explain the wave excitation mechanism. When the solid surface is loaded with a liquid or hard medium, specific types of waves appear [1, 3, 6–8].

For a solid-liquid interface, with the sound velocity in a liquid \( c_p < c_s \), a surface wave along the interface generates a side wave in a liquid and thus decays (Fig. 2.5a). For a steel-water interface, a side wave amplitude decreases \( e \) times at a distance of 10 \( \lambda_s \). This feature classifies the wave as a leaking one.

Moreover, a wave can predominantly propagate in a liquid with a velocity less than \( c_p \) (Fig. 2.5b). In a solid, it is located in a layer of a thickness \( \lambda_p/2\pi \), while in a liquid it is located in the layer of a thickness much larger than \( \lambda \). The wave is used for testing the solid material surface by an immersion method. Similarly to the Rayleigh wave, it decays very slowly with the distance along the surface.

For an interface of two solid media (Fig. 2.5c) whose elastic modules and density differ insignificantly, the Stoneley wave propagates along the interface. It consists of something like two Rayleigh waves, each existing in its own medium, but both with identical propagation velocities that are lower than the velocities of spatial waves in both media. In each medium, the wave is localized in a layer of the thickness of a wavelength order and is vertically polarized. Such waves are used for the inspection of bi-metal joints.

Transversal waves propagating along the interface of two media and being horizontally polarized are referred to as the “Love waves” (Fig. 2.6). They arise when there is a layer of solid material on the solid half-space surface, with the velocity of transversal waves propagation less than in a half-space. The depth of the wave penetration in a half-space increases with a decrease of the layer thickness. When there is no layer, the Love wave in a half-space transforms into a spatial one, i.e., into a horizontally polarized plane transversal wave. The Love waves are used for testing the quality of coatings on the IO surface.
2.1.8 Waves in Layers and Plates

In bodies containing two free surfaces (a plate), specific types of elastic waves can propagate [1, 3, 6, 7]. They are called the “waves in plates” or the “Lamb waves” and are attributed to the normal waves, namely the waves propagating (transporting the energy) along a plate, a layer or a bar, and stationary waves (where energy is not transported) in a perpendicular direction. The solution to the wave equation for a plate with boundary conditions, when stresses on both surfaces are equal to zero, gives a system of two characteristic equations for the wave number $k_p$. It has two or more positive real roots, depending on the product of a plate thickness and frequency. A certain type of the wave (a mode) in the plate corresponds to each root.

To illustrate the physical essence of the waves in plates, let us consider the formation of normal waves in a liquid layer. Let a plane longitudinal wave fall outside onto a layer of thickness $h$ (Fig. 2.7) at an angle $\beta$. Line AD shows the incident wave front. Because of the refraction at the interface, the wave with a CB
front arises in the layer. The wave propagates at an angle $\alpha$ and reflects many times in the layer. At a certain angle of incidence, the wave reflected from the lower surface coincides in a phase with a direct wave that propagates from the upper surface. We can define the angles $\beta$ or $\alpha$, $\sin \beta / c_1 = \sin \alpha / c_2$, where $c_1$ and $c_2$ are velocities of the sound in a media, at which this phenomenon is observed.

As is known, the difference phases of the direct and the reflected waves are determined as

$$2\pi \left( \frac{AEB}{\lambda_2} - \frac{DB}{\lambda_1} \right) = 2\pi \left( \frac{2h}{\lambda_2 \cos \alpha} - \frac{2h \tan \alpha \sin \alpha}{\lambda_1} \right) = \varphi.$$  (2.24)

Here, $\lambda_1$ and $\lambda_2$ are the wavelengths in an upper medium and in a layer. The condition of phase coincidence is attained if $\varphi = 2n\pi$, where $n$ is an integer. Hence,

$$h \cos \alpha = n\lambda_2 / 2.$$  (2.25)

Thus, a wave in a layer is caused by the interference of the waves propagating in different directions. Interference (from the Latin “inter,” meaning “mutually,” and “ferio” meaning to “strike” or “hit”) is the process of combining two or several waves in space. A monochromatic wave that spreads zigzag-like along a layer under condition (2.25) can be considered to be a wave that envelopes all the sections of a layer and moves along it. It differs from the above-mentioned waves by the velocity that varies, depending on frequency, i.e., velocity dispersion takes place.

Using a wave in a layer as an example, it is convenient to consider the concept of phase and group velocities. A group velocity characterizes the velocity of energy propagation in the direction of a wave motion. A wave pulse is a typical energy carrier. Since a pulse in a layer propagates zigzag-like, the energy propagation velocity by this wave along a layer is (Fig. 2.8) [1]:

$$c_g = c_2 \sin \alpha.$$  (2.26)
A phase velocity determines the velocity of phase propagation in the direction of wave propagation. It is equal to the velocity of the phase variation of an incident wave along the layer, i.e., it is determined from the sine law:

$$\sin \beta /c_1 = \sin \alpha /c_2 = 1/c_{\text{ph}}; \quad c_{\text{ph}} = c_2 /\sin \alpha.$$  \hspace{1cm} (2.27)

Since a newly formed wave moves along the layer, its refraction angle is $90^\circ$. The angle $\alpha$ is evaluated from (2.25). As a result, we get

$$c_g = c_2 \sqrt{1 - (n\lambda_2^2/2h)^2}; \quad c_{\text{ph}} = c_2 /\sqrt{1 - (n\lambda_2^2/2h)^2}. \hspace{1cm} (2.28)$$

Thus, the phase and group velocities of normal waves depend on the frequency of elastic vibrations and the layer thickness. The dispersion curves, i.e., the graphs of the $c_{\text{ph}}/c_2$ versus $h/\lambda_2$ dependence are shown in Fig. 2.9. At the points where $h/\lambda_2 = 1/2; 1; 3/2, \text{ etc.}$, phase velocities tend to infinity. It means that the whole surface vibrates simultaneously, and $c_g$ in these cases is equal to zero.

When $h/\lambda_2 \rightarrow \infty$, for all values of $n$, velocities $c_g$ and $c_{\text{ph}}$ of normal waves tend to $c_2$, i.e., the spatial wave velocity. The waves with the odd values of $n$ are called symmetric because the motion of particles within these waves is symmetric about the layer axis, and the waves with even values of $n$ are antisymmetric.

The formula for the relation of phase and group velocities is known

$$\frac{1}{c_g} - \frac{1}{c_{\text{ph}}} = - \frac{f}{c_{\text{ph}}^2} \frac{dc_{\text{ph}}}{df}. \hspace{1cm} (2.29)$$

Dependences (2.27) and (2.28) satisfy this equation.

Regarding solid layers (plates), it should be noted that the essence of the phenomenon, i.e., the formation of standing waves along a plate thickness due to interference of normal waves, remains here, although the conditions of formation of normal waves are more complicated due to the presence of longitudinal and transversal waves. Due to reflection, these waves are partly transformed into one another, and the wave phase can vary by an aliquant $\pi$ number.
In Fig. 2.10, a system of dispersion curves for the phase velocity of waves in a steel plate is plotted. Zero indices indicate the modes that transform into a surface wave with an increase of the plate thickness. These waves exist at any frequency and for any thickness of plates. A zero symmetric mode \( s_0 \) (Fig. 2.11a) corresponds to the wave of extension-compression, while a zero antisymmetric mode \( a_0 \) under condition \( h \ll \lambda \) (Fig. 2.11b) corresponds to the bending wave. For a wave \( s_0 \) under condition \( fh \to 0 \), phase and group velocities are the same since there is no dispersion.

In the considered modes of normal waves, the medium particles vibrate in their propagation plane. They are caused by the interference of longitudinal and transversal vertical polarized waves. In a plate, the waves can also be formed due to the interference of transversal horizontally polarized waves. When the waves are reflected from the plate boundaries, the waves with horizontal polarization are not...
subjected to transformation, and a system of dispersion curves is similar to that shown in Fig. 2.9.

In a plate, as well as in a waveguide, normal waves propagate over large distances. This permits using them successfully in testing the sheets, shells, and pipes that are 3...5 mm or less thick. The change of the waveguide cross-section and the presence of heterogeneity (defects) in it, cause the reflection of normal waves. It should be noted that the changes in the wave propagation conditions in a waveguide are caused not only by transversal but also by longitudinal defects—for example by the laminations located along the wave propagation direction. The defects located along the spatial wave propagation direction are poorly detected; this feature is useful in flaw detection.

As has already been shown above, the Love waves are very important surface waves that propagate in a layered media. The phase velocity of a Love wave is higher than the velocity of a transversal wave in a layer, although it is lower than their velocity in a half-space. From the solution of the known equations [7], it follows that the dispersion of Love waves is due to the presence of a dimensional parameter, i.e., a layer thickness.

Strictly speaking, Love waves are not true surface waves because they are caused by layered media. Various roots of a dispersion equation characterize the corresponding normal modes, and their number is larger than the product of the wave number $k_2$ (transversal wave) and the layer thickness $h$. Sometimes, Love waves are interpreted simply as the lower mode of vibrations that exists on all layer thicknesses, including the condition $k_2 h \to 0$. These waves, like the Rayleigh waves, are observed during earthquakes, since the earth’s crust has a lamellar structure. Lately, they have been used for the creation of dispersion delay lines.

### 2.1.9 Waves in Bars

In bars, as well as in plates, there are normal waves that propagate in the direction of their length and create a system of standing waves in a transversal cross-section. These waves are sometimes called the Pochhammer waves. For bars with a different shape of the cross-section (round, square and other), special systems of dispersion...
curves take place that indicate symmetric and asymmetric modes. The velocity of a mode $s_0$ in a bar is less than in a plate.

Except for the already mentioned symmetric and asymmetrical waves, a twist wave can propagate in a bar or a pipe. Vibrations in a twist wave arise due to rotation about an axis of a certain cross-section of a bar or a pipe. Different modes of normal waves in a bar are excited by an off-normal incidence of a longitudinal wave from an external medium or by electromagnetic-acoustic method (a twist wave).

### 2.1.10 Other Types of Waves

Besides the waves described above, there are other types of surface waves in solids that can be used in technical diagnostics and nondestructive testing of objects. First of all, the surface waves in crystals must be mentioned [3, 5, 7]. Today, the existence of surface waves in most directions of any cross-section of crystals is proved. Owing to the anisotropy of their elastic properties, a plane surface wave has three components of displacement, and its wave vector does not coincide with the direction of the group velocity vector. Only for crystal symmetric directions, the vectors of the group and phase velocities are collinear, and the paths of particles lie in the plane that passes through the wave vector and a normal to the surface. These surface waves are very similar to the Rayleigh waves in an isotropic solid, and so they are sometimes called the “Rayleigh-type waves” [5].

A typical example of such a wave is the wave that propagates in the $ZY$ direction— the cross-section of the lithium niobates piezoelectric crystal. It is worth noting that in piezo-crystals, the surface wave is usually accompanied by a quasi-static electric field, and this feature is used in different acoustic-electronic devices of signal processing.

A piezoelectric effect in a number of cases leads to the formation of purely shear surface waves known in the literature as the “Guliaev-Bleustein” waves. They, unlike the Rayleigh waves, are weakly heterogeneous and decrease with depth at a certain distance depending on the coefficient of electromechanical coupling. Hence, they depend less on the surface irregularities and are used in the acoustic-electric devices that operate at super-high frequencies. The waves of this type can exist in non-piezoelectric materials at the presence of external fields: electric (due to a resulting piezoelectric effect), and magnetic (the action of the Lorentz force on electrons in metals). In such cases, it is possible to inspect the depth of the wave localization by applying a field of specific value [7].

There is an analogy, however, only with the electromagnetic waves in a metallic comb, for shear surface waves that propagate along a periodically unequal solid boundary (Fig. 2.12) [7]. Wave equations and critical conditions in both cases are identical. Therefore, it is possible to reach the conclusion, based on the known solution for electromagnetic waves, that in the system under discussion a surface wave can propagate with the phase velocity of
where $a$, $l$ and $h$ are the geometrical parameters of a medium of propagation of waves, $k$ is the wave number.

Equation (2.30) is valid under condition $kl \ll 1$. Thus, it yields that at certain values of $a$, $l$, and $h$, the surface wave velocity $c$ can be significantly less than $c_r$.

A number of surface waves are defined purely by geometrical factors. On a convex cylinder surface of a solid, except for the Rayleigh type waves, there should also be non-Rayleigh surface waves with polarization in the plane that passes through a wave vector and a normal to the surface. A component of longitudinal motion in those waves behaves like the motion in the Rayleigh wave, decreasing with depth by an exponential dependence. A shear component, decaying with depth, oscillates; such waves are called “mixed-type” waves. Their velocity is somewhat higher than the velocity of a shear wave, and it is attained asymptotically with an increase of the cylinder radius. In convex cylinders, there are purely shear surface waves that are polarized parallel to the surface. Since the reflection of horizontally polarized shear waves is similar to the reflection of waves in a liquid, such surface waves do not differ from mixed-type ones.

Other linear waves, which propagate along the elastic wedge edges, are also known to exist (Fig. 2.13) [7]. They represent another class of wave motions of a continuum that concentrates near the surface borders. The waves are similar to the surface ones, but they have not been studied comprehensively. They are analyzed by numerical methods, and calculations illustrate that an arbitrary field at the wedge edge, similar to any other waveguide, can be represented as the sum of vibration modes that propagate along the edge with their inherent phase velocities.

From the practical viewpoint, the most important modes of a wedge are the lower anti-symmetric ones. Their amplitudes also quickly decrease with depth, so that practically all the energy of a wave remains concentrated near the edge line. Owing to this fact, such waves are called linear or wedge waves. They are not dispersion waves, because the wedge is characterized only by an opening angle $\alpha_k$ rather than by linear sizes. The velocity of wedge waves diminishes with a decrease
of $\alpha_k$ and can be less than the velocity of a spatial transversal wave if $\alpha_k \approx 5 \ldots 10^\circ$ by one order of magnitude. Physically this is clear, because anti-symmetric waves in a sharp wedge are similar to those in a thin plate. The latter ones are also called the “lower anti-symmetric Lamb” modes or “bend waves.”

Finally, we should mention Sesave waves and the waves caused by the mechanisms of the field non-locality that are related to the medium microstructure. The first ones arise in the system: layer half-space, similar to the Love waves under condition of a small thickness of a layer (Fig. 2.6). In this case, there is only one mode of vibration, which transforms into a Rayleigh wave when $kh \to 0$. The following mode of such vibrations is a “Sesave” wave. It occurs when the velocity of transversal waves in a layer is larger than the transversal velocity of a sound in a half-space. These waves, as well as the Lamb waves, are widely used in acoustic electronics for making the surface wave waveguides operate according to a general principle of open waveguides [6].

The second ones cannot be explained from the position of continuum mechanics. The use of non-local continuum models permits predicting the occurrence of strongly heterogeneous surface waves whose amplitude also decreases at the depth of the order of atomic spacing in a lattice.

The surface wave types in solids discussed in this chapter do not include all the types of waves occurring in nature. This concerns, first of all, the waves in layered media [3, 4] and the others caused by various mechanisms.
2.2 Some Basic Acoustic Properties of Media

Acoustic properties of a medium are determined by its physico-mechanical properties: density, elasticity, structure, etc. The velocity of acoustic waves propagation for liquids or gases is determined at a given state of the medium (temperature, pressure) by a constant \[ c = \sqrt{\left( \frac{\partial \rho}{\partial p} \right)_s} = \sqrt{K\rho}, \]
where \( p \) is the pressure in the medium, and \( K \) is the module of a uniform compression (the ratio of pressure to the strain of volume change with a reverse sign). The index \( s \) shows that the derivation is done at a constant entropy. The velocity, as a rule, does not depend on frequency. However, in some materials the dispersion of velocity is observed in a certain frequency range, i.e., the dependence of velocity on the number of degrees of freedom of vibration motion of a molecule. In the frequency range that has been mentioned, an additional degree of freedom should be involved in vibrations: mutual motion of atoms inside the molecule. Investigation of the properties of materials and the kinetics of molecular processes by measuring velocity and damping of acoustic waves is the subject of molecular acoustics. Isotropic solids are characterized by the velocities of elastic wave propagation determined by formulas (2.20) and (2.21) (see Table 2.1). These two values of velocities can be used as a pair of elastic constants instead of the Lame coefficients or modules of elasticity.

A crystal solid is an anisotropic medium. Its properties vary depending on the directions, and the maximum possible number of independent elastic constants is 21. However, the presence of a crystal symmetry diminishes the number of independent elastic constants for the majority of them. In a crystal, three elastic waves can propagate with different velocities in every direction. In an isotropic solid, longitudinal wave and two transversal waves with mutually perpendicular directions of vibrations correspond to them. The velocities of these transversal waves are identical. In a crystal, a displacement vector in each wave has the components, which are both parallel and perpendicular to the propagation direction, i.e., each wave will be neither purely longitudinal nor purely transversal [1].

The group velocity that determines the direction of the energy flow \( J \), due to the anisotropy of crystal characteristics, does not coincide with the direction of the wave vector \( k \), although the wave fronts remain perpendicular to \( k \). An angle between \( J \) and \( k \) is spatial and can be of tens of degrees.

The acoustic wave propagation velocity is a function of temperature. This dependence is characterized by a change of velocity by one degree of temperature. For gases, this value is positive, while for liquids and solids, it is negative—an order of 0.01…0.05%.

2.2.1 Impedance and Wave Resistance of a Medium

The term “impedance” (from the Latin “impedio,” meaning “oppose”) means “resistance.” Acoustic impedance is determined as a ratio of a complex sound pressure
to a spatial vibration velocity. This concept is used, in particular, for the description of acoustic wave propagation. In the extended medium, the concept of specific acoustic impedance is introduced by using the correlation of sound pressure with the vibration velocity (not spatial). Since only this case is considered here, the term “specific” is omitted (a mechanical impedance differs from an acoustic) in what follows.

If a plane harmonic wave propagates in a liquid medium, then according to formula (2.12), acoustic impedance is equal to \( z = p/v = \rho c \). This value characterizes a medium in which the wave propagates. It is called the “wave resistance” of a medium or its characteristic impedance. This concept of impedance is also used for a solid (for longitudinal and transversal waves), defining it as a ratio of the corresponding mechanical stress to the vibration velocity of a medium particles taken with a reverse sign (see Table 2.1).

The origin of the term “impedance” is related to the system of electromechanical analogies, in which voltage is compared with pressure, and current with velocity. From the physical viewpoint, acoustic and mechanical impedance shows how difficult it is to “loosen” the system or the degree of the system’s incompliance with vibrations.

### 2.2.2 Decay of Elastic Waves

A decrease in the plane harmonic wave amplitude as a result of its interaction with a medium takes place according to the law \( e^{-\delta x} \), where \( x \) is the distance that the wave passes in the medium and \( \delta \) is the damping coefficient. In what follows, the term “damping” will refer only to the wave amplitude decrease that is taken into account by an exponential multiplier, contrary to a decrease in the amplitude related to the wave front extension, e.g., in a spherical wave.

The value that is the reverse of the damping coefficient illustrates the distance at which the wave amplitude decreases \( e \) times, where \( e \) is the Napier number; therefore, the dimension of the damping coefficient is \( m^{-1} \). In the literature [1], this unit is sometimes written as Np/m. However, this unit is not foreseen by the State Standard of Ukraine. The damping coefficient is often expressed by the number \( N \) of negative decibels, by which the wave amplitude decreases at a unit distance of its propagation \( x = 1\text{m} \times N = 20\lg e^{-\delta l} = -8.68 \text{dB/m} \left(1 \text{m}^{-1} = 1 \text{Np/m} = -8.68 \text{dB/m}\right) \).

The damping factor consists of the coefficients of absorption \( \delta_1 \) and dissipation \( \delta_2 \): \( \delta = \delta_1 + \delta_2 \). During absorption, a sound energy transforms to thermal, and during dissipation the energy remains sonic, but is emitted by a wave whose propagation is directional. Absorption is conditioned by ductility, elastic hysteresis (i.e., by a different elastic dependence during extension and compression), and heat conductivity. The last absorption mechanism is conditioned by the fact that the process of acoustic wave propagation is considered to be adiabatic. The extension
or compression of an elementary volume accompanied by the temperature alteration
is so short that the process of temperature equalization cannot be taken into account.
In fact, there is a heat conductivity that assists in the loss of vibration energy. There
are also other mechanisms of absorption revealing themselves at frequencies higher
than those used in technical diagnostics and nondestructive testing of components
and structural elements.

The dissipation of waves occurs due to the medium heterogeneities whose wave
resistance differs from a medium one; their sizes are commensurable with the
wavelength. A difference in the wave resistances causes the reflection of waves.
Small sizes and a large number of heterogeneities specify a statistical character of a
dissipation process. Such heterogeneities can be represented, for example, by the
inclusion of various types in alloys, solid particles, or bubbles of air in water. In
gases and liquids, which do not contain foreign particles, there is no dissipation, and
the damping is determined by absorption. The absorption coefficient is proportional
to the square of frequency. Therefore, a value \( \delta' = \delta/f^2 \) is introduced as a char-
acteristic of sound absorption in liquids and gases.

The absorption coefficient in solids is proportional to the frequency \( f \) (glass, biological tissues, metals, some plastics), or \( f^2 \) (rubber, majority of plastics). For the
same medium, the absorption of transversal waves at \( f = \text{const} \) is less than for
longitudinal ones; this is because transversal vibrations are not conditioned by the
change in a volume and there are no heat conductivity losses.

There is no dispersion in homogeneous amorphous solids such as glass and
plastic. A weak dispersion in them can arise due to internal stresses that cause the
change in elastic wave velocity and their refraction. In heterogeneous materials
such as cast iron, granite, concrete, etc., dispersion is very large. Considerable
dispersion is also observed in most metals, even at a high degree of homogeneity
[1].

As is known, metals have a polycrystalline structure and consist of a great
number of crystals (grains)—single crystals that are not clearly facetted. All crystals
are most often randomly oriented; at the transition of elastic waves from one
crystallite into another, their velocity can vary to a greater or lesser degree due to
their anisotropy. As a result, a partial reflection, refraction, and transformation of
wave types appears that determine the mechanism of dispersion. The greater the
elastic anisotropy of crystals, the larger the dispersion. Anisotropy is also charac-
terized by the parameter of elastic anisotropy. In a cubic crystal, it is a measure of
relative resistance of crystals to two types of shear deformation. A large anisotropy
is typical of copper, zinc, and austenitic stainless steel; a small elastic anisotropy is
typical of tungsten and aluminum. Alpha iron and carbon steels belong to inter-
mediate materials according to the value of elastic anisotropy and dispersion.

The value of the dispersion coefficient in a medium is greatly affected by the
correlation of the average size of heterogeneities and the average distance between
heterogeneities with the elastic wavelength. In metals, the medium parameter that
significantly affects the dispersion of crystals is the average size of a particle \( \bar{d} \). In
the case of $d \gg \lambda$, coefficient $\delta_2$ is proportional to $f^4$ (Rayleigh dispersion) (Fig. 2.14). Then, total damping is calculated by the equation

$$\delta = A f + B f^4 \frac{d}{\lambda},$$

where $A$ and $B$ are the constants, and $f$ is the frequency of vibrations. The term $Af$ is caused by absorption, and it dominates at low values of $f$. In the region $4 \leq \lambda / d \leq 10$, coefficient $\delta_1$ is proportional to the product $df^2$.

In metals with different grain size, the power index at $f$ varies from 2 to 4, and maximum damping is observed when $\lambda \approx d$. In carbon steel, grains consist of a great number of fine plates of iron and cementite (Fe$_3$C). Their sizes are considerably smaller than the average size of grain $d$. This is probably the reason that in a wide range of frequencies up to the values of $f = 4\ldots5$ MHz in fine-grained carbon steels, the damping is determined by absorption, i.e., it is proportional to frequency. In austenite steel welded joints, the crystal orientation is ordered.

In general, a wave field generated by the AE source consists of elastic waves of different types: spatial longitudinal and transversal waves that, in their turn, generate the surface Rayleigh, Lamb, and other waves (Fig. 2.15). These waves propagate with various velocities and damp according to different laws. Thus, for instance, the damping of spatial longitudinal waves is proportional to $R^{-2}$, where $R$ is the distance from the source to the observation point. Surface waves, such as Rayleigh and Lamb waves, damp proportionally to $R^{-1}$ and are capable of carrying information on the AE source character at the distance greater than spatial waves.

In paper [10], a problem concerning the evaluation of elastic displacements in Rayleigh waves excited by the vertical harmonic point force source, which acts at a depth $h$ under the surface of an elastic half-space, is solved. It shows that with the growth of $h$, the amplitude of waves decreases, and under condition
h ≥ (2...3)λ (λ is the wavelength), it tends to zero. The authors of [11] showed that due to the difference in the damping of spatial and surface waves, at large distances from the AE source, surface waves prevail even when the source mainly generates spatial waves. They stated the prevalence of that or other types of waves depending mainly on mutual locations of an AE source and an AET mounted on the IO. Therefore, in the case of their locating on one side of a plate, the Rayleigh wave prevails, while in other cases, when a source is inside a plate or when a source and a receiver are on different sides of the plate, the sequence of spatial longitudinal and transversal waves prevails in a waveform.

In paper [12], the propagation of elastic waves in pipe specimens of 17G1SU steel with various wall thicknesses was investigated using the method of “sounding.” Wide-band AETs were used for emitting and sensing elastic waves. To study the effect of water on the character of elastic waves propagation, experiments were performed on water-filled specimens. It was found that after filling the specimen with water, the velocities of elastic waves did not change, and only the dynamic parameters of the wave field underwent changes: the amplitude of spatial waves diminished, and vibrations arose between the appearance of longitudinal and transversal waves. The effect of the pipe specimens filling with water on the waveform was studied for various wall thicknesses h of specimens, taking into account the dimensionless parameter kh, where k = 2π / λ is the wave number and λ is the wavelength. The physical essence of this parameter is that it determines the conditions of elastic wave propagation in pipe specimens: kh ≈ 1 corresponds to the conditions of wave propagation in a plate, kh ≫ 1 is for wave propagation in an infinite medium. The variation range of kh is from 2 to 10. At the values of kh > 10, the effect of water on the damping of elastic waves was not observed (Fig. 2.16).

Authors [12] suppose that the main contribution to the energy of wave package is given by Lamb waves, whose amplitude is by one order of magnitude higher than the amplitude of longitudinal spatial waves. The filling of a pipeline with water causes distortion of the wave forward front structure, producing an error during the AE signal location in the hydrotesting of pipelines.

Figure 2.17 shows the effect of pipe steel degradation in the feeding pipelines of supercritical pressure power units of thermal power stations on the damping of AE elastic waves. A knee pipe about 1130 mm long, cut out of the pipeline and not
filled with the service environment, was investigated. For AE sounding, a probe-simulator of the AE pulses was used. The operating time of large-scale equipment was over 120,000 h.

Mechanical pulses were excited by electric rectangular pulses of voltage 12.5 V and frequency of 0.4 Hz. In order to select and record the AE signals, the AETs (see Chap. 1) were used as a set of serial AE devices that have various gain-frequency

Fig. 2.16 Dependence of elastic wave amplitudes damping A (arbitrary units) on the value of $kh$ and a passing distance $x$: a $kh = 2$; b $kh = 10$; 1 is for a specimen without water, 2 is for a specimen with water

Fig. 2.17 Elastic AE waves damping while passing through the degraded material of a pipe bend made of 16GS steel, recorded by the resonance (a) and a wide-band (b) TAE: resonance frequency is 260 kHz (1); 320 kHz (2); 560 kHz (3); 810 kHz (4)
characteristics. They are mounted on the external surface of the pipe through a layer of acoustic transparent oil at certain distances from the stationarily installed sound simulator. The external diameter of the knee pipe was 410 mm, and its wall thickness was 55 mm.

As follows from the results of investigations (see also Table 2.2), the AE signals damp in a different manner depending on their frequency range. The design features of AET significantly affect this parameter as presented below:

Thus, the character of the wave field depends on the mutual arrangement of an AE source and a receiver, the source type and IO, frequency characteristics of the primary transducer. This means that in each case it is necessary to carry out experimental studies regarding the effect of the above-mentioned factors on the formation of the wave field that irradiates an expected or known AE source.

### 2.2.3 Diffraction of Elastic Waves

Diffraction (from the Latin “diffractus” meaning “broken down”) of waves is a deviation of waves from the geometrical laws of propagation when interacting with obstacles. Hence, the diffraction of a sound (and ultrasound) is a deviation of the sound behavior from the laws of geometrical (ray) acoustics, conditioned by the wave nature of a sound. The elastic fields created by an initial wave diffraction on the obstacles are called “scattered” or “diffracted” waves [1].

We should consider the diffraction of elastic waves on the objects of a regular geometrical shape simulating real defects. Usually, it is very difficult to get the exact solution to most problems on elastic waves diffraction. Therefore, approximate methods are used for this purpose.

According to Young’s theory, the field that arises due to a wave diffraction is caused by the interference of waves that propagate according to geometrical laws as well as by diffracted waves that arise at the critical points with discontinuous boundary conditions. The boundaries of the obstacles—edges on their surfaces—are the locus of such points. According to the Fresnel theory, a diffraction field

<table>
<thead>
<tr>
<th>Medium</th>
<th>Frequency $f$, MHz</th>
<th>Damping coefficient $a/f^2$, $10^{14}$ s$^2$/m = $10^5$ m$^{-1}$ MHz$^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td>1.1...1.4</td>
<td>1670...2000</td>
</tr>
<tr>
<td>Water</td>
<td>7...250</td>
<td>2.5</td>
</tr>
<tr>
<td>Glycerin</td>
<td>0.5...4</td>
<td>250</td>
</tr>
<tr>
<td>Kerosene</td>
<td>6...21</td>
<td>170</td>
</tr>
<tr>
<td>Vinegar acid</td>
<td>0.5</td>
<td>9000</td>
</tr>
<tr>
<td>Oil (transformer)</td>
<td>1...5</td>
<td>130</td>
</tr>
<tr>
<td>Mercury</td>
<td>20...50</td>
<td>1.2...1.3</td>
</tr>
<tr>
<td>Alcohol ethyl</td>
<td>1...220</td>
<td>5.4</td>
</tr>
</tbody>
</table>
appears due to the action of fictitious secondary sources excited by an incident wave on the obstacle during the reflection or outside it (during passing). For the same conditions, the calculation results obtained using both methods coincide.

**Diffraction on a slot edge and on a strip.** An infinitely thin slot simulates real defects, such as lamination, extended crack, or faulty fusion, and its edge is the edge of the corresponding defect. The diffraction field calculation in this case is usually done using the Sommerfeld method, which is actually Young’s theory development for plane obstacles. From each point of the edge (Fig. 2.18), a diffraction wave propagates as a cone, one of its generatrices being a continuation of the incident longitudinal wave ray; the transformed transversal wave forms another cone. Moreover, there are waves that spread along the slot surface. Amplitudes of all these waves are proportional to the amplitude of the incident wave, though by 1…2 orders less.

If a slot is not semi-infinite and is of a finite width, there are two edges, on each of which the diffraction waves similar to those considered in Fig. 2.18 appear. When a limited bunch of rays of an elastic wave covers both edges of the strip, and a mirror reflection from the strip does not reach the receiving transducer, its signal is determined by interference of diffracted waves from the edges. The points on the reflecting edges (similar to real defects), on which diffraction waves appear giving maximal contribution to the scattered wave field, are called “bright points.”

**Diffraction on a hollow disk.** Small-sized, crack-like defects are simulated by a disk. A reflector is considered to be a hollow one if stresses on its boundaries are equal to zero. A problem on diffraction upon a disk is among the problems on the diffraction of elastic waves upon the small-sized objects in comparison with a wavelength. The exact solution of similar problems consists of expanding the incident and scattered waves into a series by functions close to the object shape. Oblate spheroidal functions are used for a disk, i.e., eigenfunctions of a wave equation in the system of oblate spheroidal coordinates that coincide with the disk surface.

---

**Fig. 2.18** Formation of diffraction cones of longitudinal (1) and transversal (2) waves at an inclined incidence of a longitudinal wave on the slot edge
Expansion into a series is carried out, assuming that the value of \( k_1 b < 2\pi \), where \( k_1 \) is the wave number for a transversal wave, and \( b \) is the disk radius. In the incident wave, coefficients of the series terms are known, while in the scattered longitudinal and transversal waves they are unknown. They are to be found from the boundary conditions: the normal and tangential stresses on a hollow disk surface are equal to zero. These conditions should be satisfied for the terms of identical powers in a series for the incident and scattered waves. Figure 2.19 shows the solution for perpendicular incidence of a longitudinal wave on a hollow disk in an aluminum body.

As we can see, the amplitude \( A_d \) of a scattered longitudinal wave at small angles of observation grows in a non-monotonous manner with the growth of \( k_1 b \). At the same time, the directional diagram of the scattered wave narrows.

Diffraction on a cylinder, sphere, or ellipsoid. These objects simulate the real defects, such as pores, slag inclusions of various shapes, etc. They have a smooth convex surface. From the viewpoint of diffraction theory, they differ from the slot edge, strip, and disk by the absence of bright points, and the diffraction waves appear in every point on their surface.

A problem concerning diffraction on a cylinder is solved by expanding the scattered and incident wave potentials into a series by cylindrical functions. If \( kd \) is assumed to be of small value, where \( k \) is the wave number for longitudinal or transversal waves and \( d \) is the cylinder diameter, the solution is called a “long-wave approximation,” and if \( 1/kd \), it is considered to be a “short-wave approximation.”

An energy (ray) approximation \((d \gg \lambda)\) yields the following expression for the amplitude of reverse reflection from a cylinder \( B_c = 0.5\sqrt{d/\lambda} \). The long-wave approximation for \( d \ll \lambda \) gives the value \( B_c = 7.4(d/\lambda)^2 \). The change in \( B_c \) for intermediate values of \( d/\lambda \) shows significant differences in the diffraction of various wave types (Fig. 2.20).

Fig. 2.19 Amplitudes of the longitudinal wave scattered on a hollow disk in aluminum at different observation angles \( \theta \): solid lines correspond to a model for a solid; the dashed line is the Kirchhoff approximation for \( \theta = 0 \).
Curve 2 for a longitudinal wave rather precisely coincides with the energy theory data (curve 1) up to the values of \( d/\lambda \geq 0.2 \), and the reflection amplitude of a transversal wave coincides only up to \( d/\lambda \geq 2 \). At smaller value of \( d/\lambda \), the theory predicts the occurrence of oscillations for a transversal wave reflection (curves 3, 4). These oscillations are especially large for waves with vertical polarization (perpendicular to the cylinder axis, curve 4). However, the results show (curve 5) that for a pulse character of irradiation theoretically calculated for continuous irradiation, there are either no oscillations of function 5 or they are very small, even though curve 4 is lower than for the energy theory.

The origin of oscillations and their smoothing can be explained by a short-wave approximation [13]. It is shown that in the case of a transversal vertical polarized wave incidence (Fig. 2.21), various types of waves are formed: transversal (Fig. 2.21a) and longitudinal (Fig. 2.21b), transformed from a transversal. A ray of the incident transversal wave that touches the cylinder surface excites the heterogeneous wave of a transversal type (Fig. 2.21c), which envelops the surface of the cylinder (enveloping wave).

Figure 2.21d shows the same wave that envelops the cylinder in a reverse direction (for other waves, which are examined below, the variants of reverse enveloping are not shown). These two waves generate transversal waves of sliding that starts from every point of a cylinder tangential to its surface.

A ray that falls on the cylinder surface at the third critical angle (Fig. 2.21e) generates a longitudinal enveloping wave (a head wave) which, in turn, generates the wave of sliding also of a transversal type that begins at the third critical angle. The ray of the incident transversal wave that passes close to the cylinder (Fig. 2.21f) creates an enveloping wave of the Rayleigh type, which also
re-irradiates the energy into space in the form of a transversal sliding wave, because it propagates along a concave surface.

Thus, except for the directly reflected elastic waves, three more transversal waves emerge in the observation point. These waves are generated by the enveloping waves of transversal, longitudinal and Rayleigh types. The amplitudes of the enveloping longitudinal waves are much lower than those of transversal and Rayleigh waves.

For a large diameter cylinder, the mirror reflected signal and a series of pulses of enveloping waves are clearly observed. With a decrease in the cylinder diameter, the pulses come closer, and they merge for the condition \( d/\lambda \approx 1.5 \), and their combined interference brings about oscillations. The condition of the lack of oscillations \( d/\lambda > 1.5 \) is close to the condition of coincidence of the experimental curve with the energy approximation curve \( (d/\lambda \approx 2) \).

Diffraction waves on a sphere are formed according to the same laws as on a cylinder. The difference is that during the longitudinal wave incidence on a sphere, the difference of amplitudes of the diffracted and mirror-reflected signals are fewer than for a cylinder. Due to an axial symmetry of the problem for a sphere, the rays that envelop a cavity at different directions arrive at the observation point simultaneously. This condition is satisfied only for a combined type of sounding \( (\theta = 0) \).

When a transversal wave falls on the sphere, the oscillations at various areas of its front are oriented differently with respect to the sphere surface; they can be expanded into vertical and horizontal polarized vibrations; the diffraction of which occurs by various laws. The intensive enveloping waves are typical only of the
vertical polarized vibrations, whose portion for a spherical object is less than for a cylinder.

For an elastic wave incidence on an ellipsoid or an elliptical cylinder, a diffraction field is formed; it has the features typical of diffraction on spatial objects, such as sphere or cylinder, and plane, such as disk or band. The prevailing type of diffraction depends on the degree of the ellipse oblateness determined by the ratio of the axes.

2.2.4 Refraction of Elastic Waves

Refraction—in the wide sense—is the same as the deflection of rays. Regarding acoustic waves, by refraction we mean a continuous variation of the acoustic ray direction in a heterogeneous medium. The velocity of the waves therein depends on the coordinates. This phenomenon is observed in a layered-heterogeneous and anisotropic medium, whose velocity varies according to a particular law. This medium is assumed to consist of an infinite number of infinite thin layers; in each layer, the elastic wave velocity is constant, but it varies step-wise at the boundaries of the layers. The sine law should be applied at the boundary of these two layers in order to determine the ray behavior: \( \sin z/c = \cos \gamma/c = \text{const} \), where \( \gamma = 90^\circ - \alpha \) is the sliding angle. The variation of velocity \( c \) causes the deviation of the rays from their linear propagation direction, thus forming both acoustic shadows and zones of energy concentration in which acoustic surfaces arise.

We should mention some examples of the media having variable velocity of wave propagation, such as welded joints of austenitic steel, transversal isotropic non-metal materials, surface-hardened components, rolls of cold rolling, axes and bushes of some mechanisms, etc. A special heat treatment mode improves hardness of the surface layers while the internal layers of metal remain unhardened, ductile. They are often called “raw” metals. Thus, in the non-destructive testing of materials, components, and structures, specific features of a material structure should be considered.

2.3 AE Sources

Since most objects inspected by means of nondestructive testing and technical diagnostics are made of metallic alloys, the classification of the AE sources, which generate AE signals during initiation and propagation of a fracture therein, is of special interest to researchers. According to [14] they can be classified as follows: dislocation processes of metal plastic deformation, phase changes, second-phase particles fracture, magnetic effects, surface phenomena and external effects, and material failure. Let us briefly consider some of them, since they were described in the previous chapter.
Dislocation processes. It is shown in [15] that even in aluminum monocrystals of a high degree of cleanness, the AE was generated at stresses lower than the threshold of macroscopic yielding of metal. Later on, a group of researchers discovered a similar effect for other metals. Thus, in paper [16], the AE generation is recorded in dependence on the defect energy of a crystalline structure of copper alloy monocrystals. Using the terms of redistribution and motion of dislocations, the effect of Bauschinger that also causes the AE generation is explained [17]. It is thought that mobile screw dislocation generates AE during motion from one low-energy state to the other, at this point eliminating the oscillation in a lattice [18] that is confirmed by certain theoretical calculations [19–21]. It should be noted that the energy of an AE signal, which is conditioned by a single dislocation, is very low and is therefore difficult to detect. However, a cooperative motion of many dislocations was recorded without much difficulty by modern devices [22].

Annihilation of dislocations. In [23–25], models of the AE origin during annihilation of dislocations on the free surface or during their crossing the interface between two sections of the metal with a different elasticity module were described. The validity of these models is proved by the fact that AE irradiates during the electrochemical removal of the Al₂O₃ film from aluminum specimens [26].

Uniform motion of dislocation groups. There have been studies in which it has been indicated that the number of dislocations involved during co-operative motion varies from several hundred to a few thousand pairs [27, 28]. For the continuous AE, these values can be considerably smaller—from 10 to 100. There is a hypothesis that even irradiation by dislocations of discrete AE is conditioned by uniform motion of a great number of dislocations [29–31]. However, these statements have been corrected, and have shown that the AE is generated only during accelerated or decelerated motion of dislocation groups [22, 28, 32].

Action of a dislocation source. During the action of any dislocation source for a short interval of time on a slip plane in the same direction, a great number of similar dislocations is released and a dislocation avalanche is formed. In [22, 33] it is established, from the analysis of literary sources, that the action of the Frank-Read source causes the AE from LiF monocrystals and metals. It is emphasized that on the silicon steel, the sources of dislocations appear at stresses lower than the macroscopic elasticity limit. The same is set for monocrystals of copper and zinc.

Dislocation breaking from the pinning points [22]. There are models in which the AE bursts are explained by the concepts of sudden pressure (avalanche) of newly formed free dislocations [33–35]. This was experimentally confirmed in papers [36–38] on various metals. For the development of the mentioned concepts, a hypothesis [39] was proposed, according to which dislocations move in the slip bands packages, each of them having a certain number (n) of dislocations. With the beginning of an unsteady plastic flow, the n is large and the AE irradiation is substantial. The behavior of other AE parameters can be explained by the fact that the density of dislocation packages is described by the Weibull distribution as a function of strain.

Formation of slip bands. Studies are known in which the dependences between the slip bands’ initiation and the formation of discrete AE in Mg, Cu, and Fe
monocrystals were investigated [35]. It was found that the appearance of the first AE pulse corresponds to the origination of the first slip band. The authors believe that the process of formation of the first slip band is simulated by a primary plastic flow caused by a creeping avalanche. It should be noted that such a model, although having the right to exist, is very blurred.

**Grain boundary slipping.** Since Kaiser’s studies [40], a hypothesis has been proposed that says that AE is conditioned by the motion of grain boundaries. However, modern achievements in AE studies refute these assertions, leaving them partly for description of the AE parameters generated in the case of deformation of lead and its alloys. Thus, we can disregard the viewpoint that the mechanisms of grain boundaries sliding are crucial or important sources of the AE [14].

**Microvoids coalescence.** It is commonly known that development of plasticity in metals includes the process of the formation of cavities or pores and their further development and coalescence. The mechanism of final coalescence can cause a spontaneous failure of ligaments between cavities. In this case, the AE pulses are also generated, and especially considerable AE arises during ligament breakage [22].

**Phase transformation.** A sudden transition of one metastable phase into another is, possibly, the first case of AE best revealed by man. The famous “cry of tin” [14, 22] is the most widely used example to illustrate the processes of AE generation. Such processes are basic AE sources in some metals under certain conditions of their deformation, and rarely occur when other AE sources are comparatively small. In this case, AE is an exceptionally accurate and useful factor for investigating transformation processes.

**Strain twinning.** The twinning of tin and zinc is the phenomenon known in metallurgy, which in the case of tin loading generates such AE that it is usually perceived by the human ear as a series of crunches [41]. Similar effects of AE generation are observed in titanium [42] and its alloys, and in zirconium [43] and zinc [44]. This proves that in these metals, the twinning is the basic source of AE, while the remaining mechanisms, including dislocation sliding, are the secondary ones.

**Elastic twinning.** The AE pulse [45] accompanies the initiation and disappearance of a single twin induced by the application of stresses to a calcite. It was established in [14] that the initial stages of a twin development and sliding are very similar processes. Therefore, the same model can be used to explain them [45]. This assumption today is insufficiently grounded to provide a clear distinguishing of the mentioned above mechanisms as the AE sources.

**Twinning expansions.** The AE was observed in zirconium with the expansion of twins [39]. The phenomenon has not yet been studied well enough and needs special investigations.

**Martensite transformations.** The AE appears during transformation of austenite into martensite, beinite, pearlite, and ferrite [46]. The most important characteristics of the AE parameters are as follows:

- The AE beginning coincides with the first martensite formation;
• The cumulative count of the AE attains the maximum at a martensite final temperature, i.e., the AE accompanies a transitional process;
• The cumulative count of AE increases with an increase of carbon content;
• The count rate is maximal at the temperature lower by 50 °C than the temperature of the beginning of martensite transformation. Thus, this temperature can be evaluated by the AE data;
• The cumulative count of AE per volume unit of martensite formation is very sensitive to carbon content, which is determined by the martensite morphology; and
• The lamellar formations of martensite irradiate the AE of a greater energy than the strip martensite. It is not caused simply by the relative value of the volume of the formations, but can be caused by high rates of a lamellar martensite growth.

These ideas are confirmed in papers [47–49], where the alloys of non-ferrous metals and steel were experimentally investigated. Some metastable steels irradiate AE at relatively high and uniform rates of plastic deformation [50–53]. This formed a basis for the study of the processes of martensite formation using the AE parameters.

*Beinitic, eutectoid reactions and other phase transformations* are also accompanied by the AE [54] generation, which to some extent can be used for their qualitative or quantitative estimation.

**Fracture of secondary phase particles.** In many cases, metal ductility depends on the fracture easiness of either a particle or the boundary between the particle and the matrix, as well as on the volume fraction of these particles, their distribution, shape, etc. Therefore, it is reasonable to expect that such failures are accompanied by AE, as they are the processes of local stresses relaxation. Every industrial alloy has its inherent concentration of the secondary phase particles. It can change from extremely fine-grained required precipitations in, for instance, areas of recrystallization in duralumin, to relatively large, undesirable inclusions, such as silicates in steels. The nature, size, amount, and the effect of every particle varies within a wide range, hence the AE generation is specific for every metal.

*Non-metal inclusions in steels.* In steels, the amount of inclusions reaches $10^{12}$...$10^{15}$ per tone of metal for relatively pure grades. Their composition, sizes, shape, properties, etc., are usually different, but they can be grouped as aluminates, silicates, or sulfides. The failure of such inclusions under mechanical stresses is accompanied by the AE [28, 53]. This occurs at almost all stages of deformation. In study [54], the mechanisms related to inclusions are distinguished as [54]:

• Decohesion of MnS streaks along the interface that is located parallel to the rolling plane;
• Fracture of the silicates streaks or MnS across or along the direction of rolling;
• Decohesion of MnS and failure of SiO$_2$ particles of a spherical shape;
• Failure of the piled-up dislocation groups at an inclusion during the break or decohesion of the last; and
• Friction between the surfaces of the failed brittle particles.
Carbides in steels. Some authors have devoted a number of papers to the problem of carbide fracture in steels [54]. In some of the papers it is proved that the majority of AEs are caused by failure of carbide plates in pearlite or at the ferrite grain boundaries. However, spheroidized carbides in pearlite emit a relatively low amount of AES. There is a scientifically sound assertion that grain boundary films fail under very insignificant deformations. Plates of pearlite fail at greater deformations depending on their size, and spheroidal particles fail within the strain range from 30 to 40%. There is a tendency of these processes to depend on the size, shape, and orientation of the particles in a metal.

Precipitations in aluminum alloys. The action of the AE sources in aluminum alloys is described in detail in [55], and the appearance of two AE peaks is vividly illustrated in paper [37], in which the aluminum alloy went through the yielding point at the early stages of deformation. It is shown that the first AE peak is caused by dislocation mechanisms, and the second by failure of the fine brittle intermetallic inclusions. These peaks split under the action of tensile strain, which was later verified by other researchers [54]. It is seen from the above that AE in most aluminum alloys is mainly the result of the fracture of solid particles. It should be emphasized that a dependence of fracture toughness was found on the brittle particles’ location in front of the macrocrack tip in aluminum alloy.

Fibers and fibrous composites. Mechanisms of initiation and development of fracture of different fibers and fibrous composites are described in detail in [56]. The AE caused by fiber failure are highly energetic and are well detected by equipment. Although individual features of the AE generation in materials differ, in the case of composites it is possible to quite easily distinguish the AE sources related to the material fracture mechanisms by the AE parameters [56].

Slag inclusions in welded joints. The fracture of slag inclusions takes place during a weld cooling, which is accompanied by the initiation of mechanical stresses. As a result, the AE emits (a detailed description is given in [57]).

Magnetic effects. Ferromagnetic materials subjected to mechanical stresses tend to order their domains so that the magnetostriction deformation is in the direction of the applied loading. The Barkhausen effect is observed in iron alloys caused by the turning of the domain walls. It is known [58–61] that such motion of domain walls under tensile deformation causes the AE generation during the elastic deformation of the material. This phenomenon forms the basis for investigations of a number of structural materials in order to determine their physical properties [54]. Recently, the methods of AE investigations, comprising the Barkhausen effect, have been more widely used in the non-destructive testing of products and constructions.

Surface effects. The AE is also generated during cracking or delamination of oxide layers from the surface of steel specimens. In other cases, the AE sources are also the traces of sliding lines; the formation of dimples that collapse as well as pores, cracks, or dislocations that come out on the surface are considered to be the AE sources [54]. It is also known [62–64] that the processes of surface friction are accompanied by the AE.

Fracture of materials. Fracture is a complex process that includes a number of possible mechanisms and phenomena that have already been described above as the
AE sources. It mainly concerns the formation and development of the processes of plastic deformation in front of the crack tip. Therefore, when investigating the AE during the fracture of metals, it is essential to clearly define the origin of AE signals, and to find their correspondence to proper mechanisms that occur in a metal at different stages of fracture (see Chap. 1). The most important of them are related to the processes that accompany metal plastic deformation, such as dislocation processes, initiation, and propagation of pores, inclusion failure, and cracking.

The start of a macro-crack and the stages of a macro-crack sub-critical growth are accompanied by discrete high-amplitude AE, which is described in detail in Chap. 5 of this monograph. These fracture stages have been quite well studied, which is attested to by the research results published in a number of monographs [65–71] and review papers [72–78]. Here we will mention only a few of them:

**Stress corrosion cracking.** This phenomenon is one of the most active AE sources. A number of high-strength steels under stress corrosion cracking in an NaCl environment generate the AE with energy that is proportional to the crack area. The AE during intergranular fracture is energetically higher than during transgranular cracking. A similar situation is observed for stress corrosion cracking of coarse-grained and fine-grained steels [54, 79]. The AE method presented above is successfully used for the estimation of the threshold stress intensity factor under stress corrosion cracking of steels [80, 81].

**Hydrogen embrittlement.** During the fracture of a hydrogen-induced embrittlement of steel, a high amplitude level of the discrete AE is also observed [54, 80, 82–84]. The energy level of AE signals during such processes is higher than under stress corrosion cracking. Taking this into consideration, the AE method has proved to be very useful in detecting and observing the delayed fracture in forgings and welded joints [57]. The studies have shown a good correlation between the rate of hydrogen-induced cracking and the AE parameters [85–87].

Summing up the above, Table 2.3 presents the most typical AE sources during initiation and development of fractures in metals.

It is worth noting that the AE is also generated during fracture initiation and propagation in other non-metal materials. Numerous publications in the world’s scientific journals are devoted to this phenomenon. Since there is a certain analogy in the propagation of elastic waves and in the AE sources action, we will not discuss it.

When conducting non-destructive testing of objects in industrial or in field conditions, the sources of AE can be gusts of wind, rain, snow, hail, etc., that cause the propagation of elastic AE waves as noise or background level of noises. This phenomenon should be taken into account when interpreting the results of non-destructive testing and diagnostics of the state of products and constructions. In Tables 2.4 and 2.5, the quantitative AE parameters and ranges of their variations are presented for the most characteristic sources of AE.
<table>
<thead>
<tr>
<th>Group</th>
<th>Source</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Motion of one dislocation</td>
<td>Below the susceptibility threshold of serial equipment</td>
</tr>
<tr>
<td></td>
<td>Annihilation of dislocations on the free surface</td>
<td>Below the susceptibility threshold of serial equipment</td>
</tr>
<tr>
<td></td>
<td>Self-annihilation of a couple of dislocations</td>
<td>Below the susceptibility threshold of serial equipment</td>
</tr>
<tr>
<td></td>
<td>Fracture of a dislocation loop</td>
<td>Below the susceptibility threshold of serial equipment</td>
</tr>
<tr>
<td></td>
<td>Uniform motion of a group of dislocations</td>
<td>Below the susceptibility threshold of serial equipment</td>
</tr>
<tr>
<td></td>
<td>Action of the Frank-Read source</td>
<td>Possible source of AE, but not prevailing</td>
</tr>
<tr>
<td></td>
<td>Action of the source of dislocations located at the grain boundary</td>
<td>Possible source of AE, but not prevailing</td>
</tr>
<tr>
<td></td>
<td>The avalanche of the dislocation—dipoles capture phenomena that occur at the grain edge</td>
<td>Possible source of AE applied in fatigue testing at small deformation</td>
</tr>
<tr>
<td></td>
<td>Non-fixing of dislocations or breaking of dislocations</td>
<td>Source is proved soundly</td>
</tr>
<tr>
<td></td>
<td>Formation of a slip band</td>
<td>It is not the basic mechanism</td>
</tr>
<tr>
<td></td>
<td>Slipping in the grain lattice</td>
<td>Possible only in lead alloys at 20 °C</td>
</tr>
<tr>
<td></td>
<td>Deformation at which twinning takes place</td>
<td>Possible source in certain metals and alloys</td>
</tr>
<tr>
<td></td>
<td>Formation of elastic twins</td>
<td>Possible, but does not refer to metals</td>
</tr>
<tr>
<td></td>
<td>Extension of twins</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Martensite transformations</td>
<td>Steel, brass</td>
</tr>
<tr>
<td></td>
<td>Bainitic resistance in steels</td>
<td>Requires investigations</td>
</tr>
<tr>
<td></td>
<td>Phase transformations in tin</td>
<td>Not identified</td>
</tr>
<tr>
<td></td>
<td>Non-metal inclusions in steel</td>
<td>Obviously play very important part in industrial steels</td>
</tr>
<tr>
<td></td>
<td>Carbides in steels</td>
<td>Obviously play an important part in industrial steels</td>
</tr>
<tr>
<td></td>
<td>Phase precipitation in aluminum alloys</td>
<td>Dominant source</td>
</tr>
<tr>
<td></td>
<td>Fibers in composites</td>
<td>Dominant source</td>
</tr>
<tr>
<td></td>
<td>Slag inclusions in seals</td>
<td>Play an important part</td>
</tr>
<tr>
<td></td>
<td>Motion of magnetic domain wall (the Barkhausen effect) Superconductivity</td>
<td>Very important, but not in most cases</td>
</tr>
<tr>
<td></td>
<td>Surface oxides</td>
<td>A source is very effective, sometimes is used successfully</td>
</tr>
<tr>
<td></td>
<td>Surface coatings</td>
<td></td>
</tr>
</tbody>
</table>

(continued)
Table 2.3 (continued)

<table>
<thead>
<tr>
<th>Group</th>
<th>Source</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Fracture</td>
<td>Formation of cavities</td>
<td>Important part in fatigue testing</td>
</tr>
<tr>
<td>Failure of bonds</td>
<td></td>
<td>Dominant sources of AE</td>
</tr>
<tr>
<td>Breakage of surfaces</td>
<td></td>
<td>High-energy sources of AE</td>
</tr>
<tr>
<td>Micro-crack formation</td>
<td></td>
<td>Plays an important part in most cases, including corrosion and welding</td>
</tr>
<tr>
<td>Crack propagation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stress corrosion</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hydrogen embrittlement</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Energy of the AE source [J]: $10^{-23}$; $2 \times 10^{-18}$; $3.5 \times 10^{-24}$; $4 \times 10^{-24}$; $5 \times 10^{-23}$; $6 \times 10^{-19}$

Table 2.4 Ranges of change in some AE parameters during its fail-safe recording on IO

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range of the parameter change</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cumulative count of AE</td>
<td>$0...10^7$ counts</td>
<td>During the time of specimen tension to failure</td>
</tr>
<tr>
<td>Count rate</td>
<td>$0...10^5$ counts/s</td>
<td></td>
</tr>
<tr>
<td>Amplitude</td>
<td>$10^{-7}...10^{-2}$ V</td>
<td>$10^{-7}...10^{-14}$ m</td>
</tr>
<tr>
<td>Signal energy</td>
<td>$10^{-11}...10^{-5}$ J</td>
<td>Single signal of discrete AE</td>
</tr>
<tr>
<td>Pulse duration</td>
<td>$10^{-4}...10^{-8}$ s</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.5 Parameters of acoustic emission signals for some sources [57]

<table>
<thead>
<tr>
<th>Type of source</th>
<th>Amplitude or pulse energy of the AE, J</th>
<th>Signal duration, μs</th>
<th>Width of a signal spectrum, MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dislocation source of Frank-Read</td>
<td>$(10^{-7}...10^{-8})G^9$</td>
<td>$5...50 \times 10^3$</td>
<td>$\leq 1$</td>
</tr>
<tr>
<td>Annihilation of dislocations of length of $10^{-6}...10^{-4}$ cm</td>
<td>$4(10^{-18}...10^{-16})$</td>
<td>$5 \times 10^{-5}$</td>
<td>Hundreds</td>
</tr>
<tr>
<td>Micro-crack initiation</td>
<td>$10^{-10}...10^{-12}$</td>
<td>$10^{-3}...10^{-2}$</td>
<td>$\leq 50$</td>
</tr>
<tr>
<td>Disappearance of twins of volume $\approx 1$ mm$^3$</td>
<td>$10^{-2}...10^{-3}$</td>
<td>$1 \times 10^4$</td>
<td>–</td>
</tr>
<tr>
<td>Plastic deformation of a volume $\approx 10^{-3}$ mm$^3$</td>
<td>$1 \times 10^{-4}$</td>
<td>$\leq 1 \times 10^3$</td>
<td>$\leq 0.5$</td>
</tr>
<tr>
<td>Energy of thermal noises</td>
<td>$4.2 \times 10^{-4}$ J/Hz</td>
<td>–</td>
<td>Uniform spectrum to $10^3$</td>
</tr>
</tbody>
</table>
Taking into consideration the factors that cause the AE origination, and according to the characteristics of a qualitative effect on the formation of AE sources, they can be grouped as follows.

<table>
<thead>
<tr>
<th>Factors that cause the initiation of the AE signals with large amplitude</th>
<th>Factors that cause the initiation of the AE signals with small amplitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>• High breaking strength</td>
<td>• Low breaking strength</td>
</tr>
<tr>
<td>• High rate of loading</td>
<td>• Low rate of loading</td>
</tr>
<tr>
<td>• Anisotropy</td>
<td>• Isotropy</td>
</tr>
<tr>
<td>• Heterogeneity</td>
<td>• Homogeneity</td>
</tr>
<tr>
<td>• Dense materials</td>
<td>• Porous materials</td>
</tr>
<tr>
<td>• Twinning</td>
<td>• Absence of twinning</td>
</tr>
<tr>
<td>• Fracture along the weld plane (neck of welding)</td>
<td>• Shear deformations</td>
</tr>
<tr>
<td>• Low temperatures</td>
<td>• High temperatures</td>
</tr>
<tr>
<td>• Materials with cracks</td>
<td>• Materials without cracks</td>
</tr>
<tr>
<td>• Martensitic phase transformations</td>
<td>• Diffusive controlled transformations</td>
</tr>
<tr>
<td>• Cracks propagation</td>
<td>• Plastic deformation</td>
</tr>
<tr>
<td>• Cast structures</td>
<td>• Forged structures</td>
</tr>
<tr>
<td>• Size of a large grain</td>
<td>• Size of a small grain</td>
</tr>
</tbody>
</table>

Thus, in summary, it is possible to state that various elastic waves initiate and propagate in materials under fracture initiation and further propagation. Their sources are also formed through a variety of mechanisms. Therefore, when using non-destructive test methods based on the AE phenomenon, it is necessary to take this variability into consideration and choose the optimum facilities as well as the modes of selection and recording of the AE signals.
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