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Abstract Cellular systems can become platforms for chemical production. Over the last four years, over 50 biopharmaceuticals have been approved for production, ranging in scope from hormones, enzymes, fusion proteins, antibodies, and vaccines. However, each of these applications—whether chemicals or pharmaceuticals, requires both a host organism and tools to engineer pathways in this chosen organism. The cellular hosts for these processes range in scope and complexity to include bacterial systems like Escherichia coli, yeast systems like Saccharomyces cerevisiae, and a variety of mammalian cell systems. To accomplish these production goals, it is necessary to control gene expression (especially of heterologous genes and pathways). This chapter will evaluate methods for controlling gene expression in the context of heterologous genes, endogenous genes, pathway expression and provide insight into new paradigms for flux control through gene expression circuits. A focus of this chapter will be on the various synthetic tools available for gene expression control. Although these basic principles are broadly applicable to multiple organisms, the predominant focus of this chapter will be on microbial systems, particularly E. coli and S. cerevisiae.

2.1 Introduction

Cellular systems can become platforms for chemical production. In 2004 and 2007, the U.S. Department of Energy and Pacific Northwest National Laboratory defined a set of top value-added chemicals which could be derived from biomass (Werpy et al. 2004; Holladay et al. 2007). These molecules can be used as precursors for a
wide range of industries, including transportation, textiles, food supply, environment, housing, recreation, and health. At the same time, as of 2014, there are over 200 approved biopharmaceutical products produced in cellular systems, accounting for well over $100 billion in sales (Walsh 2014). Over the last four years, over 50 biopharmaceuticals have been approved for production, ranging in scope from hormones, enzymes, fusion proteins, antibodies, and vaccines. However, each of these applications—whether chemicals or pharmaceuticals, requires both a host organism and tools to engineer pathways in this chosen organism. The cellular hosts for these processes range in scope and complexity to include bacterial systems like Escherichia coli, yeast systems like Saccharomyces cerevisiae, and a variety of mammalian cell systems. To accomplish these production goals, it is necessary to control gene expression (especially of heterologous genes and pathways).

As a result, selecting the appropriate expression host, understanding how these cellular systems function, and optimizing production of these pharmaceuticals and chemicals have become a focus in the field of metabolic engineering. Of utmost importance is the ability to control gene expression. Thus, this chapter will evaluate methods for controlling gene expression in the context of heterologous genes, endogenous genes, pathway expression and provide insight into new paradigms for flux control through gene expression circuits. A focus of this chapter will be on the various synthetic tools available for gene expression control. Although these basic principles are broadly applicable to multiple organisms, the predominant focus of this chapter will be on microbial systems, particular E. coli and S. cerevisiae.

2.2 Selecting Host Organisms and the Need for Heterologous Expression

The choice of host organism is often a major and first deciding factor in process optimization. Successfully importing heterologous pathways into organisms requires a delicate balance between the pathway of interest, the required pathway precursor availability, and the capacity for strong overexpression of foreign DNA. Bacterial systems, for example, have the ability to overexpress high quantities of proteins and enzymes (Liu et al. 2013a; Makrides 1996); however more complex biopharmaceuticals, which require more sophisticated posttranslational modification, are often expressed in higher eukaryotic systems (Walsh 2010, 2014; Sanchez and Demain 2012). Nevertheless, a wide range of cells are currently being explored for these broad applications, including bacterial cells, yeast cells, mammalian cells, insect cells, plant cells, and cell-free systems (Sanchez and Demain 2012). We highlight the three major classes of organisms chosen for metabolic engineering and chemical/protein production here.

First, the most popular choice for production especially in proof-of-concept experiments is the bacterium E. coli. The well-characterized genome and wide
range of available synthetic tools make *E. coli* one of the most commonly used organisms for heterologous protein expression (Liu et al. 2013a; Sanchez and Demain 2012; Terpe 2006; Chou 2007; Rosano and Ceccarelli 2014). Rapid growth, high cell density fermentations, inexpensive media requirements, and a large range of available expression vectors make *E. coli* a prominent choice as a metabolic engineering host (Terpe 2006). For example, *E. coli* has been engineered to produce biofuel components like butanol and propanol, organic acids like lactic acid and succinic acid, amino acids like threonine and tryptophan, sugar alcohols like xylitol and mannitol, and a variety of drugs and polymers (Chen et al. 2013).

Yeast cells, on the other hand, have many of the advantages of *E. coli* but provide the ability to perform eukaryotic posttranslational modifications. Much like their bacterial counterparts, yeast cells are economical, can reach high cell densities, and have been successful at producing high protein titers (Celik and Calik 2012). In addition, yeasts have the ability to perform posttranslational modifications like glycosylation, lack pyrogens, and viral inclusions which would be harmful in biopharmaceuticals, produce chaperonins that assist in protein folding, and have a higher tolerance to fermentative conditions (Sanchez and Demain 2012; Celik and Calik 2012; Liu et al. 2013b). As a result, yeasts are seeing an increase in use for the production of value-added chemicals. Their tolerance for acidic conditions makes yeast cells useful for the production of muconic acid, itaconic acid, and ricinoleic acid (Liu et al. 2013b; Blazeck et al. 2014a). In addition, they are seeing an increasing role in the large-scale biosynthesis of lipids and drug precursors (Ro et al. 2006; Blazeck et al. 2014b).

The last of the most commonly used expression systems for heterologous protein production are higher eukaryotic such as mammalian cells—especially for applications of biopharmaceuticals as these cells have the capacity to secrete properly folded and glycosylated therapeutic proteins (Martinez et al. 2012; Nielsen 2013; Dalton and Barton 2014; Zhu 2012). Chinese hamster ovary (CHO) cells, for example, are among the most commonly used eukaryotic cells in biopharmaceuticals because of their ability to produce human-like proteins (Sanchez and Demain 2012; Martinez et al. 2012; Nielsen 2013). However, unlike their microbial counterparts, much less is known about their genetics, often limiting their uses to the expression of a single, protein product instead of an entire pathway.

Nevertheless, the wild-type cell rarely produces many of these valued metabolites at a high concentration. For example, *S. cerevisiae* cannot natively produce muconic acid from carbohydrates because of its lack of the necessary enzymes. However, by introducing and expressing the necessary genes for these enzymes inside the cell, the production of valuable precursor chemicals, like muconic acid, could be achieved in cellular expression systems (Curran et al. 2013a). As another example, the production of salvianic acid A in *E. coli* required both new enzymes to be introduced into the cell and certain native protein production to be stopped (Yao et al. 2013). In both cases, the cell may not produce the enzymes needed to convert intermediates in a pathway into the final product. Instead, these deficiencies were fulfilled by expressing heterologous proteins that can perform the needed function inside the host cell.
Thus, engineering entire pathways has two parts. One is the modification of the native cell machinery in order to force flux through a given pathway or prevent the degradation of an intermediate. The other is the expression heterologous proteins that are needed to perform the reactions the cell cannot natively catalyze. The next couple sections of this chapter will focus on the common approaches to performing both of these functions.

2.3 Modifying the Expression of Native Genes

Wild-type cells possess a cascade of regulatory elements that control the native transcriptome within the cell. However, most engineering efforts will force a cell to deviate from its typical, wild-type behavior, requiring genetic rewiring to do so. Thus, a major focus of gene expression control involves the modification of native gene expression. While the tools for both native and heterologous expression (described in the next sections) are similar, the rationale is quite different.

In contrast to heterologous expression, when modifying the expression of a native gene, it is important to realize that this gene, before any modifications, has some innate expression level inside the cell. The goal of engineering efforts is to modify (and potentially remove regulation) from this native expression pattern. If the relative amount of protein from the modified gene increases from the innate levels, it is said that the gene is overexpressed. Often times, this can be accomplished by either introducing multiple copies of the gene into the cell or modifying the regulatory region of a gene to swap in higher strength promoters and terminators (Nielsen 2013; Da Silva and Srikrishnan 2012; Redden et al. 2014). By this definition, nearly all heterologous protein expression is said to be a type of overexpression since the cell did not natively produce it prior to its introduction.

Alternatively, gene expression can be changed through a gene knockdown, which decreases gene expression relative to the innate levels. This can be accomplished by a total knockout of the gene, silencing the expression in the cell, or knocking down expression through methods such as RNA interference systems (Redden et al. 2014; Suess et al. 2012; Crook et al. 2014; Giaever and Nislow 2014) or promoter replacements. Essential genes that would otherwise inhibit growth of the cells (Giaever and Nislow 2014; Giaever et al. 2002; Winzeler et al. 1999) can be modified with knockdown techniques that can enable the elicitation of favorable phenotypes (Crook et al. 2014). Thus, unlike heterologous expression, a more delicate balance of expression is required when rewiring endogenous genes.

Yet, simply modifying the expression of native genes can be quite powerful and can lead to massive shifts in metabolic flux toward different products, thereby producing interesting or valuable products and phenotypes. For example, lipogenesis is an innate cellular process which converts intermediate products of sugar metabolism into fatty acids and triglycerides. By altering the expression of native enzymes, it is possible to rewire the flux through this pathway to make cells producing upwards of 90% lipid content (Blazeck et al. 2014b).
Therefore, there is a need for altering gene expression—whether to create heterologous function or to enable rewiring of native function. Either way, a suite of synthetic tools is required to accomplish these goals. Thus, the remaining sections of this chapter will first cover how to introduce a new gene into the cell through either a plasmid-based expression system or a genomic integration. Next, strategies for increasing or decreasing the gene expression through approaches such as promoter engineering will be addressed. Following, we will look at regulation at the translational level in order to control the net protein production from expression. Finally, we will address emerging, sophisticated methods for flux control through gene expression control. Examples of applications to metabolic engineering will be addressed throughout.

### 2.4 Expression of Multiple Copies of a Gene Versus Higher Strength Promoters

DNA editing (either for heterologous pathways or other modifications) is typically performed in one of two ways: plasmid vectors or through genomic integrations. Plasmids are circular, double-stranded DNA molecules that replicate and express autonomously from the cell’s chromosome. Therefore, they are useful in applications with only a handful of genes or as a tool for rapid prototyping and assessing the expression of a gene in a cell (Da Silva and Srikrishnan 2012; Madyagol et al. 2011). However, since multiple copies can be maintained in a cell at any one time, plasmid burden has been shown to affect the cell growth (Karim et al. 2013) and long-term stability is a challenge in bioprocessing. Genomic integrations, on the other hand, are typically used for applications requiring more stable and tight regulation on the expression of these genes (Da Silva and Srikrishnan 2012; Madyagol et al. 2011). Single or multiple copies can be inserted into the cell’s genome at a time. Therefore, the relative strength of these genes will depend on the promoter and transcriptional regulation at their respective locus.

#### 2.4.1 Plasmids

Plasmids are the most common, facile way to transfer genetic information into an organism (Berlec and Strukelj 2013). These elements are characterized based on their stability of replication, copy number in a cell, and segregation into daughter cells (Berlec and Strukelj 2013). These characteristics are controlled by the plasmid’s replicon, promoters, selection markers, multiple cloning sites, and fusion protein tags (Rosano and Ceccarelli 2014). As such, a wide range of different combinations of these elements has been made, allowing for flexibility in the expression of a gene.
Autonomously replicating pieces of DNA have a replicon which contains both the origin of replication and the cis-acting control elements used to control the plasmid copy number in the cell (Rosano and Ceccarelli 2014; del Solar and Espinosa 2000). In *E. coli*, the three most commonly used origins of replications (ori) are the ColE1, the p15A origin, and the pSC101 origin (Rosano and Ceccarelli 2014). ColE1 is an origin of replication that has both a high-copy derivative and a low-copy derivative. The pUC plasmid series uses the high-copy (500–700 copies per cell) derivative of the origin of replication; the low-copy derivative (15–60 copies per cell) is used in the pMB1 plasmid series (Rosano and Ceccarelli 2014; Berlec and Strukelj 2013; Bolivar et al. 1976; Lee et al. 2006; Liang et al. 1999; Minton 1984; Sorensen and Mortensen 2005). However, since these plasmids use origins of replication from the same family, they compete for the same replicative machinery thus preventing maintenance of more than one unique plasmid (del Solar et al. 1998; Camps 2009). To create a multiple plasmid system, plasmids using origins of replications from different families are often used. For example, plasmids containing the p15A origin of replication can be used in combination with ColE1 plasmids when needing to express multiple plasmids in the same cell (Rosano and Ceccarelli 2014; Berlec and Strukelj 2013; Chang and Cohen 1978; Guzman et al. 1995; Nordstrom 2006). Additionally, other low-copy plasmids, such as the pSC101 series (≤5 copies per cell), are useful when the expressed protein is inhibitory or toxic to the cell (Stoker et al. 1982; Wang and Kushner 1991). Selection for cells maintaining the plasmids are then made through a variety of antibiotic gene markers. In *E. coli*, this is most readily done using antibiotic resistance genes such as ampicillin, chloramphenicol, kanamycin, or tetracycline (Rosano and Ceccarelli 2014; Berlec and Strukelj 2013). However, antibiotic-free plasmids have also been used to prevent the high cost of antibiotics at the industrial scale (Rosano and Ceccarelli 2014; Chen 2012; Goh and Good 2008; Hägg et al. 2004; Kroll et al. 2009, 2010, 2011; Peubez et al. 2010; Voss and Steinbuchel 2006; Zielenkiewicz and Cegłowski 2001).

Yeast plasmid copy number is also regulated by its origin of replication, much like *E. coli* plasmids. However, many of the common yeast plasmids act as shuttle vectors between *E. coli* and yeast, so they contain two origins of replication: one for yeast and one for *E. coli* (Da Silva and Srikrishnan 2012; Redden et al. 2014). Yeast origins of replications are usually either one of two types. The 2μ origin is often used for high-copy plasmids (≥10 copies per cell), while an autonomously replicating sequence and a centrometric sequence (ARS/CEN) are often used for low-copy plasmids (1–2 copies per cell) (Celik and Calik 2012; Da Silva and Srikrishnan 2012; Redden et al. 2014; Clarke and Carbon 1980). Yeast selection markers, unlike their *E. coli* counterparts, commonly use auxotrophic markers for selection. Yeast strains auxotrophic for leucine (*LEU2*), uracil (*URA3*), histidine (*HIS3*), lysine (*LYS2*), or tryptophan (*TRP1*) can carry auxotrophic markers on their plasmids as a selection for cells with the plasmid (Da Silva and Srikrishnan 2012; Redden et al. 2014). Drug resistance markers on vectors, such as resistance to Geneticin (*kanMX4*), nourseothricin (*natNT2*), and hygromycin (*hphNT1*), have
also been used successfully for yeast plasmid systems for negative selections (Taxis and Knop 2006). However, much like E. coli, multiple plasmids containing the same origin of replication become burdensome to the cell (Futcher and Carbon 1986; Mead et al. 1986). As with E. coli, stability of these plasmids and the need for certain strains (e.g., industrial yeast strains that may not have the appropriate auxotrophy) are self-limiting when considering most industrial scale production needs.

One of the major challenges of a plasmid-based system is the metabolic burden of maintaining large copy numbers of plasmids inside the cell. The production of taxadiene, for example, saw that plasmid copy number for each expression module was a key determinant in the final titer (Ajikumar et al. 2010). The production of polyphosphate and lycopene demonstrate that high-copy plasmids caused such a burden on cells that low-copy plasmid alternatives actually increased overall concentration (Jones et al. 2000). And the biosynthesis of amorphadiene saw an improvement when modifying the plasmid copy number in the optimization of their pathway (Anthony et al. 2009). In each of these cases, plasmid copy number was attributed to a higher metabolic burden in the cell, leading to slower growth rates, lower cell density, and decreased processing. Instead, engineering a metabolic pathway requires a balance between gene expression and plasmid burden. Plasmid burden has been decreased by introducing expression cassettes into the chromosome of the host organism in a titrated fashion, and gene expression has been controlled through promoter engineering and translational optimization. This will be examined in the sections that follow.

### 2.4.2 Genomic Integration

The alternative to plasmid-based expression systems is genomic integration. While chromosomal modifications are considered more laborious compared to plasmids, genomic integrations offer greater stability over successive generations of growth and better control over expression. The most common approach to genomic editing is through the use of the cell’s native DNA double-stranded breaks repair pathways, such as homologous recombination and nonhomologous end joining, followed by subsequent selection. Moreover, with the recent advent of CRISPR-Cas9 systems, targeted and efficient genomic integrations have become possible (Sander and Joung 2014).

Clustered Regularly Interspaced Short Palindromic Repeats (CRISPR) Cas proteins are a family of nucleases discovered in prokaryotes which specifically cleave DNA of a certain sequence. The most popularly used of these, protein 9 from the Streptococcus pyogenes CRISPR system (Cas9), is advantageous for its ability cause a double-stranded DNA based on the sequence of RNA bound to it, therefore promoting the above repair pathways (Sander and Joung 2014). Interchanging this RNA has allowed targeted integrations and knockouts in a wide range of hosts,
including bacterial cells (Jiang et al. 2013), yeast cells (DiCarlo et al. 2013), and mammalian cells (Wu et al. 2014) via both homology direct and nonhomologous end joining pathways. As more Cas proteins are discovered, it is anticipated that this field of genomic manipulation will grow.

Other methods for genomic integrations, such as the use of recombinases and transposases, are also available for both bacterial and yeast hosts. Such methods promote the cleavage and rearrangement of DNA, often based on specific recognition sequences. In *E. coli*, the *λ* bacteriophage Red system or the prophage Rec system can introduce DNA flanked by short regions homologous to the host genome (Madyagol et al. 2011; Datsenko and Wanner 2000). The Cre-Lox system, shown to work in both prokaryotic and eukaryotic systems, induces recombination at a specific recognition sequence (Sauer 1987). Or the use of transposases, such as the Tn7 transposase in *E. coli* (Silva-Rocha and de Lorenzo 2014) or Ty1 and delta (δ) elements in *S. cerevisiae* (Da Silva and Srikrishnan 2012; Genbauffe et al. 1984), facilitate DNA movement into the genome.

### 2.5 Promoters

Optimal gene expression levels are critical to the success of both heterologous and endogenous pathway engineering efforts. In this vain, transcription of the gene to RNA (controlled by promoters) is the first step of this process. Therefore, understanding and controlling the regulation of transcription allow one to edit the rate of expression. The most common approach to change the rate of expression is by changing the promoter sequence driving the gene(s) of interest. Promoters are responsible for recruiting the necessary transcription machinery and initiating transcription elongation. Many different motifs are contained within a promoter sequence, and the complexity of these elements tends to scale with the complexity of the organism (more complex in higher eukaryotes). Together, these various elements aid the RNA polymerase to find promoter regions and open up the DNA to prepare it for transcription (Feklistov 2013). Promoters are typically categorized as either constitutive or inducible, depending on their activity and may be derived from endogenous, heterologous, or synthetic sources. Constitutive promoters are generally considered “on” under most conditions, while inducible promoters require a stimulus to change the mode of expression.

#### 2.5.1 Constitutive Promoters

A strong emphasis has been placed in the field on the identification of strong, constitutive promoters (typically one of the first to be used to prototype a pathway of interest). For the case of bacteria, while several endogenous, constitutive
promoters can be selected (usually ribosomal in nature), the vast majority of high strength promoters are based on phage sequences. There are several constitutive and native promoters in *E. coli* which have been studied for their expression levels under a variety of conditions (Singh 2014). As an example, Liang et al. characterized seven of these promoters: the spc ribosomal protein operon promoter P_{spc}, the β-lactamase gene promoter P_{bla}, the P_{L} promoter of phage λ, the replication control promoters P_{RNAI} and P_{RNAII}, and the P1 and P2 promoters of the *rrnB* ribosomal RNA operon (Liang et al. 1999). However, despite strong expression from each of these elements, there is still some interdependence on growth conditions.

Therefore, constitutive promoters derived from phages have been introduced into *E. coli* with great success. The T7 promoter, for example, is extremely successful in *E. coli* expression systems as it can lead to the production of target protein in excess of 40–50 % of the total cell protein (Baneyx 1999). To accomplish this, a T7 RNA polymerase must be introduced and expressed separately (some bacterial strains already have this in the genome). However, T7 RNA polymerase is unique in that it only recognizes T7 promoters, allowing for very specialized transcription and orthogonality between the native cell’s transcription machinery. As such, this has become a very common expression system in bioprocesses (Rosano and Ceccarelli 2014; Berlec and Strukelj 2013; Baneyx 1999). Moreover, with advances in directed evolution, further orthogonal and distinct T7 promoter-polymerase pairs can further expand the scope of this system (Ellefson et al. 2014).

For the case of yeast, it is not possible to take motivation from phage, and thus most strong, constitutive promoters are those isolated from the yeast’s genome (Da Silva and Srikrishnan 2012; Redden et al. 2014). Many of the native promoters characterized and used in yeast systems originate from the glycolytic pathway and have been shown to range in expression. As an example, Sun et al. characterized fourteen constitutive promoters, including the *ADH1*, *TEF1*, *TEF2*, and *GPD* promoters in the context of the most popular yeast expression vectors mentioned previously (Sun et al. 2012; Mumberg et al. 1995). Likewise, Partow et al. characterized seven additional yeast promoters, including the *TEF1*, *ADH1*, *TP11*, *HXT7*, *TDH3*, *PGK1*, and *PYK1* promoters (Partow et al. 2010). In these characterizations, the relative strengths of the promoters were determined by measuring the amount of protein production enabled by each promoter sequence (Da Silva and Srikrishnan 2012; Redden et al. 2014; Sun et al. 2012; Partow et al. 2010). Unlike the bacterial system, though, these promoters are bounded to the levels of native transcription in yeast as they are derived from native promoters. Several reviews have been published that summarized the various strengths of common promoters for metabolic engineering applications (Da Silva and Srikrishnan 2012; Redden et al. 2014). However, synthetic approaches to promoter engineering are working to expand the toolbox of available promoters beyond those found natively in the cell.
2.5.2 Synthetic Promoters

Endogenous promoter sequences can be sufficient for certain applications of pathway engineering. However, their use in larger constructs with multiple genes is challenging because expression can be limited, there is a limited set of strong promoters, these elements may be subject to latent endogenous regulation, and their homology to the genome can prove to be unstable, especially in cells that perform homologous recombination (Dehli et al. 2012). Since the balancing of gene expression is important for pathway engineering (Ajikumar et al. 2010; Li et al. 2013), an increasing set of synthetic promoters and promoter libraries has begun to emerge. We briefly highlight a few of these approaches here.

Synthetic promoters can be designed in several ways. In one approach, error-prone polymerase chain reaction (PCR) mutagenesis is performed on a lead promoter sequence to introduce mutations at the promoter sequence level, thus leading to expression variation. This approach is generalizable across hosts and allows for new promoters to be identified with either increases or decreases in relative expression level (Redden et al. 2014; Alper et al. 2005; Nevoigt et al. 2006; Rajkumar and Maerkl 2012; Blazeck and Alper 2013). Typically, most members of the promoter library will be lower expression than that of the starting, lead promoter. However, libraries with a wide range of expression are of high utility when balancing enzymatic levels in a pathway as it is difficult to a priori determine the optimal expression level. Thus, these synthetic promoter libraries can be coupled with screening to identify the combinations leading to the best phenotype (Alper et al. 2005). Additionally, other synthetic promoter libraries have been used to find promoters that have better regulation than their wild-type counterparts (Nevoigt et al. 2006; Nevoigt et al. 2007). Such efforts have allowed minimal, synthetic promoters to be designed which improve upon native promoters or induce under culture conditions (Redden and Alper 2015).

The other approach to synthetic promoters is through rational design. In these instances, there is even less homology between the resulting synthetic promoter and endogenous promoters. For the case of yeast, within a promoter sequence, it is possible to dissect two major components: a core promoter and an upstream activating sequence (UAS). The core promoter typically contains the TATA box or other necessary transcriptional elements. The UAS, on the other hand, contains binding sites for transcription factors that aid in the recruitment of RNA polymerase to the DNA, but cannot initiate transcription by itself. In many cases, these two elements can be identified separately. Thus, a “hybrid promoter” approach is one in which the UAS sequence from one promoter is stitched to the core promoter of another. Using such an approach, high expression promoters have been made by combining highly active UAS elements to core promoters (Blazeck et al. 2011, 2012). Other promoter characteristics, like nucleosome occupancy, have also been engineered to make high-strength synthetic promoters (Curran et al. 2014). These results have led to pure de novo design of synthetic promoters that contain very little, if any, homology to endogenous elements. However, there is still much to be
learned about the components that influence promoter strength, so the field of rationally designed promoters has room to expand the available toolbox for metabolic engineers.

2.5.3 Constitutive Versus Inducible Systems

High-strength, constitutive promoters which are always in the “on” state are extremely useful, especially for the first design of heterologous pathways. However, in order for an expression cassette to be successful at the industrial scale, the promoter must be both highly expressed and tightly regulated (Makrides 1996). In some cases, this desired regulation is constitutive and the promoters described above can suffice. However, the overexpression and accumulation of recombinant and heterologous protein in a cell can often be detrimental to the cell’s productivity (Chou 2007). As such, it is often desirable to introduce tight regulation such that protein production can be turned on and off as desired. In order to do this, inducible promoters that are highly expressed have a low level of basal transcription, are transferable across strains, and have cheap and simple induction need to be used (Makrides 1996; Berlec and Strukelj 2013).

In *E. coli*, a wide variety of inducible promoters is available that can be induced via temperature (Chao et al. 2004; Wang et al. 2012), pH (Makrides 1996), or carbon source (Guzman et al. 1995). The most common and widely studied of these are those promoters derived from the bacterial *lac* operon (Graumann and Premstaller 2006). The *lac* operon and its promoter are known for their ability to respond to lactose or lactose analogs such as isopropyl-β-D-thio-galactoside (IPTG) and induce expression. However, the native *lac* promoter is relatively weak and becomes repressed in the presence of glucose, so derivatives, such as *lacUV5*, have been designed that are less sensitive to catabolites (Silverstone et al. 1970). Elements of this promoter have then been used in combination with the strong T7 RNA polymerase promoter, such as in the pET expression system, to achieve strong, inducible expression of a gene (Rosano and Ceccarelli 2014; Berlec and Strukelj 2013; Makoff and Oxer 1991). However, other expression systems, such as the pBAD system based on the arabinose inducible promoter from the *araBAD* operon, are gaining popularity because the transcription rate scales with arabinose concentration (Guzman et al. 1995). This promoter is also repressed by glucose, though. Lastly, the strong λ promoter *P*λ has also been successfully used in a similar way by making a tryptophan inducible system (Mieschendahl et al. 1986).

Yeast systems also have a variety of inducible promoters used in expression applications, the *GAL* system of promoters being the most common (Johnston 1987). *GAL1, GAL7*, and *GAL10* are three promoters which exhibit induction in the presence of galactose instead of glucose (Bassell and Mortimer 1971). As such, these promoters have become very commonly used since galactose induction is relatively cheap and easy for cell culturing—however, such an element is not desirable when biomass sugars are used (i.e., when glucose will be present).
However, other yeast inducible promoters can also be used. The native gene \textit{CUP1} from \textit{Saccharomyces cerevisiae} is inducible by copper ions (Labbe and Thiele 1999). The promoter for \textit{ADH2} is repressed in the presence of glucose (Price et al. 1990) and the \textit{MET3} and \textit{MET25} promoters are regulated by the presence of methionine (Sangsoda et al. 1984; Cherest et al. 1987). Yet, despite the availability, the \textit{GAL} promoters remain the most commonly used because of their foldexpression change, their response time, and their ease of use in laboratory settings (Adams 1972). Thus, cheap, inducible, non-glucose repressed promoter elements need to be developed for fungal systems.

2.6 Translational Level Regulation

Transcriptional control by promoters can determine the level of overexpression or down regulation at the transcriptional level. After this point, additional bottlenecks/controls exist at the translational level. There are two primary points of regulation at the translational level: translation initiation and translation elongation. Translation initiation is regulated by the ability for tRNA, initiation factors, and rRNA to recognize and bind the messenger RNA and begin the translation process (Jackson et al. 2010). Translational elongation is regulated by the flux of the ribosome unit through the open reading frame (ORF) of the gene and the speed at which it can polymerize the polypeptide chain (Gorgoni et al. 2014). Steps can be taken to optimize both of these steps and increase the net expression of a gene. In addition, it is possible to manipulate mRNA half-life through a variety of techniques.

2.6.1 Translation Initiation

The first step in regulating translation occurs at the translation initiation level. Initiation occurs by first binding the ribosomal subunits and recruiting the necessary machinery to begin translation. In bacteria, most ribosomal binding is determined by the Shine–Dalgarno sequence on the 5′ untranslated region (UTR) of the mRNA transcript (Shine and Dalgarno 1975; Malys 2012). This sequence, spaced between 4-18 nucleotides upstream of the start codon, is responsible for recruiting and binding the ribosome near to the start codon. The efficiency of this sequence to recruit ribosomes has been shown to have an almost 1000-fold effect in protein expression (Malys 2012; Curry and Tomich 1988). As such, tools that predict these ribosomal binding sites (RBS) can be used to increase expression values. The RBS Calculator, for example, offers a way to predict and optimize RBS sequences in bacterial systems (Salis 2011). However, RBS strength is still influenced by the neighboring DNA sequence, so a strong Shine–Dalgarno sequence is not guaranteed to maximize translation initiation.
Ribosome binding in yeast, on the other hand, occurs further upstream of the start codon and recognizes the 5′ cap structure on mRNA transcripts. The ribosome then scans the transcript until it recognizes the start codon and Kozak sequence where it begins translation (Muller and Trachsel 1990; Yoon and Donahue 1992). In yeast, the optimum Kozak sequence had been identified to be 5′-AAUAAUGG-3′ for translation initiation (Hamilton et al. 1987). There have been studies, such as in the production of metallothionein III, where using an optimal consensus sequence in yeast has been shown to increase production (Wang et al. 1998). However, mutational analysis of this sequence showed that alternative sequences were sufficient for expression (Cigan et al. 1988), and because of the proposed scanning mechanism of the ribosome, the start codon closest to the 5′ end of the transcript is still usually favored (Kozak 2002).

2.6.2 Translation Elongation

Once translation initiates, the rate of expression will become limited by the rate at which ribosomes are able to move through the open reading frame (ORF) of the gene. Although this rate can be attributed to a couple factors, the most commonly engineered and optimized involves the availability of tRNA. Within the cell, the respective levels of each tRNA vary for each codon. This bias and availability of the correct tRNA for each codon can therefore become a limiting reagent in elongation (Rosano and Ceccarelli 2014; Gorgoni et al. 2014; Kane 1995). So far, there have been two common methods to combat this. One has been to codon optimize the genes to match the host organism. Due to the degeneracy of the genetic code (i.e., multiple tRNA coding for the same amino acid), targeted mutations in the DNA sequence can be used to swap rarer tRNA codons to those coding for more abundant tRNA without a change in amino acid sequence (Sorensen and Mortensen 2005; Gorgoni et al. 2014). Many algorithms exist to predict optimal codon optimization; however, these methods do not guarantee increased expression, and may lead to mRNA instability. An alternative approach has been to insert plasmids that increase the relative expression levels of the rare tRNA and increase their availability (Gorgoni et al. 2014; Kane 1995). Codon-optimized genes can be ordered for a variety of organisms online whereas strains overexpressing rare tRNA are available when codon optimization is not the preferred method of choice or fails to increase expression.

However, despite proper translation optimization, protein expression is still not guaranteed to increase. For example, the heterologous expression of P450 and P450 reductase in yeast saw an increase in protein production upon translation optimization (Batard et al. 2000; Gustafsson et al. 2004). Other systems, such as those used in the production of amorphadiene, saw little to no effect on protein output from codon bias optimization (Westfall et al. 2012). Therefore, the effect of
translation optimization tends to be very transcript specific and reliant on multiple factors, such as relative transcript levels and mRNA structures (Gustafsson et al. 2004; Welch et al. 2009; Shah et al. 2013).

### 2.6.3 Terminator Design

The final method to increase the net rate of translation is to have more mRNA transcript available for the ribosomes. In the prior section, we described how transcript levels could be increased by using higher strength promoters and higher gene copy numbers. While these methods work to increase the production of transcript, the stability of these transcripts also determines their overall concentration in the cell. The selection of terminator can be used to influence net mRNA stability. Specifically, it had been found that mRNA stability changes depending on the terminator sequence and termination pathway (Abe and Aiba 1996). It was also seen that the termination efficiency varied greatly from one terminator sequence to another (Cambray et al. 2013). Therefore, one of the last ways to boost protein production is done by swapping the terminator sequence to a higher strength terminator (Yamanishi et al. 2013; Curran et al. 2013b). High strength terminator sequences have been shown to increase the net protein production by increasing the stability of the mRNA transcript (Yamanishi et al. 2013; Curran et al. 2013b; Yamanishi et al. 2011; Ito et al. 2013) and thus lead to more efficient pathways. Therefore, terminator sequences complement high-expression cassettes by leading to higher mRNA availability and bigger bursts of protein production with lower overall net transcriptional load. The development of terminator libraries and synthetic sequences is still very nascent and there is still much research to be done on the termination mechanism in cells. Thus, this is a growing area of synthetic biology research.

### 2.7 Synthetic Biology Tools

Many of the common bottlenecks to protein expression and pathway optimization have been traditionally addressed by stitching together a series of biological parts as described above. Specifically, elements including the plasmid, promoter sequence, ribosomal binding site, and terminator sequence are all parts that, when placed together, control the expression of a gene. However, as the library of these parts expands, interesting synthetic tools and paradigms are being developed that aid in the development of more sophisticated expression cassettes and control gene expression. Although this field is still relatively young, we will look at some of the synthetic biology tools currently available for optimizing gene expression pathways.
2.7.1 Logic Circuit Design

Gene cassettes and their parts are expected to have robust expression and tight regulation. For example, many natural biological processes rely on the ability to accurately time gene expression in response to the environmental conditions. There are some gene control elements capable of doing this, such as the inducible promoters described above, which allow expression to be modulated in response to a single environmental trigger. However, as pathways become more complicated, there is a need to make expression cassettes that have a variety of responses to multiple triggers. To do this, engineers have started developing and programming cellular gene circuits into cells in response to complex environmental patterns (Brophy and Voigt 2014).

The logic signaling circuits used in cells are often thought to be similar to the Boolean logic gates used in programming (Morris et al. 2010). For example, the enhancer regions used in gene circuits contain the binding sites for transcription factors that either silence or activate the expression of a gene (Amit 2012). Combinations of these binding sequence motifs make it possible to make Boolean logic AND gates and OR gates which activate transcription in response to which signals are present (Brophy and Voigt 2014; Morris et al. 2010; Ramalingam et al. 2009). In bacteria, the LacI, TetR, and CI repressors were some of the first to be used in the development of logic gates (Brophy and Voigt 2014; Ramalingam et al. 2009). However, the range of inputs has been expanded to include signals from pH, sugar content, metabolites, ligands, light, chemical pulses, or signaling proteins (Brophy and Voigt 2014; Morris et al. 2010; Wang and Buck 2012). Therefore, as this field expands, it will become possible to automate the production of these genetic circuits (Nielsen et al. 2016) and control each gene in a pathway based on the unique signals present (Brophy and Voigt 2014). Such control is expected to help optimize pathway expressions and increase regulation. Moreover, these approaches can lead to more versatile cells that can perform multiple functions all controlled by stimuli.

2.7.2 Synthetic Operons

Another approach to controlling the regulation of a series of genes has been through synthetic operons (sometimes referred to as “refactoring”). Bacterial cells have been studied for a number of years because of their ability to co-transcribe a number of genes as part of the same operon (Okuda et al. 2007). In an operon, multiple genes are transcribed onto the same mRNA and then translated in order to obtain multiple protein products from the same mRNA transcript (and thus controlled by a singular promoter element). The lac operon, for example, is one of the most well studied operons in E. coli and all bacterial systems (Lewis 2005, 2011). In it, multiple genes are transcribed in response to a single repressor protein that binds upstream of them
on the DNA. Therefore, the use of these operons has started to grow in popularity for pathway engineering approaches.

Controlling the expression of multiple genes in a pathway can be challenging because the native regulation in the cell can be different or complicated for each gene. Synthetic operons allow one to circumvent this regulation by introducing these genes in operons that use well-characterized and regulated parts (Temme et al. 2012). For example, synthetic operons make it possible to refactor entire gene clusters onto a single operon that can be induced by different signals (Temme et al. 2012). The organization of these genes on the operon, the strength of the ribosome binding site, and posttranslational regulation can then be used to modulate the relative expression levels of each gene individually (Lim et al. 2011; Levin-Karp et al. 2013; Agnew and Pfleger 2011). This way, reactions can be coupled together and controlled with regulation that is well known and characterized for entire pathways (Temme et al. 2012; Lu and Ellington 2014; Matsumoto et al. 2011). This approach can be used to activate secondary metabolite production and remove regulation found in native pathways. In this regard, these approaches enable complete, synthetic control of a pathway.

### 2.7.3 Synthetic Feedback Loops

The balance of expression is important for the engineering of metabolic pathways, particularly when toxic or unproductive intermediates exist. For example, microbes can be used for biofuel production, but the fuels themselves are often toxic to cell growth (Dunlop et al. 2010). In traditional approaches, gene expression would have to be balanced through promoter engineering in order to prevent an overproduction of these toxic compounds. However, these approaches are laborious and cannot always account for fluctuations in environmental conditions.

Therefore, synthetic feedback loops have been used to add robustness to pathways and increase expression control. In a feedback loop, synthetic parts are designed that autoregulate their own expression in order to prevent toxic buildup in a cell. This results in a dynamic control over pathways rather than the static control afforded by constitutive promoters. When the expression of a protein increases its own expression, it is called a positive feedback loop; when a protein down regulates its own expression, it is a negative feedback loop. In the biofuel example, feedback from biofuel drove the expression of an efflux pump to keep the level of biofuel inside the cell from being prohibitive to growth (Dunlop et al. 2010; Harrison and Dunlop 2012). However, other times feedback loops are used to control transcriptional noise. Negative feedback loops allow gene expression to stay relatively static in response to environmental conditions that would otherwise skew their expression (Holtz and Keasling 2010). Other times, positive feedback loops allow biosensors to be more sensitive to external conditions by overexpressing when sensing metabolites (Kobori et al. 2013). Lastly, a combination of positive and negative feedback loops is used in synthetic circuit parts, such as oscillators, which
allow cellular dynamics to be studied (Singh 2014; Brophy and Voigt 2014; Fung et al. 2005; Chen and Arkin 2012; Stricker et al. 2008; Elowitz and Leibler 2000; Atkinson et al. 2003; Yokobayashi et al. 2002; Gardner et al. 2000). However, the overarching idea of synthetic feedback loops is the ability to control a robust expression system that can adapt to environmental changes (either outside or inside the cell). These approaches can enable a flexible pathway that can respond to perturbation.

### 2.7.4 Metabolic Engineering Using Synthetic Biology Tools

Many of the synthetic biology tools listed above have applications in pathway and metabolic engineering by themselves. However, the combination of multiple approaches from the above has expedited and advanced metabolic engineering in a variety of applications. The production of taxadiene, an intermediate for the anti-cancer drug Taxol, is one example (Ajikumar et al. 2010). In this study, expression modules of a native pathway and a heterologous pathway were created using synthetic operons with a variety of promoter strengths. By collecting data under a variety of conditions, including plasmid-based and genomic-based expression, promoter strengths, and operon organization, they used multivariate analysis to obtain a 15,000-fold improvement in the production of taxadiene (Ajikumar et al. 2010). Whereas many studies would test these conditions separately, the use of multivariate analysis greatly improved the influences each variable also had on each other.

Another example is one in which the yield of biofuel production was increased threefold (Zhang et al. 2012). In this case, the balance of an intermediate metabolite in the biofuel production pathway was a key to maximizing the overall yield. Thus, these researchers used a biosensor that could change the protein production of the pathway in response to the intermediate’s level. The pathway itself was split into multiple, synthetic modules that were then optimized underneath different promoter controls until an optimal expression level was obtained. Feedback loops were then used to increase and decrease gene expression levels and push metabolic flux into the production of fatty acids, increasing production to 28 % theoretical yield (Zhang et al. 2012).

These two examples emphasize that importance of finding the proper balance of enzymes needed for production. In both of these cases, varying the expression of gene modules, in combination with feedback loops controlling the level of intermediates, was able to achieve optimal production. As such, these synthetic tools offer very powerful advantages to a metabolic engineer, but there is still much to be discovered.
2.8 Conclusions

Many of the challenges in metabolic engineering come from the ability to properly balance the necessary proteins and enzymes in a pathway. It is often difficult to ab initio predict the optimal expression level for multiple genes in a pathway, so engineering has been largely empirical. However, throughout this chapter, we presented many of the tools available to a metabolic engineer in order to achieve fine control over the level of gene expression. Together, these various parts were designed to control the transcriptional level either at the transcription initiation phase or in the posttranscription and translation level.

The advances of synthetic biology, though, are certainly helping to create sophisticated control systems that can autoregulate pathways. Such systems and techniques are providing the promise of fully dynamic control in the cells, thus establishing a step toward continuous process optimization. The rapid screening of synthetic and pathway libraries is increasing the speed at which pathways can be optimized for overall productivity. Therefore, as we move forward and these tools are developed, we will further have our control over metabolism and develop better ways to rewire cells into cellular factories.
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