Chapter 2
Network Layer Control System:
Consensus-Based Control, Theoretical Results and Performance Issues

2.1 Introduction

During last years control theory approaches have been proposed to deal with the congestion and rate control problem of communication networks. The aim is to avoid congestion at bottleneck nodes by regulating the rate (i.e. allocated bandwidth) of sources traffic (i.e. users or companies requiring network services). Usually ordinary and premium source traffic-type are considered such that bandwidth is allocated to the first provided a sufficient rate is guaranteed to the latter. The main idea is to use existing protocols (e.g. TCP/IP, ATM) to provide an explicit feedback about the network state for the congestion or rate network control system. The idea of using explicit feedback to perform congestion control has been explored in the wired context and more recently in wireless network environment. Seminal works on ATM network proposed mechanisms for providing explicit-rate control for ordinary available bit rate (ABR) traffic. Then, in the recent years many works have been exploited active queue management (AQM) schemes in TCP/ip-ATM networks to deliver preemptively congestion notification to the source for reducing its transmission rate and therefore avoiding buffer overflow. Design examples of rate controller for ATM networks can be found in [1–4], just to cite a few. Active Queue Management (AQM) strategies to improve the performance of the existing protocols are proposed for wired networks in [5, 6]. Other approaches considered the problem of explicit-rate control [7, 8]. In [9] the authors explore a new congestion control algorithm (e.g., rate control protocol (RCP)) so that a router assigns a single rate to all flows that pass through it. Different control schemes have been proposed for wireless networks (e.g., see [10–13]). The recent increasing diffusion of remote and web application is motivating the development of congestion and rate control schemes in order to enhance the existing wired/wireless protocols to face with the requirement performance of the specific application. Examples can be found in [14–20] where congestion control techniques are proposed to enhance application and transport layer performance of the existing protocols in terms of variable jitter, bandwidth, or congestion.
Among up to date architecture for pervasive web applications, it is worth to mention content delivery network (CDN), that are network aimed to distribute contents to the users [21]. One main aim is leveraging on rate-based scheme to balance the server load [22]. In [21] the authors proposed a hop-by-hop rate control such that an end-to-end quality-rate performance metric is guaranteed in terms of time delay and load balancing.

All the aforementioned approaches concern the design of the rate regulator that uses only local information at the switch or router for control purpose (e.g., queue length, virtual rate, link capacity, incoming traffic estimation), and most of their theoretical results refer to the case of single bottleneck scenarios. In the recent years distributed coordination of multi-agent systems has received significant attention (e.g., see [23] and references therein). One common feature of this research allows every network agent to automatically address a common objective using only local information received from its neighboring agents. While different design techniques for cooperative control of multi-agent systems have been proposed and successfully used in several applications such as formation flight, robot swarm, Lagrangian systems, sensor networks [24–26], renewable energy [27], distributed fault tolerant control [28], the benefits of its application to communication network is quite unexplored. In this direction, recently in [29] it is proposed a controller scheme for DiffServ Network that is partially based on the idea of formation control [30]. Specifically it is used a leader-follower scheme on a link capacity between premium buffer and ordinary buffer at each router. Herein we extensively apply the multi-agent approach to communication network layer by introducing a concept of a cooperation-based rate control in the explicit-rate control framework of communication networks. Herein each router (server or switch) cooperates with its neighbors and regulates the queue length on the base of one-step bottleneck neighbors queue information according to the scheme in Fig. 2.1. This cooperative algorithm operates at the network layer of the multilayer control system presented in Fig. 1.2.
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Specifically we consider a multi-bottleneck model and introduce the concept of “overlay virtual graph” that easily allows to recast the congestion problem in terms of cooperative control. Then, we will present the consensus-based cooperative rate control scheme (in what follows briefly CRC) in order to: (i) stabilize the network and give sufficient stability conditions suitable for network parameters and controller gains design; (ii) guarantee max–min fairly bandwidth allocation to the heterogeneous sources; (iii) balance the network queues length at a given set point value reducing packet loss and improving link utilization. Differently from the standard existing approaches in the literature on the queue balancing, herein the router/server load balancing and network performance are guaranteed without requiring rerouting or hop-by-hop operation. The approach can be easily extended to Diffserv network and applied to different technology or web-based application scenarios (Internet, content delivery network) and therefore it is of interest for the industrial community. Moreover, the presence of multi-bottleneck and heterogeneous sources time delay is taken into account in the problem formulation.

Finally, the proposed algorithm can be implemented both on wired and wireless network technology by respectively adopting end-to-end and hop-by-hop communication mechanism.

2.2 Network Model and Overlay Virtual Graph

Let $\mathbb{C}^n$ the $n$-dimensional complex vector space, the $i$th component of a vector $x \in \mathbb{C}^n$ is denoted by $x_i$, while $1_n$ is the $n$-dimensional vector of all 1 and $X = \text{diag}\{\text{gen}\{x\}\}$ is a diagonal matrix in $\mathbb{C}^{n \times n}$ generated by the vector $x$ and having $x$ as diagonal. Given $z \in \mathbb{C}$, $|z|$ denotes its magnitude value. Given a matrix $A$, $\sigma(A)$ denotes the spectrum of $A$ while $f(A)$ is the field of values of $A$. For a set $V \subset \mathbb{C}$, $\text{Co}(V)$ denotes the convex hull of $V$, while $|V|$ denotes the cardinality of $V$. For a square matrix $B$ with real eigenvalues, $\lambda(B)$ denotes its spectrum, $\lambda_m(\lambda_M)$ denotes the algebraically smallest (largest) eigenvalue, while $s$ represents the Laplace complex variable and $j$ the imaginary unit. Let $G(N, E, A)$ be a graph with the set of nodes $N$, set of edges $E \subseteq N \times N$, and an adjacency matrix $A = \{a_{ij}\}$ with nonnegative adjacency elements. The set of neighbors of the $i$th node is defined by $N_i = \{k \in N : a_{ik} = 1\}$. Considering an undirected graph, the degree value $d_i$ of the node $i$th is the number of the neighbors of the node $i$th. The Laplacian is a matrix $L$ of elements $l_{ij}$ such that $l_{ij} = \sum_{j=1,j\neq i}^{N} a_{ij}$ if $i = j$, $l_{ij} = -a_{ij}$, if $i \neq j$. The Laplacian can recast as $L = D - A$ with $D$ is the $N \times N$ diagonal matrix having in position $i$th the degree value $d_i$ of the node $i$th. We define the extended Laplacian matrix of elements $\tilde{l}_{ij}$ as $\tilde{L} = L + I$, with $I$ being the identity matrix of opportune dimensions. The matrix $\tilde{L}$ associated to the undirected graph is real and symmetric with real spectrum $\lambda(\tilde{L})$.

In the recent years various dynamic models have been used by a number of researchers to model a wide range of queueing and contention systems. Several variants of the fluid model have been extensively used for network performance
evaluation and control (e.g., [2, 3, 6, 13]). Herein, the main objective is to consider a low order complexity model of multi-bottleneck capturing the essential dynamics of network behavior which is suitable for a distributed consensus-based rate control design. Moreover, we would consider in the model the presence of time delays in the sources data flow. A time delay is due the time elapsed between a rate command signal by a switch controller and the actual time this rate is set. This delay from the control input to the regulated output is the sum of two delays (backward delay $\tau_b$ from controller to source and forward delay $\tau_f$ from source to controller) named the Round-Trip Time delay RTT. Considered a network graph consisting by a set of congested nodes $N = \{1, 2, \ldots, n\}$ and $M = \{1, 2, \ldots, m\}$ accessing source classes by a specific source–destination path, the source-link interconnections can be described by the routing matrix

$$R_{ij}(s) = \begin{cases} e^{-s\tau_{i,j}}, & \text{if source } j \text{ traverses link } i; \\ 0, & \text{otherwise.} \end{cases}$$

with $\tau_{i,j}$ denoting the delay of the source $j$ with respect to (w.r.t) link $i$, and $s$ representing the Laplace complex variable. Notice that as the congestion at each router is just due to the output link congestion, herein we will use indifferently the terms congested node and congested link. In what follows, for sake of brevity, we use the term source to briefly denote source class, namely, the set of sources characterized by the same service class or priority. We introduce the forward routing matrix $R_f^{ij}(s)$ of elements $e^{-s\tau_{f_{i,j}}}$ with $\tau_{f_{i,j}}$ is the forward time delay from source $j$ to link $i$, and the backward routing matrix $R_b^{ij}(s)$ of elements $e^{-s\tau_{b_{i,j}}}$ with $\tau_{b_{i,j}}$ is the backward time delay from link $i$ to source $j$. In this way, the source $j$th with w.r.t link $i$th the round-trip time: $RTT_{i,j} = \tau_{f_{i,j}} + \tau_{b_{i,j}}$. Starting from the simple fluid queue model of a single bottleneck and multiple time delayed sources widely used in the literature (i.e., [2–4, 6, 13]), and denoted $q_i(t)$ the queue length at the bottleneck link $i$th and $r_{i,j}(t)$ being the nonnegative data flow rate of the $j$th source accessing to the $i$th bottleneck link, the network open loop dynamic model is described by

$$\dot{q}_i(t) = \sum_{j \in \bar{S}_i} r_{i,j}(t - \tau_{f_{i,j}}) - c_i(t), \quad (2.1)$$

for $i \in N$, $j \in \tilde{S}_i = \{v \in M : v \text{ traverses the link i-th}\}$ and $c_i(t)$ being the rate at which data is sent out from the link $i$th. In order to recast the congestion problem in terms of cooperative control concept, we introduce the set of virtually bottleneck neighbors of $i$th link defined as $N_i = \{k \in N : \tilde{S}_i \cap \tilde{S}_k \neq \emptyset, a_{ik} = 1\}$. In other words, virtually bottleneck neighbors are bottlenecks sharing source paths. For instance referring to Fig. 2.2, links 1 $\leftrightarrow$ 2 and 2 $\leftrightarrow$ 6 share the path of the source $S_1$ and so they are virtually bottleneck neighbors. In the same way the links 4 $\leftrightarrow$ 5, 5 $\leftrightarrow$ 2 and 2 $\leftrightarrow$ 6 are one-step virtually neighbors. On the other side, links 1 $\leftrightarrow$ 4 and 4 $\leftrightarrow$ 3, although are physical connected, they are not virtually bottleneck neighbors as do not share any source path. The overall graph composed of bottleneck
Fig. 2.2  Network graph.
The overlay virtual graph is denoted by highlighted solid lines.

nodes and their virtual neighbors is defined as the *overlay virtual graph* (denoted by highlighted solid lines in Fig. 2.2).

According to the rate control strategies presented in the literature (see i.e., [7, 8] and references therein), we consider that source rate $r_{ij}(t)$ will be assigned to the source $j$th by a feedback controller $u_{ij}$ located at the bottleneck $i$th. Therefore, starting from the open loop model (2.1), we get the following closed-loop model:

$$
\dot{q}_i(t) = \sum_{j \in \overline{S}_i} u_{ij}(t - RTT_{i,j}) - c_i(t),
$$

for $i = 1, \ldots, n$ and with $RTT_{i,j}$ is the round-trip time of the source $j$th w.r.t link $i$th. We note that the source rate commands $u_{ij}$ should satisfy the constrain on the aggregate available rate $u_i$ computed by the controller. So if $u_{ij} = k_{i,j}u_i$, $k_{i,j}$ are nonnegative controller gains to be designed so that $\sum_{j \in \overline{S}_i} k_{i,j} \leq 1$. Let us assume that the final allocated rate $r_j$ to the source $j$th, $\forall j \in M$, is equal to the minimum rate value $u_{mj}$ among the rate values assigned by the links along the path of its flow (i.e., $r_j = u_{mj} = \min_{i \in B_j} u_{ij}$ with $i \in B_j = \{l \in N : l$ is a bottleneck for the source $j\}$). Because the minimum operation is taken over a finite number of links and each flow $j$ has at least one bottleneck on its path, there should exist $u_{mj}$, $\forall j \in M$. Therefore, the vector $r = [r_1, \ldots, r_m]^T$ denotes the allocated sources rates.

We do the following assumptions:

**Assumption 2.1** The sources are persistent until the closed-loop system reaches steady state meaning that the source always has enough data to transmit at the allocated rate.

**Assumption 2.2** All links are bottleneck for at least one source $j \in M$. Specifically, the link $i$th is a bottleneck for a given source $j$th if and only if the source $j$th has the maximum rate among all sources using the link $i$th (i.e., $r_j \geq r_{j'}$, for all $j' \in \overline{S}_i$). In other words, the bottleneck $i$th is a link which is limiting for a given allocation $r_j$ of the source $j$th. Moreover, being all links bottleneck for at least one source we can assume $c_i(t) = c_i$ for all $i$, with $c_i$ to be the $i$th link capacity (i.e., maximum link rate).
2.3 Consensus-Based Cooperative Rate Control Scheme: Stability and Convergence Results

Herein we detail the consensus-based cooperative rate control scheme (CRC). The controller is implemented at the bottleneck node and adjusts sources rate according to both its own congestion level (i.e., queue length) and that of its virtually bottleneck neighbors. We state the first stability result.

**Theorem 2.1** Consider a $n$-links $m$-sources communication network described by (2.2). Chosen the consensus-based cooperative control action

$$u_{i,j}(t) = k_{i,j} \sum_{k \in N_i \cup \{q_0\}} (q_k(t) - q_i(t)) + k_{f_{i,j}} \tilde{c}_i(t), \quad (2.3)$$

then it results:

(a) the network is globally asymptotically stable if

$$k_{i,j} \leq \frac{\pi}{2 \cdot |\bar{S}_i| \cdot RTT_M \cdot \lambda_M}, \quad (2.4)$$

$$\forall i \in N, \forall j \in \bar{S}_i, \text{ with } RTT_{M,i} = \max \{RTT_{i,j}, j \in \bar{S}_i\}, \lambda_M \text{ maximum eigenvalue of } \tilde{L}, k_{f_{i,j}} \tilde{c}_i(t) \text{ is a feedforward action for link capacity allocation with gain } k_{f_{i,j}} \text{ and } \tilde{c}_i \text{ is an estimation of the link capacity};$$

(b) the network queues asymptotically converge to the same set point value $q_0$ (i.e. network queues balancing).

The control law $u_{i,j}(t)$ is composed of the feedback cooperative term $u_{i,j}^{fb}(t) = k_{i,j} \sum_{k \in N_i \cup \{q_0\}} (q_k(t) - q_i(t))$ (including the setpoint term in $q_0$) and of the feedforward action term $u_{i,j}^{ff}(t) = k_{f_{i,j}} \tilde{c}_i(t)$. Hence, we have to design feedback gains $k_{i,j}$ and feedforward gains $k_{f_{i,j}}$.

**Proof** (a) Notice that $\tilde{c}_i$ is the link capacity estimation that in general it is easily carried out at the node by local measurements. From Assumption 2.2 it results $\tilde{c}_i(t) = c_i$ and thus $u_{i,j}^{fb}(t) = k_{f_{i,j}} c_i(t) = k_{f_{i,j}} c_i$. We design $u_{i,j}^{ff}(t)$ in order to allocate the $i$th link capacity $c_i$, fulfilling the constraint that the total capacity made available to sources is less or equal than $c_i$. In particular, choosing $k_{f_{i,j}}$ according to

$$k_{f_{i,j}} = \frac{w_j}{\sum_{k \in \bar{S}_i} w_k} \quad (2.5)$$

with $w_j$ being the priority weight associated to the source class $j$th, the amount of capacity allocated to the $j$th source then results: $u_{i,j}^{ff} = \frac{w_j}{\sum_{k \in \bar{S}_i} w_k} c_i$. In this way, the allocation of the available capacity among sources guarantees not only that the allocated capacity is within bounds but also that the allocation is proportionally fair. With proportional fairness, sources with greater weights $w_j$ are allocated a larger
amount of capacity. We can interpret \( w_j \) as a preassigned level of Quality of Service within the ordinary class to the source \( j \)th. Thus (2.5) can be used for feedforward gains \( k_{f_{i,j}} \) design purpose in order to fair allocate the available capacity \( c_i \) on the base of source priorities or differentiated service requirements. This easily allows to apply the approach to DiffServ network. In the case of equal \( w_j \) for all \( j \), the resulting capacity allocation is \textit{max–min fair} with all sources getting the same resource quota. In what follows we present a simple static fair allocation strategy used by sink for avoiding congestion and guaranteeing fair capacity allocation from sensor nodes.

Let a link \( i \)th with capacity \( c_i \), the simplest method fulfilling the constraint that the total bandwidth made available to sensors traversing \( i \) is less or equal than \( c_i \), consists of allocating an amount of capacity to the \( j \)-th sensor, \( r_{i,j} \), so that:

\[
\frac{w_j}{\sum_{k \in \bar{S}_i} w_k} c_i = \frac{r_{i,j}}{c_i}
\]

i.e., setting

\[
r_{i,j} = \frac{w_j}{\sum_{k \in \bar{S}_i} w_k} c_i
\]

(2.6)

with \( w_j \) is the weight associated to the source or sensor \( j \)th. Following the approach shown in [31], for a given number of \( \bar{S}_i \) sensors and a fixed set of weights \( w = (w_1, \ldots, w_{\bar{S}_i})^T \), a given allocation of resource is proportionally fair if it solves the following optimal problem:

\[
\max_{r_{i,j}} \sum_{j \in \bar{S}_i} w_j \log r_{i,j}
\]

subject to the constraint

\[
\sum_{j \in \bar{S}_i} r_{i,j} \leq c_i
\]

over \( r_{i,j} \geq 0 \). As observed in [31], if we assume that the user utility scales as logarithm of the allocated capacity, then (2.7) corresponds to the maximization of the collective log utility. Moreover, constraint (2.8) guarantees the use of all available capacity, and therefore good link utilization.

The Lagrangian for the problem can be expressed as

\[
L(r_{i,j}, \lambda) = \sum_{j \in \bar{S}_i} w_j \log r_{i,j} + \lambda \left( c_i - \sum_{j \in \bar{S}_i} r_{i,j} \right)
\]
with \( \lambda \) is the Lagrange multiplier. Then for all \( j \in \tilde{S}_i \),

\[
\frac{\partial L}{\partial r_{i,j}} = \frac{w_j}{r_{i,j}} - \lambda
\]

and considering the constraint on the capacity, the unique optimum point can be derived to be

\[
r_{i,j}^o = \frac{w_j}{\lambda}
\]

(2.9)

with

\[
\lambda = \frac{\sum_{k \in \tilde{S}_i} w_k}{c_i}.
\]

Therefore, the allocation of the available resource among users according to (2.9) guarantees not only that the allocated capacity is within bounds but also that the allocation is proportionally fair according to the criterion given in [31]. With proportional fairness, users with greater weights \( w_j \) are allocated a larger amount of capacity, causing a heavy reduction in the allocation for other users. We can interpret the components of \( w \) as prespecified sensor priority requirements on the Quality of Service (e.g., fault detection signaling, vision monitoring/control). Thus, \( u_{i,j}^{fb}(t) \) can be used by the resource manager to govern the relative fair allocation of capacity among users based on their priorities by designing the feedforward gains \( k_{fi,j} = \frac{w_j}{\sum_{k \in \tilde{S}_i} w_k} \). In particular, in the case of equal \( w \) components, the resulting resource allocation is max–min fair. Without loss of generality, we will assume \( k_{i,j} = k, \forall j \in \tilde{S}_i \) and \( i \in N \). In so doing all sources sharing a common link receive the same rate quota of the feedback term \( u_{i,j}^{fb}(t) \). This means that there is no a particular differentiated services for the sources accessing to the link \( i \). Substituting (2.3) in the closed-loop equation (2.2) and being \( \sum_{j \in \tilde{S}_i} k_{fi,j} c_i(t) = \sum_{j \in \tilde{S}_i} k_{fi,j} c_i = c_i \) (having chosen \( k_{fi,j} \) according to (2.5)), then it results:

\[
\dot{q}_i(t) = \sum_{j \in \tilde{S}_i} k_{i,j} \sum_{k \in N_i \cup \{q_0\}} \left( q_k(t - RTT_{i,j}) - q_i(t - RTT_{i,j}) \right)
\]

\[
= \sum_{j \in \tilde{S}_i} k_i \left( \sum_{k \in N_i} \left( q_k(t - RTT_{i,j}) - q_i(t - RTT_{i,j}) \right) + q_0 - q_i(t - RTT_{i,j}) \right)
\]

\[
= k_i \sum_{j \in \tilde{S}_i} \left( \sum_{k \in N_i} \left( q_k(t - RTT_{i,j}) - q_i(t - RTT_{i,j}) \right) - q_i(t - RTT_{i,j}) \right) + k_i \mid \tilde{S}_i \mid q_0.
\]

(2.10)

Notice that \( \sum_{k \in N_i} \left( q_k(t) - q_i(t) \right) \) represents the \( i \)th element of product \(-\tilde{L}q(t)\) with \( q(t) = [q_1, \ldots, q_n]^T\) being the vector of network queue lengths at the time \( t \). Let \( k = [k_1, k_2, \ldots, k_n]^T \) and defined \( \tilde{R}(s) \) the delay diagonal matrix with \( \sum_{j \in \tilde{S}_i} e^{-sRTT_{i,j}} \) on the \( i \)th diagonal position, \( K = diaggen(k) \) the controller
feedback gain matrix, \( P(s) = \text{diaggen}\{\frac{1}{s}\} \) the queue process, then the controlled network reduces to the feedback control system in Fig. 2.3 with \( q_0 \) being the reference queue length and \( \tilde{s} = [\tilde{S}_1, ..., \tilde{S}_n]^T \) is the vector of the number of the sources traversing the links. The resulting return ratio transfer function is:

\[
H(s) = K \tilde{R}(s) P(s) \tilde{L}.
\]

Moreover it results:

\[
\sigma(H(s)) \subset f(K \tilde{R}P \tilde{L}) \subset f(K \tilde{R}).
\]

Indeed, being the matrices normal [32], the first and the second above inclusions follow from the spectral containment and field values properties while the next equality follows from the normality property [32]. We note that the real part of the set \( \text{Co}\{k_i \sum_{j \in \tilde{S}_i} \frac{e^{-RTT_{i,j}}}{s} \} \) is lower limited by the point \(-k_i RTT_{M_i} | \tilde{S}_i | \frac{2}{\pi} \) setting \( RTT_{i,j} = RTT_{M_i}, \forall j \in \tilde{S}_i \) and \( s \cdot RTT_{M_i} = j \frac{\pi}{2} \).

Hence, chosen \( k_{f_i,j} \) according to (2.5), if (2.4) holds then \( H(s) \) do not intersect \((-\infty, -1]\) for all \( s \) and from the Generalized Nyquist criterion [33] the closed-loop system is global asymptotically stable. This completes the proof (a).

Therefore, the CRC control action \( u_{i,j} \) at the link \( i \)th allocates the link capacity (by the feedforward action) and regulates the sources rate according its level of congestion \( q_i \) and the level of congestion \( q_k, k \in N_i \) as depicted in Fig. 2.4, in the spirit of the cooperation approach between virtually bottleneck neighbors.

**Proof** (b) One expectant goal of the proposed consensus-based rate control law is to bring the network to the balanced desired equilibrium such that \( q_i = q_0 \), for all \( i \in N \), with \( q_0 \) being the target queue value. Indeed, the network under the proposed consensus-based rate control law (2.3) presents the equilibrium point \( \tilde{q}_i = q_0 \), for all \( i \in N \), as easily results from the closed-loop model equation (2.2). We will show the convergence of the network to the above equilibrium point by computing the set point error \( e(t) \) between the queue values and the step reference \( \frac{q_0}{s} 1_n \). Let \( S_o(s) \) the sensitivity function of the closed-loop system, from the final value theorem it results:

\[
\lim_{t \to \infty} e(t) = \lim_{s \to 0} s E(s) = \lim_{s \to 0} s S_o(s) \frac{q_0}{s} 1_n = \lim_{s \to 0} s (s I + K \tilde{R}(s) \tilde{L})^{-1} q_0 1_n = 0.
\]
The convergence to zero of $e(t)$ follows considering that $K$ is a stabilizing controller from the proof (a), $S_r(0) = 0$ and that $K \hat{R}(0)\hat{L}$ is an invertible matrix. This completes the proof of Theorem 2.1.

Therefore, the CRC control action $u_{i,j}$ at the link $i$th allocates the link capacity (by the feedforward action) and regulates the sources rate according its level of congestion $q_i$ and the level of congestion $q_k$, $k \in N_i$ as depicted in Fig. 2.4, in the spirit of the cooperation approach between virtually bottleneck neighbors.

We note that switches need to exchange only queue level with its virtual neighbors for implementing cooperative control. We note that pinning cooperative control operates locally at each bottleneck node. In particular the one-step bottleneck neighbors inform one with each other of own queue level and set the respective controlled sources rates according the closed-loop scheme of Fig. 2.3.

The proposed control scheme guarantees queue balancing and set point regulation by opportunely tuning the feedback and feedforward gains (i.e., $k_{f_{i,j}} = \frac{w_j}{\sum_{k \in \bar{S}_i} w_k}$ and $k_{i,j} < \frac{\pi}{2 |S_i| R T T_M \lambda_M}$) on the base of network and source features (i.e., virtual graph topology, source priority, maximum round-trip time).

The feedback design condition (2.4) depends on the round trip time and network topology information that can be no easily available by the designer. In what follows we introduce corollaries of Theorem 2.1 in order to give practical control design law depending on more accessible network parameters. This is particularly appealing

---

1Indeed it is strictly diagonally dominant matrix and hence for Geršgorin theorem [32] is invertible.
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for the NMCSs based on wired technology because the time delays may be easily estimated.

**Corollary 2.1** Consider a $n$-links $m$-sources communication network described by (2.2). Let $\tau_{p_{Mj}}$ the propagation delay of the connection between the source $j$th and the link $i$th and chosen the cooperative control action (2.3), then the network is globally asymptotically stable if

$$k_{i,j} < \frac{\pi}{2 | \tilde{S}_i | (2\tau_{p_{Mi}} + b_i/c_i)(2\tilde{S}_M + 1)},$$

(2.11)

$\forall i \in \mathbb{N}$, $\forall j \in \tilde{S}_i$, where $b_i$ is the buffer size, $\tau_{p_{Mi}} = \max\{\tau_{p_{Mj}}, j \in \tilde{S}_i\}$, $\tilde{S}_M = \max_i | \tilde{S}_i |$. Moreover, the network queues asymptotically converge to the same set point value $q_0$ (i.e. network queues balancing).

**Proof** Let $b_i$ the buffer size of the $i$th link, thus $RTT_{Mi} = 2\tau_{p_{Mi}} + b_i/c_i$ with $\tau_{p_{Mi}}$ is the maximum propagation delay among the sources accessing to the $i$th link. Moreover, from the Gersgorin’s theorem all the eigenvalues of $\tilde{L}$ are located in the union of the following $n$ disks: $\tilde{L}_i = \{z \in \mathbb{C}, \|z - \tilde{l}_{i,i}\| \leq \sum_{j=1, j\neq i}^n \|\tilde{l}_{i,j}\|\} = \{z \in \mathbb{C}, \|z - d_i - 1\| \leq \sum_{j=1, j\neq i}^n \|a_{i,j}\|\}$, $i = 1, \ldots, n$. Let $d_M$ be the maximum degree of the virtual graph, and defined the largest disk radius $r_M = \max_i \sum_{j=1, j\neq i}^n \|a_{i,j}\|$ = $\max_i d_i = d_M$, being $\tilde{L}$ real and symmetric matrix then follows: $\forall \lambda \in \lambda(\tilde{L}), 1 \leq \lambda \leq 2d_M + 1$. Let $\tilde{S}_M = \max_i | \tilde{S}_i |$ and being $d_M = \tilde{S}_M$ then $\lambda_M \leq 2\tilde{S}_M + 1$ and hence we can recast (2.4) into the relation (2.11). The proof of the second part of the Corollary follows the same arguments given in the Theorem 2.1. ■

**Corollary 2.2** Consider a $n$-links $m$-sources communication network described by (2.2). Let $\tau_{p_{Mj}}$ the propagation delay of the connection between the source $j$th and the link $i$th and chosen the cooperative control action (2.3), then the network is globally asymptotically stable if

$$k_{i,j} < \frac{\pi}{2 | \tilde{S}_i | (2\tau_{p_{Mi}} + b_i/c_i)\tilde{S}_M},$$

(2.12)

$\forall i \in \mathbb{N}$, $\forall j \in \tilde{S}_i$, where $b_i$ is the buffer size, $\tau_{p_{Mi}} = \max\{\tau_{i,j}, j \in \tilde{S}_i\}$, $\tilde{S}_M = \max\{| S_i | + | S_j |: (i, j) \in \mathbb{N} \times \mathbb{N}\}$. Moreover, the network queues asymptotically converge to the same set point value $q_0$ (i.e. network queues balancing).

**Proof** Let $\lambda_M$ the maximum eigenvalue of the extended Laplacian $\tilde{L}$, if the virtual network graph associated to $\tilde{L}$ is connected and bipartite then results [34]: $\lambda_M \leq \max\{d_i + d_j : (i, j) \in \mathbb{E} \times \mathbb{E}\}$. Because the degree of each node $i$th of the virtual graph corresponds to the number of the sources passing through the link $i$th (i.e., $d_i = | S_i |$) then the result follows. ■

The above Corollaries can be used for distributed network design because they relate network parameters (e.g., link capacity $c_i$, buffer size $b_i$, propagation delay $\tau_{p_{Mi}}$ and...
number of source classes) to feedback controller gains $k_{i,j}$. Notice that usually the number of sources is much larger than the number of links ($m >> n$). This implies that the virtual graph is undirected and connected or at least is composed of the number of connected and undirected clusters. Also the assumption of bipartite graph is a realistic assumption for a virtual graph associated to the communication network. Indeed, it has shown as communication physical and overlay network topologies have scale free property (see i.e., [35] and references therein) and how those networks can be reviewed as bipartite graph [36].

2.4 Performance Issues

In what follows we analyze the CRC performance in terms of link utilization, set point regulation and fairness of the proposed controller.

2.4.1 Set Point Regulation, Queue Balancing, and Link Utilization

- Set point regulation and queue balancing
  From the proof of part (b) of Theorem 2.1 we have shown that the CRC algorithm assures queues set point regulation to a desired $0 < q_0 < \min_i b_i$ with resulting network queue balancing and set point regulation. Moreover this avoids packet dropping for buffer overflow.

- Link utilization
  From Theorem 2.1, if the cooperative control law (2.3) is applied, at the steady state results: $\sum_{j \in \mathcal{S}_i} r_j = c_i$ implying that the capacity at the link $i$th is fully utilized.

2.4.2 Fairness

In a shared environment the throughput for a source depends upon the demands by other sources. The most commonly criterion for the correct share of bandwidth for sources in network environment is the so called max–min allocation [37]. It provides the maximum possible bandwidth to the source receiving the least among all contending sources. Notice that max–min allocation is both fair and efficient in the sense that all sources get an equal share on every link and that each link is utilized to the maximum load possible. In what follows we will show as CRC achieves max–min fair resource allocation.

Definition 2.1 A vector of allocated rates $r = [r_1, \ldots, r_m]^T$ is feasible if $r_j \geq 0$, $\forall j \in M$ and $\sum_{j \in \mathcal{S}_i} r_j \leq c_i$, for all $i = 1, \ldots, n$. 
Definition 2.2 ([38]) A vector $r$ is max–min fair if and only if it is feasible, and for each $j \in M$ and for any other feasible vector allocation rate $\bar{r}$ for which $r_j < \bar{r}_j$, there is some $j'$ such that $r_j \geq r_{j'} > \bar{r}_{j'}$.

In other terms, a max–min fair rate vector is such that for every rate $r_j$, any attempt to increase $r_j$ must result in a decrease of another rate $r_{j'}$, for which $r_j \geq r_{j'}$ in order to maintain feasibility. In this way it is given priority to flows with small rate values.

Proposition 2.1 The vector $r$ of the source rates allocated by the consensus-based control (2.3) is max–min fair.

Proof We introduce the set of flows bottlenecked at the link $\hat{i}$th, $\tilde{S}_{ib} = \{ j \in M : r_j = u_{mj} = u_{i,j} \}$, and the set of all flows not bottlenecked at link $\hat{i}$th and traversing it $S_{\hat{i}b} = \{ j \in M : r_{i,j} = u_{i,j} \text{ and } u_{i,j} < u_{i,j} \}$ with $\hat{i} \in B_j$ is some bottleneck ($\neq \hat{i}$) for the flow $j$th. At steady state the allocate rates vector $r$ is feasible since feasibility is a necessary condition for stability and being the cooperative control (2.3) a stabilizing control for the network (2.2) from Theorem 2.1. We assume that we can increase the rate value of flow $j \in \tilde{S}_{ib}$ which is bottlenecked at the link $\hat{i}$th and therefore it exists at least another flow $j'$ sharing with the flow $j$th the link $\hat{i}$th. For all $j' \in \tilde{S}_j$, results $r_{j'} \leq r_j$ being $r_{j'} < r_j$ for $j' \in \tilde{S}_{ib}$, and $j' \neq j$ or $r_{j'} = r_j$ for $j' \in S_{ib}$ and $j' \neq j$.

Using the notation just introduced, if the Assumption 2.2 holds and if the cooperative control law (2.3) is applied thus at steady-state results $\sum_{j \in \tilde{S}_{ib}} r_j + \sum_{j \in S_{\hat{i}b}} r_j = c_{\hat{i}}$.

Therefore, for every rate $r_j$ bottlenecked at the link $\hat{i}$th, any attempt to increase $r_j$ must result in a decrease of another rate $r_{j'}$ for which $r_j \geq r_{j'}$ in order to maintain feasibility. Finally according to Definition 2.2, the steady-state rate vector is max–min fair.

Remark 2.1 As stated above we have shown the max–min property of the allocated rate by the proposed controller. We have considered max–min fair allocation as it is usually considered the common way to allocate the same quota capacity to all sources with the same priority. Anyway by using Eq. (2.5), the designer can set the feedforward gains in order to get a proportional fair capacity allocation so that each source $j$ has an amount of allocated capacity proportionally to its weight $w_j$. The weight $w_j$ can be seen as a preassigned level of Quality of Service (set by the network manager or bought by the end-user).

2.5 Implementation Issues

The proposed consensus-based control law (2.3) can be implemented by end-to-end or hop-by-hop mechanism by using existing protocols of wireless or wired networks. Specifically the information about the queue length can be exchanged among nodes (Fig. 2.4) by using the available field of the specific control packet in a given protocol: for example (1) over ATM protocol, the RM cell can be used; (2) over TCP
protocol, it is possible to use the same packet signaling proposed in [9]; (3) over wireless networks, it is possible to use the “HELLO” packet, that is a special packet periodically sent from a node to discover neighboring routers; (4) over Content Delivery Networks (CDNs), a control signal at the application layer can be adopted. The use of end-to-end and hop-by-hop mechanism for implementing consensus-based algorithms at the network layer will be presented in Chap. 4.
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