Preface

The theory of random measures is a key area of modern probability theory, arguably as rich and important as martingale theory, ergodic theory, or probabilistic potential theory, to mention only three of my favorite areas. The purpose of this book is to give a systematic account of the basic theory, and to discuss some areas where the random measure point of view has been especially fruitful.

The subject has often been dismissed by the ignorant as an elementary and narrowly specialized area of probability theory, mainly of interest for some rather trite applications. Standard textbooks on graduate-level probability often contain massive chapters on Brownian motion and related subjects, but only a cursory mention of Poisson processes, along with a short discussion of their most basic properties. This is unfortunate, since random measures occur everywhere in our discipline and play a fundamental role in practically every area of stochastic processes.

Classical examples include the Lévy–Itô representation of stochastically continuous processes with independent increments, where the jump component may be described in terms of a Poisson random measure on a suitable product space. Poisson processes and their mixtures also arise naturally in such diverse areas as continuous-time Markov chains, Palm and Gibbs measures, the ergodic theory of particle systems, processes of lines and flats, branching and super-processes, just to name a few.

But there is so much more, and once you become aware of the random measure point of view, you will recognize such objects everywhere. On a very basic level, regular conditional distributions are clearly random measures with special properties. Furthermore, just as measures on the real line are determined by their distribution functions, every non-decreasing random process determines a random measure. In particular, it is often useful to regard the local time of a process at a fixed point as a random measure. Similarly, we may think of the Doob–Meyer decomposition as associating a predictable random measure with every sub-martingale.

The random measure point of view is not only useful in leading to new insights, quite often it is also the only practical one. For example, the jump structure of a general semi-martingale may be described most conveniently in terms of the generated jump point process, defined on a suitable product space. The associated compensator is a predictable random measure on the same space, and there is no natural connection to increasing processes. A similar situation arises in the context of super-processes, defined as diffusion limits of classical branching processes under a suitable scaling. Though there
is indeed a deep and rather amazing description in terms of discrete particle systems, the process itself must still be understood as a randomly evolving family of diffuse random measures.

Though the discovery of Poisson processes goes back to the early 1900’s, in connection with the modeling of various phenomena in physics, telecommunication, and finance, their fundamental importance in probability theory may not have become clear until the work of Lévy (1934–35). More general point processes were considered by Palm (1943), whose seminal thesis on queuing theory contains the germs of Palm distributions, renewal theory, and Poisson approximation. Palm’s ideas were extended and made rigorous by Khinchin (1955), and a general theory of random measures and point processes emerged during the 1960’s and 70’s through the cumulative efforts of Rényi (1956/67), Grigelionis (1963), Matthes (1963), Kerstan (1964a/b), Mecke (1967), Harris (1968/71), Papangelou (1972/74a/b), Jacod (1975), and many others. A milestone was the German monograph by Kerstan, Matthes, & Mecke (1974), later appearing in thoroughly revised editions (1978/82) in other languages.

My own interest in random measures goes back to my student days in Gothenburg—more specifically to October 1971—when Peter Jagers returned from a sabbatical leave in the US, bringing his lecture notes on random measures, later published as Jagers (1974), which became the basis for our weakly seminar. Inspired by the author’s writings and encouragement, I wrote my own dissertation on the subject, which was later published in extended form as my first random measure book K(1975/76), subsequently extended to double length in K(1983/86), through the addition of new material.

Since then so much has happened, so many exciting new discoveries have been made, and I have myself been working and publishing in the area, on and off, for the last four decades. Most of the previous surveys and monographs on random measures and point processes are today totally outdated, and it is time for a renewed effort to organize and review the basic results, and to bring to light material that would otherwise be lost or forgotten on dusty library shelves. In view of the vastness of current knowledge, I have been forced to be very selective, and my choice of topics has naturally been guided by personal interests, knowledge, and taste. Some omitted areas are covered by Daley & Vere-Jones (2003/08) or Last & Penrose (2017), which may serve as complements to the present text (with surprisingly little overlap).
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Introduction

This book is divided into thirteen chapters, each dealing with a different aspect of the theory and applications of random measures. Here we will give a general, informal introduction to some basic ideas of the different chapters, and indicate their significance for the subsequent development. A more detailed introduction will be given at the beginning of each chapter.

Informally, we may think of a random measure$^1$ as a randomly chosen measure $\xi$ on a measurable space $(S, \mathcal{S})$. From this point of view, $\xi$ is simply a measure depending on an extra parameter $\omega$, belonging to some abstract probability space $(\Omega, \mathcal{A}, P)$. To ensure that the mass $\xi_B$ assigned to a set $B \in \mathcal{S}$, we need the function $\xi_{(\omega,B)}$ on the product space $\Omega \times \mathcal{S}$ to be $\mathcal{A}$-measurable in $\omega$ for fixed $B$ and a measure in $B$ for fixed $\omega$. In other words, $\xi$ has to be a kernel from $\Omega$ to $S$. This condition is strong enough to ensure that even the integral $\int f \, d\xi$ is a random variable, for every measurable function $f \geq 0$ on $S$.

The state space $S$ is taken to be an abstract Borel space$^2$, defined by the existence of a bi-measurable $1-1$ mapping between $S$ and a Borel set $B \subset \mathbb{R}$. This covers most cases of interest$^3$, since every measurable subset of a Polish space is known to be Borel. We also need to equip $S$ with a localizing structure, consisting of a ring $\hat{S} \subset \mathcal{S}$ of bounded measurable subsets. When $S$ is a separable and complete metric space, we may choose $\hat{S}$ as the class of bounded Borel sets, and if $S$ is further assumed to be locally compact, we may take $\hat{S}$ to consist of all relatively compact Borel sets.

A fixed or random measure $\xi$ on a localized Borel space $(S, \hat{S})$ is said to be locally finite, if $\xi_B < \infty$ a.s. for all $B \in \hat{S}$. This will henceforth be taken as part of our definition. Thus, we define a random measure on $(S, \hat{S})$ as a locally finite kernel from $\Omega$ to $S$. Equivalently, it may be defined as a random element in the space $\mathcal{M}_S$ of all locally finite measures on $S$, endowed with the $\sigma$-field generated by all evaluation maps $\pi_B: \mu \mapsto \mu_B$ with $B \in \mathcal{S}$. The space $\mathcal{M}_S$ is again known to be Borel.

The additional structure enables us to prove more. Thus, if $\xi$ is a locally finite random measure on a localized Borel space $S$, then the integral $\int Y \, d\xi$ is a random variable for every product-measurable process $Y \geq 0$ on

---

$^1$Often confused with $L^0$-valued vector measures on $S$, such as white noise. In K(05) those are called continuous linear random functionals, or simply CLRFs.

$^2$also known as a standard space

$^3$The theory has often been developed under various metric or topological assumptions, although such a structure plays no role, except in the context of weak convergence.
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If \( Y \) is further assumed to be bounded, then the measure \( Y \cdot \xi \), given by \( (Y \cdot \xi)f = \xi(fY) \), is again a random measure on \( S \). We may also derive an essentially unique atomic decomposition \( \xi = \alpha + \sum k \beta_k \delta_{\sigma_k} \), in terms of a diffuse (non-atomic) random measure \( \alpha \), some distinct random elements \( \sigma_1, \sigma_2, \ldots \) in \( S \), and some random weights \( \beta_1, \beta_2, \ldots \geq 0 \). Here \( \delta_s \) denotes a unit mass\(^4\) at \( s \in S \), so that \( \delta_s B = 1_B(s) \), where \( 1_B \) is the indicator function\(^5\) of the set \( B \).

When the random measure \( \xi \) is integer-valued, its atomic decomposition reduces to \( \xi = \sum k \beta_k \delta_{\sigma_k} \), where the coefficients \( \beta_k \) are now integer-valued as well. Then \( \xi \) is called a point process on \( S \), the elements \( \sigma_1, \sigma_2, \ldots \) are the points of \( \xi \), and \( \beta_1, \beta_2, \ldots \) are the corresponding multiplicities. We may think of \( \xi \) as representing a random particle system, where several particles may occupy the same site \( \sigma_k \). Since \( \xi \) is locally finite, there are only finitely many particles in every bounded set. A point process \( \xi \) is said to be simple, if all multiplicities equal 1. Then \( \xi \) represents a locally finite random set \( \Xi \) in \( S \), and conversely, any such set \( \Xi \) may be represented by the associated counting random measure \( \xi \), where \( \xi B \) denotes the number of points of \( \Xi \) in the set \( B \). The correspondence becomes an equivalence through a suitable choice of \( \sigma \)-fields.

The distribution of a random measure \( \xi \) on \( S \) is determined by the class of finite-dimensional distributions \( L(\xi B_1, \ldots, \xi B_n) \), and hence by the distributions of all integrals \( \xi f = \int fd\xi \), for any measurable functions \( f \geq 0 \). When \( \xi \) is a simple point process, its distribution is determined by the avoidance probabilities \( P\{\xi B = 0\} \) for arbitrary \( B \in \hat{S} \), and for diffuse random measures it is given by the set of all one-dimensional distributions \( L(\xi B) \).

Partial information about \( \xi \) is provided by the intensity measure \( E\xi \) and the higher order moment measures \( E\xi^n \), and for point processes we may even consider the factorial moment measures \( E\xi^{(n)} \), defined for simple \( \xi \) as the restrictions of \( E\xi^n \) to the non-diagonal parts of \( S^n \). In particular, \( \xi \) is a.s. diffuse iff \( E\xi^2 D = 0 \), and a point process \( \xi \) is a.s. simple iff \( E\xi^{(2)} D = 0 \), where \( D \) denotes the diagonal in \( S^2 \).

So far we have summarized the main ideas of the first two chapters, omitting some of the more technical topics. In Chapter 3 we focus on some basic processes of special importance. Most important are of course the Poisson processes, defined as point processes \( \xi \), such that the random variables \( \xi B_1, \ldots, \xi B_n \) are independent and Poisson distributed, for any disjoint sets \( B_1, \ldots, B_n \in \hat{S} \). In fact, when \( \xi \) is simple, independence of the increments\(^6\) alone guarantees the Poisson property of all \( \xi B \), and likewise, the Poisson

---

\(^4\)often called Dirac measure  
\(^5\)The term characteristic function should be avoided here, as it has a different meaning in probability theory.  
\(^6\)sometimes called complete randomness or complete independence
property alone guarantees the independence of the increments. The distribution of a Poisson process $\xi$ is clearly determined by the intensity $E\xi$, which is automatically locally finite.

Closely related to the Poisson processes are the binomial processes\(^7\), defined as point processes of the form $\xi = \delta_{\sigma_1} + \cdots + \delta_{\sigma_n}$, where $\sigma_1, \ldots, \sigma_n$ are i.i.d. random elements in $S$. In particular, a Poisson process on a bounded set is a mixture\(^8\) of binomial processes based on a common distribution, and any Poisson process can be obtained by patching together mixed binomial processes of this kind. Mixtures of Poisson processes with different intensities, known as Cox processes\(^9\), play an equally fundamental role. The classes of Poisson and Cox processes are preserved under measurable transformations and randomizations, and they arise in the limit under a variety of thinning and displacement operations.

Apart from the importance of Poisson processes to model a variety of random phenomena, such processes also form the basic building blocks for construction of more general processes, similar to the role of Brownian motion in the theory of continuous processes. Most striking is perhaps the representation of an infinitely divisible random measure or point process $\xi$ as a cluster process $\int \mu \eta(d\mu)$ (in the former case apart from a trivial deterministic component), where the clusters $\mu$ are generated by a Poisson process $\eta$ on $M_S$ or $N_S$, respectively. Thus, the distribution of $\xi$ is essentially determined by the intensity $\lambda = E\eta$, known as the Lévy measure\(^10\) of $\xi$. This leads to a simple interpretation of the celebrated Lévy–Khinchin representation of infinitely divisible distributions. Cluster processes of various kinds, in their turn, play a fundamental role within the theory of branching processes.

---

**Chapter 4** deals with convergence in distribution of random measures, which is where the metric or topological structure of $S$ comes in. The basic assumption is to take $S$ to be a separable and complete metric space with Borel $\sigma$-field $\mathcal{S}$, and let $\hat{\mathcal{S}}$ be the subclass of bounded Borel sets. The metric topology on $S$ induces the vague topology on $\mathcal{M}_S$, generated by the integration maps $\pi_f: \mu \mapsto \mu f$ for all bounded continuous functions $f \geq 0$ on $S$ with bounded support, so that $\mu_n \stackrel{v}{\to} \mu$ iff $\mu_n f \to \mu f$ for any such $f$.

The vague topology makes even $\mathcal{M}_S$ a Polish space, which allows us to apply the standard theory of weak convergence to random measures $\xi_n$ and $\xi$ on $S$. The associated convergence in distribution\(^11\), written as $\xi_n \stackrel{vd}{\to} \xi$, is described in detail in Chapter 4.

---

\(^7\)In early literature often referred to as sample or Bernoulli processes, or, when $S = \mathbb{R}$, as processes with the order statistics property.

\(^8\)Strictly speaking, we are mixing the distributions, not the processes.

\(^9\)Originally called doubly stochastic Poisson processes.

\(^10\)Sometimes called the canonical or KLM measure, or in German Schlangemaß.

\(^11\)Often confused with weak convergence. Note that $\xi_n \stackrel{d}{\to} \xi$ iff $\mathcal{L}(\xi_n) \stackrel{w}{\to} \mathcal{L}(\xi)$. The distinction is crucial here, since the distribution of a random measure is a measure on a measure space.
ξ, means that $Eg(\xi_n) \to Eg(\xi)$ for any bounded and vaguely continuous function $g$ on $\mathcal{M}_S$. In particular, $\xi_n \xrightarrow{vd} \xi$ implies $\xi_n f \xrightarrow{d} \xi f$ for any bounded continuous function $f \geq 0$ with bounded support. Quite surprisingly, the latter condition is also sufficient for the convergence $\xi_n \xrightarrow{vd} \xi$. Thus, no extra tightness condition is needed, which makes applications of the theory pleasingly straightforward and convenient.

We may now derive criteria for the convergence $\sum_j \xi_{nj} \xrightarrow{vd} \xi$, when the $\xi_{nj}$ form a null array$^{12}$ of random measures on $S$, in the sense that the $\xi_{nj}$ are independent in $j$ for fixed $n$, and $\xi_{nj} \xrightarrow{vd} 0$ as $n \to \infty$, uniformly in $j$. When the $\xi_{nj}$ are point processes and $\xi$ is Poisson with $E\xi = \lambda$, we get in particular the classical criteria

$$\sum_j P\{\xi_{nj}B = 1\} \to \lambda B, \quad \sum_j P\{\xi_{nj}B > 1\} \to 0,$$

for arbitrary $B \in \hat{\mathcal{S}}$ with $\lambda \partial B = 0$. More generally, we may characterize the convergence to any infinitely divisible random measure $\xi$, where the conditions simplify in various ways under assumptions of simplicity or diffuseness.

Beside the topological notion of distributional convergence, $\xi_n \xrightarrow{vd} \xi$, there is also a strong, non-topological notion of locally uniform convergence in distribution, written as $\xi_n \xrightarrow{uld} \xi$, and defined by the condition $\|\mathcal{L}(1_B\xi_n) - \mathcal{L}(1_B\xi)\| \to 0$ for arbitrary $B \in \hat{\mathcal{S}}$, where $\|\cdot\|$ denotes the total variation norm for signed measures on $\mathcal{M}_S$. Again we may derive some necessary and sufficient conditions for convergence, which reveal a striking analogy between the two cases. Both modes of convergence are of great importance in subsequent chapters.

In Chapter 5 we specialize to stationary random measures on a Euclidean space $S = \mathbb{R}^d$, where stationarity$^{13}$ means that $\theta_r \xi = \hat{\xi}$ for all $r \in S$. Here the shift operators $\theta_r$ on $\mathcal{M}_S$ are given by $(\theta_r\mu)f = \mu(f \circ \theta_r)$, where $\theta_r s = s + r$ for all $r, s \in S$. Note that stationarity of $\xi$ implies invariance of the intensity measure $E\xi$, in the sense that $\theta_r E\xi = E\xi$ for all $r \in S$. Invariant measures on $\mathbb{R}^d$ are of course proportional to the $d$-dimensional Lebesgue measure $\lambda^d$.

Our first aim is to develop the theory of Palm measures $Q_\xi$, here defined by the formula

$$Q_\xi f = E \int_{I_1} f(\theta_{-r}) \xi(dr), \quad f \geq 0,$$

where $I_1 = [0, 1]^d$, and the function $f$ is understood to be measurable. The measure $Q_\xi$ is always $\sigma$-finite, and when $0 < E\xi I_1 < \infty$ it can be normalized into a Palm distribution $\hat{Q}_\xi$.

---

$^{12}$Feller’s term, here preferred to Loève’s uniformly asymptotically negligible (u.a.n.), Chung’s holospoudic, and the term infinitesimal used in MKM

$^{13}$Often confused with invariance. Note that $\xi$ is stationary iff $\mathcal{L}(\xi)$ is invariant.
The latter is especially important when $\xi$ is a simple, stationary point process on $\mathbb{R}$ with finite and positive intensity. Writing $\eta$ for a point process on $\mathbb{R}$ with distribution $\hat{Q}_\xi$, and letting $\cdots < \tau_{-1} < \tau_0 < \tau_1 < \cdots$ be the points of $\eta$ with $\tau_0 = 0$, we show that $\eta$ is cycle-stationary, in the sense that the sequence of *spacing variables* $\tau_k - \tau_{k-1}$ is again stationary. In fact, the Palm transformation essentially provides a 1–1 correspondence between the distributions of stationary and cycle-stationary point processes on $\mathbb{R}$.

This suggests that, for general random measures $\xi$ on $\mathbb{R}$, we may introduce an associated *spacing random measure* $\tilde{\xi}$, such that $\xi$ and $\tilde{\xi}$ are simultaneously stationary, and the spacing transformation of $\tilde{\xi}$ essentially leads back to $\xi$. For simple point processes on $\mathbb{R}^d$, we further derive some basic approximation properties, justifying the classical interpretation of the Palm distribution of $\xi$ as the conditional distribution, given that $\xi$ has a point at 0.

A second major theme of the chapter is the ergodic theory, for stationary random measures $\xi$ on $\mathbb{R}^d$. Using the multi-variate ergodic theorem, we show that the averages $\xi_B/n^d B_n$ converge a.s. to a random limit $\bar{\xi} \geq 0$, known as the *sample intensity* of $\xi$, for any increasing sequence of convex sets $B_n \subset \mathbb{R}^d$ with inner radii $r_n \to \infty$. This provides a point of departure for a variety of weak or strong limit theorems, involving stationary random measures, along with their Palm and spacing measures. The ergodic theorem also yields the most general version to date of the classical *ballot theorem*.

---

Palm measures remain important for general random measures, even without any assumption of stationarity or invariance. The general notion is treated in *Chapter 6*, where for any random measure $\xi$ on $S$ and random element $\eta$ in $T$, we define the associated *Palm measures* $L(\eta \parallel \xi)_s$ by disintegration of the *Campbell measure* $C_{\xi,\eta}$ on $S \times T$, as in

$$C_{\xi,\eta} f = E \int \xi(ds) f(s, \eta) = \int E\xi(ds) E\{f(s, \eta) \parallel \xi\}_s,$$

for any measurable function $f \geq 0$ on $S \times T$. When $\xi$ is a simple point process with $\sigma$-finite intensity $E\xi$, we may think of $L(\eta \parallel \xi)_s$ as the conditional distribution of $\eta$, given that $\xi$ has an atom at $s$, and when $\xi = \delta_\sigma$ it agrees with the conditional distribution $L(\eta \mid \sigma)_s$. Replacing $\xi$ by the product measure $\xi^n$ on $S^n$, we obtain the associated *n-th order Palm measures* $L(\eta \parallel \xi^n)_s$, for $s \in S^n$. When $\xi$ is a point process and $\eta = \xi$, the latter are a.e. confined to measures $\mu \in N_S$ with atoms at $s_1, \ldots, s_n$, which suggests that we consider instead the *reduced Palm measures*, obtained by disintegration of the *reduced Campbell measures*

$$C^{(n)}_{\xi} f = E \int \xi^{(n)}(ds) f\left(s, \xi - \sum_{k \leq n} \delta_{s_k}\right), \quad f \geq 0.$$

---

14A version of this formula has often been referred to as the *refined Campbell theorem*. 
By symmetry, we may regard the multi-variate Palm measures as functions
of the bounded point measures $\mu = \sum_{k \leq n} \delta_{s_k}$, and by combination we see that
all such measures $L(\xi \parallel \xi)_\mu$ arise by disintegration of the compound Campbell
measure
\[
C_\xi f = E \sum_{\mu \leq \xi} f(\mu, \xi - \mu) = \sum_{n=0}^{\infty} \frac{C^{(n)}_\xi f}{n!}, \quad f \geq 0,
\]
which will also play an important role on Chapter 8.

Of the many remarkable properties of general Palm measures, we may
comment specifically on some basic duality principles. Then consider the
dual disintegrations
\[
C_{\xi, \eta} = \nu \otimes L(\eta \parallel \xi) \quad \cong \quad L(\eta) \otimes E(\xi \mid \eta),
\]
where $\nu$ is a supporting measure of $\xi$. Here $E(\xi \mid \eta) \ll \nu$ a.s. iff $L(\eta \parallel \xi)_s \ll L(\eta)$ a.e. $\nu$, in which case we may choose the two density functions on $S \times T$
to agree. Taking $\eta$ to be the identity map on $\Omega$ with filtration $(F_t)$, we
conclude from the stated equivalence that
\[
E(\xi \mid F_t) = M_t \cdot E \xi \quad \text{a.s.} \quad \Leftrightarrow \quad P(F_t \parallel \xi)_s = M^s_t \cdot P \quad \text{a.e.},
\]
for some product-measurable function $M^s_t$ on $S \times R_+$. Assuming $S$ to be
Polish, we prove that $P(F_t \parallel \xi)_s$ is continuous in total variation in $s$ for fixed$t$ iff $M^s_t$ is $L^1$-continuous in $s$, whereas $P(F_t \parallel \xi)_s$ is consistent in $t$ for fixed $s$
iff $M^s_t$ is a martingale in $t$. Such results will play a crucial role in some later
chapters.

Chapter 7 deals with random measures $\xi$ on $S$ that are stationary under
the action of some abstract measurable group $G$. Under suitable regularity
conditions, we may then choose the Palm measures of $\xi$ to form an invariant
kernel from $S$ to $M_S$. More generally, assuming $G$ to act measurably on $S$ and $T$, and considering a jointly stationary pair of a random measure $\xi$ on $S$ and a random element $\eta$ in $T$, we may look for an invariant kernel $\mu: S \rightarrow T$, representing the Palm measures of $\eta$ with respect to $\xi$. Here the invariance
is defined by $\mu_{rs} = \mu_s \circ \theta_r^{-1}$, or in explicit notation
\[
\int \mu_{rs}(dt)f(t) = \int \mu_s(dt)f(rt), \quad r \in G, \ s \in S,
\]
where $f \geq 0$ is an arbitrary measurable function on $T$.

When $S = G$, we may construct the Palm measure at the identity element $t \in G$ by a simple skew transformation. Similar methods apply when $S = G \times S'$ for some Borel space $S'$, in which case the entire kernel is determined
by the invariance relation. Various devices are helpful to deal with more
general spaces, including the notion of inversion kernel, which maps every
invariant measure on $S \times T$ into an invariant measure on a space $G \times A \times T$. 
Many striking properties and identities are known for invariant disintegration kernels, translating into properties of invariant Palm measures. In particular, we may provide necessary and sufficient conditions for a given kernel to be the Palm kernel of some stationary random measure, in which case there is also an explicit inversion formula. Another classical result is the celebrated exchange formula, relating the Palm distributions $L(\xi \parallel \eta)$ and $L(\eta \parallel \xi)$, for any jointly stationary random measures $\xi$ and $\eta$.

From invariant disintegrations, we may proceed to the more challenging problem of stationary disintegrations. Given some jointly stationary random measures $\xi$ on $S$ and $\eta$ on $S \times T$ satisfying $\eta(\cdot \times T) \ll \xi$ a.s., we are then looking for an associated disintegration kernel $\zeta$, such that the triple $(\xi, \eta, \zeta)$ is stationary. Using the representation of $G$ in terms of projective limits of Lie groups, we show that such a kernel $\zeta$ exists when $G$ is locally compact. In particular, we conclude that if $\xi$ and $\eta$ are jointly stationary random measures on $S$ satisfying $\eta \ll \xi$ a.s., then $\eta = Y \cdot \xi$ a.s. for some product-measurable process $Y \geq 0$ on $S$ such that $(\xi, \eta, Y)$ is stationary.

The reduced Palm measures $Q_\mu$ of a point process $\xi$ were defined in Chapter 6 through disintegration of the compound Campbell measure $C$, as

$$Cf = E \sum_{\mu \leq \xi} f(\mu, \xi - \mu)$$

$$= \int \nu(d\mu) Q_\mu(d\mu') f(\mu, \mu'),$$

for any measurable function $f \geq 0$ on $\hat{N}_S \times N_S$. When $\xi$ is simple, we may interpret $Q_\mu$ as the conditional distribution of $\xi - \mu$ given $\mu \leq \xi$ a.s., which suggests the remarkable formula

$$L(1_{B^c} \xi | 1_B \xi) = Q_{1_B \xi}(\cdot | \mu B = 0) \text{ a.s.}, \quad B \in \hat{S}. $$

In this sense, the Palm measures $Q_\mu$ govern the laws of interior conditioning $L(1_B \xi | 1_B \xi)$. In Chapter 8 we study the corresponding exterior laws $L(1_B \xi | 1_{B^c} \xi)$, of special importance in statistical mechanics.

Though for bounded $S$ we may simply interchange the roles of $B$ and $B^c$, the general construction relies on the notion of Gibbs kernel $\Gamma = G(\xi, \cdot)$, defined by the maximal dual disintegration

$$EGf(\cdot, \xi) = E \int G(\xi, d\mu) f(\mu, \xi)$$

$$\leq E \sum_{\mu \leq \xi} f(\mu, \xi - \mu).$$

The exterior conditioning may now be expressed by the equally remarkable formula

$$L(1_B \xi | 1_{B^c} \xi) = \Gamma(\cdot | \mu B^c = 0) \text{ a.s. on } \{ \xi B = 0 \}, \quad B \in \hat{S},$$
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showing how the conditional distributions on the left can be recovered, by elementary conditioning, from a single random measure \( \Gamma \).

Restricting \( \Gamma \) to the set of unit masses \( \mu = \delta_s \), we are essentially led to the notion of Papangelou kernel \( \eta \), which is again a random measure on \( S \). We may often use \( \eta \) to draw conclusions about some distributional properties of \( \xi \). In particular, fixing a diffuse measure \( \lambda \) on \( S \), we have that if \( \eta \) is a.s. invariant under any \( \lambda \)-preserving transformation of \( S \), then \( \xi \) itself is \( \lambda \)-symmetric, in the sense that \( \xi \circ f^{-1} = \xi \) for any such transformation \( f \). For unbounded \( \lambda \), it follows that \( \xi \) is a Cox process directed by \( \eta \). Such results have proved to be especially useful in stochastic geometry.

From the Papangelou kernel \( \eta \), we may proceed to the closely related notion of external intensity \( \zeta \), which also arises in the limit from various sums of conditional probabilities and expectations. We may also characterize \( \zeta \) as the dual external projection of \( \xi \), in the sense that \( \mathbb{E} \xi Y = \mathbb{E} \zeta Y \), for any externally measurable \( Y \geq 0 \) on \( S \). To avoid technicalities, we postpone the precise definitions.

Chapter 9 deals with the dynamic or martingale aspects of random measures \( \xi \) on a product space \( R_+ \times S \). Assuming \( \xi \) to be adapted to a filtration \( \mathcal{F} = (\mathcal{F}_t) \), we may introduce the associated compensator \( \eta \), defined as a predictable random measure on the same space specifying the rate of random evolution of \( \xi \). The compensator \( \eta \) of a simple point process \( \xi \) on \( R_+ \) plays a similar role as the quadratic variation \( [M] \) of a continuous local martingale \( M \). Thus, if \( \xi \) is further assumed to be quasi-leftcontinuous, in the sense that \( \xi \{ \tau \} = 0 \) a.s. for every predictable time \( \tau \), it may be reduced to Poisson through a random time change determined by \( \eta \). In particular, \( \xi \) itself is then Poisson iff \( \eta \) is a.s. non-random.

A related but deeper result is the predictable mapping theorem, asserting that, whenever \( \xi \) is a random measure on \( [0, 1] \) or \( R_+ \) satisfying \( \xi \circ f^{-1} \overset{d}{=} \xi \) for every measure-preserving transformation \( f \), the same relation holds with \( f \) replaced by any predictable map \( V \) with measure-preserving paths. Further invariance properties of this kind may be stated most conveniently in terms of the discounted compensator \( \zeta \), obtainable from \( \eta \) as the unique solution to Doléans’ differential equation \( Z_t = 1 - Z_t \cdot \eta \), where \( Z_t = 1 - \zeta(0, t) \).

The simplest case is when \( \xi \) is a single point mass \( \delta_{\tau, \chi} \), for some optional time\(^{17} \) \( \tau \) with associated mark \( \chi \) in \( S \). We may then establish a unique integral representation \( \mathcal{L}(\tau, \chi, \eta) = \int P_\mu \nu(d\mu) \), where \( P_\mu \) is the distribution when \( \mathcal{L}(\tau, \chi) = \mu \), and \( \eta \) is the compensator of \( (\tau, \chi) \) with respect to the induced filtration. Equivalently, \( \zeta \) can be extended to a random probability measure \( \rho \) on \( R_+ \times S \) satisfying \( \mathcal{L}(\tau, \chi | \rho) = \rho \) a.s., in which case \( \mathcal{L}(\rho) = \nu \).

---

\(^{15}\)sometimes called the stochastic intensity, often confused with the Papangelou kernel

\(^{16}\)also called visible or exvisible

\(^{17}\)also called a stopping time
We finally consider some basic results for tangential processes\textsuperscript{18}, defined as pairs of processes with the same local characteristics. Here the main results are the tangential existence and comparison theorems, where the former guarantees the existence, for every semi-martingale $X$, of a tangential process $\tilde{X}$ with conditionally independent increments, whereas the latter shows how some basic asymptotic properties are related for tangential processes. Combining those results, we may often reduce the study of general random measures $\xi$ to the elementary case where $\xi$ has independent increments.

The purpose of Chapter 10 is to study multiple integrals of the form

$$\xi_1 \cdots \xi_d f = \int \cdots \int \xi_1(ds_1) \cdots \xi_d(ds_d) f(s_1, \ldots, s_d),$$

where $\xi_1, \ldots, \xi_d$ are random measures on a Borel space $S$ and $f$ is a measurable function on $S^d$. When $\xi_k = \xi$ for all $k$, we may write the integral as $\xi^d f$.

Starting with the case of Poisson or more general point processes $\xi_1, \ldots, \xi_d$ with independent increments, we proceed first to symmetric point processes, then to positive or symmetric Lévy processes, and finally to broad classes of more general processes.

Our main problems are to find necessary and sufficient conditions for the existence of the integral $\xi_1 \cdots \xi_d f$, and for the convergence to 0 of a sequence of such integrals. In the case of independent Poisson processes $\xi_1, \ldots, \xi_d$ and nonnegative integrands $f$ or $f_n$, we can use elementary properties of Poisson processes to give exact criteria in both cases, expressed in terms of finitely many Lebesgue-type integrals. The same criteria apply to any point processes with independent increments. A simple decoupling argument yields an immediate extension to the integrals $\xi^d f$.

Using some basic properties of random multi-linear forms, we can next derive similar criteria for the integrals $\tilde{\xi}_1 \cdots \tilde{\xi}_d f$, where the $\tilde{\xi}_k$ are conditionally independent symmetrizations of $\xi_1, \ldots, \xi_d$. It now becomes straightforward to handle the case of positive or symmetric Lévy processes. The extension to more general processes requires the sophisticated methods of tangential processes, developed in the previous chapter. Since multiple series can be regarded as special multiple integrals, we can also derive some very general criteria for the former.

We also include a section dealing with escape conditions of the form $|\xi^d f_n| \xrightarrow{P} \infty$ or $|\xi_1 \cdots \xi_d f_n| \xrightarrow{P} \infty$. Here it is often difficult, even in simple cases, to find precise criteria, and we are content to provide some partial results and comparison theorems, using concentration inequalities and other subtle tools of elementary probability theory.

\textsuperscript{18}often confused with tangent processes
Much of the theory developed so far was originally motivated by applications. The remainder of the book deals with specific applications of random measure theory to three broad areas, beginning in Chapter 11 with some aspects of random line and flat processes in Euclidean spaces, a major subfield of stochastic geometry. Here the general idea is to regard any random collection of geometrical objects as a point process on a suitable parameter space. The technical machinery of the previous chapters then leads inevitably to some more general random measures on the same space.

A line process $\xi$ in $\mathbb{R}^d$ is a random collection of straight lines in $\mathbb{R}^d$. More generally, we may consider flat processes $\xi$ in $\mathbb{R}^d$, consisting of random, $k$-dimensional, affine subspaces, for arbitrary $1 \leq k < d$. We always assume $\xi$ to be locally finite, in the sense that at most finitely many lines or flats pass through any bounded Borel set in $\mathbb{R}^d$. We say that $\xi$ is stationary, if its distribution is invariant under shifts on the underlying space. Identifying the lines or flats with points in the parameter space $S$, we may regard $\xi$ as a point process on $S$. The choice of parametrization is largely irrelevant and may depend on our imminent needs.

Already for stationary line processes $\xi$ in $\mathbb{R}^2$ satisfying some mild regularity conditions, we can establish a remarkable moment identity with surprising consequences. In particular, it implies the existence of a Cox line process $\zeta$ with the same first and second order moment measures, which suggests that $\xi$ might have been a Cox process to begin with. Though this may not be true in general, it does hold under additional regularity assumptions. The situation for more general flat processes is similar, which leads to the fundamental problem of finding minimal conditions on a stationary $k$-flat process $\xi$ in $\mathbb{R}^d$, ensuring $\xi$ to be a Cox process directed by some invariant random measure.

Most general conditions known to date are expressed in terms of the Papangelou kernel $\eta$ of $\xi$. From Chapter 8 we know that $\xi$ is a Cox process of the required type, whenever $\eta$ is a.s. invariant, where the latter property is again defined with respect to shifts on the underlying space $\mathbb{R}^d$. This leads to the simpler—though still fiercely difficult—problem of finding conditions on a stationary random measure $\eta$ on the set of $k$-flats in $\mathbb{R}^d$ that will ensure its a.s. invariance. Here a range of methods are available.

The easiest approach applies already under some simple spanning conditions, which can only be fulfilled when $k \geq d/2$. In the harder case of $k < d/2$, including the important case of line processes in $\mathbb{R}^d$ with $d \geq 3$, the desired a.s. invariance can still be established, when the projections of $\eta$ onto the linear subspace of directions are a.s. absolutely continuous with respect to some sufficiently regular fixed measure. The general case leads to some subtle considerations, involving certain inner and outer degeneracies.

We may finally comment on the obvious connection with random particle system. Here we consider an infinite system of particles in $\mathbb{R}^d$, each moving indefinitely with constant velocity. The particles will then trace out straight lines in a $(d+1)$-dimensional space-time diagram, thus forming a line process.
in $\mathbb{R}^{d+1}$. Assuming the entire system $\xi$ of positions and velocities to be stationary in $\mathbb{R}^d$ at time $t = 0$, we may look for conditions ensuring that $\xi$ will approach a steady-state distribution as $t \to \infty$. The limiting configuration is then stationary in all $d+1$ directions, hence corresponding to a stationary line process in $\mathbb{R}^{d+1}$. This provides a useful dynamical approach to the previous invariance problems for line processes.

---

Another case where applications of the previous theory have led to important developments is for regenerative processes, treated in Chapter 12. Here the general setup involves a suitably regular process $X$ on $\mathbb{R}_+$ that is regenerative at some fixed state $a$, in the sense that for any optional time $\tau < \infty$ with $X_\tau = a$ a.s., we have $\mathcal{L}(\theta_\tau X | \mathcal{F}_\tau) = \mathcal{L}(X)$ a.s. In other words, $X$ is assumed to satisfy the strong Markov property at visits to $a$. This is of course true when the entire process $X$ is strong Markov, but the theory applies equally to the general case. A familiar example is provided by a standard Brownian motion, which is clearly regenerative under visits to 0.

Most elementary is the case of renewal processes, where the regenerative set $\Xi = \{t \geq 0; X_t = a\}$ is discrete and unbounded. Here the central result is of course the classical renewal theorem, which can be extended to a statement about the occupation measure of any transient random walk in $\mathbb{R}$. Assuming this case to be well known, we move on to the equally important and more challenging case, where the closure of $\Xi$ is perfect, unbounded, and nowhere dense. For motivation, we may keep in mind our favorite example of Brownian motion.

In this case, there exists a local time random measure $\xi$ with support $\overline{\Xi}$, enjoying a similar regenerative property. Furthermore, the excursion structure of $X$ is described by a stationary Poisson process $\eta$ on the product space $\mathbb{R}_+ \times D_0$ with intensity measure $\lambda \otimes \nu$, such that a point of $\eta$ at $(s, x)$ encodes an excursion path $x \in D_0$, spanning the time interval where $\xi[0,t] = s$. Here $\nu$ is the celebrated Itô excursion law, a $\sigma$-finite measure on the space $D_0$ of excursion paths, known to be unique up to a normalization.

Note that we are avoiding the traditional understanding of local time as a non-decreasing process $L$, favoring instead a description in terms of the associated random measure $\xi$. This somewhat unusual viewpoint opens the door to applications of the previous random measure theory, including the powerful machinery of Palm distributions. The rewards are great, since the latter measures of arbitrary order turn out to play a central role in the analysis of local hitting and conditioning, similar to their role for simple point processes in Chapter 6.

To indicate the nature of those results, fix any times $0 = t_0 < t_1 < \ldots < t_n$, such that $E\xi$ has a continuous density $p$ around each point $t_k - t_{k-1}$. The hitting probabilities $P \bigcap_k \{ I_k > 0 \}$ are then given, asymptotically as $I_k \downarrow \{t_k\}$ for each $k$, by some simple expressions involving $p$, and the corresponding
conditional distributions of $X$ agree asymptotically with the associated multivariate Palm distributions. In this context, the latter measures can also be factored into univariate components, which enjoy a range of useful continuity properties.

---

It is only fitting that the book ends, in Chapter 13, with a long discourse on branching and super-processes, an area where all aspects of the previous random measure theory come into play. Since any comprehensive account would require a book-length treatment, we are forced to state some basic existence and structural propositions without proof, focusing instead on areas where the central ideas of random measure theory play an especially prominent role.

Our starting point is a branching Brownian motion in $\mathbb{R}^d$, where the life lengths are independent and exponentially distributed with rate 2, and each particle either dies or splits into two, with equal probability $\frac{1}{2}$. We also assume the spatial movements of the individual particles to be given by independent Brownian motions.

We may now perform a scaling, where the particle density and branching rate are both increased by a factor $n$, whereas the weight of each particle is reduced by a factor $n^{-1}$. As $n \to \infty$, we get in the limit a Dawson–Watanabe super-process (or DW-process for short), which may be thought of as a randomly evolving diffuse cloud. The original discrete tree structure is gone in the limit, and when $d \geq 2$, the mass distribution at time $t > 0$ is given by an a.s. diffuse, singular random measure $\xi_t$ of Hausdorff dimension 2.

It is then quite remarkable that the discrete genealogical structure of the original discrete process persists in the limit, leading to a fundamental cluster structure of the entire process. Thus, for fixed $t > 0$, the ancestors of $\xi_t$ at an earlier time $s = t - h$ form a Cox process $\zeta^t_s$ directed by $h^{-1}\xi_s$. Even more amazingly, the collection of ancestral processes $\zeta^t_s$ with $s < t$ forms an inhomogeneous Yule branching Brownian motion, approximating $\xi_t$ as $s \to t$. The individual ancestors give rise to i.i.d. clusters, and the resulting cluster structure constitutes a powerful tool for analysing the process.

Among included results, we note in particular the basic Lebesgue approximation, which shows how $\xi_t$ can be approximated, up to a normalizing factor, by the restriction of Lebesgue measure $\lambda^d$ to an $\varepsilon$-neighborhood of the support $\Xi_t$. We can also establish some local hitting and conditioning properties of the DW-process, similar to those for simple point processes in Chapter 6, and for regenerative processes in Chapter 12. For $d \geq 3$, the approximating random measure $\tilde{\xi}$ is a space-time stationary version of the process. Though no such version exists when $d = 2$, the indicated approximations still hold with $\tilde{\xi}$ replaced by a stationary version $\tilde{\eta}$ of the canonical cluster.

Our proofs of the mentioned results rely on a careful analysis of the multivariate moment measures with associated densities. The local conditioning property also requires some sufficiently regular versions of the multi-variate
Palm distributions, derived from the conditional moment densities via the general duality theory of Chapter 6. The moment measures exhibit some basic recursive properties, leading to some surprising and useful representations in terms of certain uniform Brownian trees, established by various combinatorial and martingale arguments. A deeper analysis, based on an extension of Le Gall’s Brownian snake, reveals an underlying Palm tree\textsuperscript{19} representation, which provides a striking connection between higher order historical Campbell measures and appropriate conditional distributions of the uniform Brownian tree.

\begin{center}
\begin{romanlist}
in
\end{romanlist}
\end{center}

\textit{This is where the book ends, but certainly not the subject. The quest goes on.}

\textsuperscript{19}named after Conny Palm—no relation to subtropical forestry
We conclude with a short list of some commonly used notation. A more comprehensive list will be found at the end of the volume.

\[ \mathbb{N} = \{1,2,\ldots\}, \quad \mathbb{Z}_+ = \{0,1,2,\ldots\}, \quad \mathbb{R}_+ = [0,\infty), \quad \bar{\mathbb{R}} = [-\infty,\infty], \]

\((S,\mathcal{S},\hat{S})\): localized Borel space, classes of measurable or bounded sets,

\(\mathcal{S}_+\): class of \(\mathcal{S}\)-measurable functions \(f \geq 0\),

\(S^{(n)}\): non-diagonal part of \(S^n\),

\(\mathcal{M}_S, \hat{\mathcal{M}}_S\): class of locally finite or bounded measures on \(S\),

\(\mathcal{N}_S, \hat{\mathcal{N}}_S\): class of integer-valued measures in \(\mathcal{M}_S\) or \(\hat{\mathcal{M}}_S\),

\(\mathcal{M}^*_S, \hat{\mathcal{M}}^*_S\): classes of diffuse measures in \(\mathcal{M}_S\) and simple ones in \(\mathcal{N}_S\),

\(G, \lambda\): measurable group with Haar measure, Lebesgue measure on \(\mathbb{R}\),

\(\delta_s B = 1_B(s) = 1\{s \in B\}\): unit mass at \(s\) and indicator function of \(B\),

\(\mu f = \int f \, d\mu, \quad (f \cdot \mu)g = \mu(fg), \quad (\mu \circ f^{-1})g = \mu(g \circ f), \quad 1_B \mu = 1_B \cdot \mu, \quad \mu^{(n)}\): when \(\mu \in \mathcal{N}^*_S\), the restriction of \(\mu^n\) to \(S^{(n)}\),

\((\theta_r \mu) f = \mu(f \circ \theta_r) = \int \mu(ds) f(rs), \quad (\nu \otimes \mu) f = \int \nu(ds) \int \mu_s(dt) f(s,t), \quad (\nu \mu) f = \int \nu(ds) \int \mu_s(dt) f(t), \quad (\mu * \nu) f = \int \mu(dx) \int \nu(dy) f(x+y), \quad (E \xi) f = E(\xi f), \quad E(\xi|\mathcal{F}) g = E(\xi g|\mathcal{F}), \quad \mathcal{L}(\cdot), \mathcal{L}(\cdot|\cdot), \mathcal{L}(\cdot\|\cdot): \) distribution, conditional or Palm distribution,

\(C_\xi f = E \sum_{\mu \leq \xi} f(\mu, \xi - \mu)\) with bounded \(\mu\),

\(\perp, \perp_{\mathcal{F}}\): independence, conditional independence given \(\mathcal{F}\),

\(\overset{d}{=}, \overset{d}{\rightarrow}\): equality and convergence in distribution,

\(\overset{w}{\rightarrow}, \overset{v}{\rightarrow}, \overset{u}{\rightarrow}\): weak, vague, and uniform convergence,

\(\overset{wd}{\rightarrow}, \overset{vd}{\rightarrow}\): weak or vague convergence in distribution,

\(\|f\|, \|\mu\|\): supremum of \(|f|\) and total variation of \(\mu\).
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