This chapter is dedicated to simulated annealing (SA) metaheuristic for optimization. SA is a probabilistic single-solution-based search method inspired by the annealing process in metallurgy. Annealing is a physical process where a solid is slowly cooled until its structure is eventually frozen at a minimum energy configuration. Various SA variants are also introduced.

2.1 Introduction

Annealing is referred to as tempering certain alloys of metal, glass, or crystal by heating above its melting point, holding its temperature, and then cooling it very slowly until it solidifies into a perfect crystalline structure. This physical/chemical process produces high-quality materials. The simulation of this process is known as simulated annealing (SA) [4,10]. The defect-free crystal state corresponds to the global minimum energy configuration. There is an analogy of SA with an optimization procedure. The physical material states correspond to problem solutions, the energy of a state to cost of a solution, and the temperature to a control parameter.

The Metropolis algorithm is a simple method for simulating the evolution to the thermal equilibrium of a solid for a given temperature [14]. SA [10] is a variant of the Metropolis algorithm, where the temperature is changing from high to low. SA is basically composed of two stochastic processes: one process for the generation of solutions and the other for the acceptance of solutions. The generation temperature is responsible for the correlation between generated probing solutions and the original solution.

SA is a descent algorithm modified by random ascent moves in order to escape local minima which are not global minima. The annealing algorithm simulates a nonstationary finite state Markov chain whose state space is the domain of the cost function to be minimized. Importance sampling is the main principle that underlies
SA. It has been used in statistical physics to choose sample states of a particle system model to efficiently estimate some physical quantities. Importance sampling probabilistically favors states with lower energies.

SA is a general-purpose, serial algorithm for finding a global minimum for a continuous function. It is also a popular Monte Carlo algorithm for any optimization problem including COPs. The solutions by this technique are close to the global minimum within a polynomial upper bound for the computational time and are independent of the initial conditions. Some parallel algorithms for SA have been proposed aiming to improve the accuracy of the solutions by applying parallelism [5].

### 2.2 Basic Simulated Annealing

According to statistical thermodynamics, $P_\alpha$, the probability of a physical system being in state $\alpha$ with energy $E_\alpha$ at temperature $T$ satisfies the Boltzmann distribution

$$P_\alpha = \frac{1}{Z} e^{-\frac{E_\alpha}{k_B} T},$$

(2.1)

where $k_B$ is the Boltzmann’s constant, $T$ is the absolute temperature, and $Z$ is the partition function, defined by

$$Z = \sum_\beta e^{-\frac{E_\beta}{k_B} T},$$

(2.2)

the summation being taken over all states $\beta$ with energy $E_\beta$ at temperature $T$. At high $T$, the Boltzmann distribution exhibits uniform preference for all the states, regardless of the energy. When $T$ approaches zero, only the states with minimum energy have nonzero probability of occurrence.

In SA, the constant $k_B$ is omitted. At high $T$, the system ignores small changes in the energy and approaches thermal equilibrium rapidly, that is, it performs a coarse search of the space of global states and finds a good minimum. As $T$ is lowered, the system responds to small changes in the energy, and performs a fine search in the neighborhood of the already determined minimum and finds a better minimum. At $T = 0$, any change in the system states does not lead to an increase in the energy, and thus, the system must reach equilibrium if $T = 0$.

When performing SA, theoretically a global minimum is guaranteed to be reached with high probability. The artificial thermal noise is gradually decreased in time. $T$ is a control parameter called **computational temperature**, which controls the magnitude of the perturbations of the energy function $E(x)$. The probability of a state change is determined by the Boltzmann distribution of the energy difference of the two states:

$$P = e^{-\frac{\Delta E}{T}}.$$

(2.3)

---

1Also known as the Boltzmann–Gibbs distribution.
The probability of uphill moves in the energy function ($\Delta E > 0$) is large at high $T$, and is low at low $T$. SA allows uphill moves in a controlled fashion: It attempts to improve on greedy local search by occasionally taking a risk and accepting a worse solution. SA can be performed as Algorithm 2.1 [10].

**Algorithm 2.1 (SA).**

1. Initialize the system configuration. 
   Randomize $x(0)$.
2. Initialize $T$ with a large value.
3. **Repeat:**
   a. **Repeat:**
      i. Apply random perturbations to the state $x = x + \Delta x$.
      ii. Evaluate $\Delta E(x) = E(x + \Delta x) - E(x)$:
         if $\Delta E(x) < 0$, keep the new state;
         otherwise, accept the new state with probability $P = e^{-\frac{\Delta E}{T}}$.
   until the number of accepted transitions is below a threshold level.
   b. Set $T = T - \Delta T$.
until $T$ is small enough.

The basic SA procedure is known as *Boltzmann annealing*. The cooling schedule for $T$ is critical to the efficiency of SA. If $T$ is reduced too rapidly, a premature convergence to a local minimum may occur. In contrast, if it is too slow, the algorithm is very slow to converge. Based on a Markov-chain analysis on the SA process, Geman and Geman [6] have proved that a simple necessary and sufficient condition on the cooling schedule for the algorithm state to converge in probability to the set of globally minimum cost states is that $T$ must be decreased according to

$$T(t) \geq \frac{T_0}{\ln(1 + t)}, \quad t = 1, 2, \ldots$$

(2.4)

to ensure convergence to the global minimum with probability one, where $T_0$ is a sufficiently large initial temperature.

Given a sufficiently large number of iterations at each temperature, SA is proved to converge almost surely to the global optimum [8]. In [8], $T_0$ is proved to be greater than or equal to the depth of the deepest local minimum which is not a global minimum state. In order to guarantee Boltzmann annealing to converge to the global minimum with probability one, $T(t)$ needs to decrease logarithmically with time. This is practically too slow. In practice, one usually applies, in Step 3b, a fast schedule $T(t) = \alpha T(t - 1)$ with $0.85 \leq \alpha \leq 0.96$, to achieve a suboptimal solution.
However, due to its Monte Carlo nature, SA would require for some problems even more iterations than complete enumeration in order to guarantee convergence to an exact solution. For example, for an $n$-city TSP, SA using the logarithmic cooling schedule needs a computational complexity of $O\left(n^{2n-1}\right)$, which is far more than $O((n - 1)!)$ for complete enumeration and $O\left(n^2 2^n\right)$ for dynamic programming [1]. Thus, one has to apply heuristic fast cooling schedules to improve the convergence speed.

**Example 2.1**: We want to minimize the Easom function of two variables:

$$
\min_{x} f(x) = -\cos x_1 \cos x_2 \exp\left(-\left(x_1 - \pi\right)^2 - \left(x_2 - \pi\right)^2\right), \quad x \in [-100, 100]^2.
$$

The Easom function is plotted in Figure 2.1. The global minimum value is $-1$ at $x = (\pi, \pi)^T$. This problem is hard since it has wide search space and the function rapidly decays to values very close to zero, and the function has numerous local minima with function value close to zero. This function is similar to a needle-in-a-hay function. The global optimum is restricted in a very small region.

MATLAB Global Optimization Toolbox provides a SA solver `simulannealbnd`, which assumes the objective function will take one input $x$.

We implement `simulannealbnd` with the default settings: initial temperature of 100 for each dimension, temperature function as `temperatureexp` with a factor of 0.95. The SA solver always fails to find the global optimum after ten runs, when initial point $x_0$ is randomly selected within the range $[-100, 100]^2$. Even if we set $x_0 = [3, 3]$, which is very close to the global optimum, the algorithm still cannot find the global minimum.

![Figure 2.1](image.png) The Easom function when $x \in [-10, 10]^2$. 
After restricting the search space to $[-10, 10]^2$, and selecting a random initial point $x_0 \in [-0.5, 0.5]^2$, we have the results of a random run as $f(x) = -0.9997$ at $(3.1347, 3.1542)$ with 1597 function evaluations. The evolution of the `simulannealbnd` solver is given in Figure 2.2.

These results are very close to the global minimum.

### 2.3 Variants of Simulated Annealing

Standard SA is a stochastic search method, and the convergence to the global optimum is too slow for a reliable cooling schedule. Many methods, such as Cauchy annealing [18], simulated reannealing [9], generalized SA [19], and SA with known global value [13] have been proposed to accelerate SA search. There are also global optimization methods that make use of the idea of annealing [15, 17].

Cauchy annealing [18] replaces the Boltzmann distribution with the Cauchy distribution, also known as the Cauchy–Lorentz distribution. The infinite variance provides a better ability to escape from local minima and allows for the use of faster schedules, such as $T$ decreasing according to $T(t) = \frac{T_0}{t}$.

In simulated reannealing [9], $T$ decreases exponentially with $t$:

$$T = T_0 e^{-\frac{c}{T}}.$$  \hfill (2.5)
where the constant \( c_1 > 0 \), and \( J \) is the dimension of the input space. The introduction of reannealing also permits adaptation to changing insensitivities in the multidimensional parameter space.


An SA algorithm under the simplifying assumption of known global value [13] is the same as Algorithm 2.1 except that at each iteration a uniform random point is generated over a sphere whose radius depends on the difference between the current function value \( E(x(t)) \) and the optimal value \( E^* \), and \( T \) is also decided by this difference. The algorithm has guaranteed convergence and an upper bound for the expected first hitting time, namely, the expected number of iterations before reaching the global optimum value within a given accuracy [13].

The idea of annealing is a general optimization principle, which can be extended using fuzzy logic. In the fuzzy annealing scheme [15], fuzzification is performed by adding an entropy term. The fuzziness at the beginning of the entire procedure is used to prevent the optimization process getting stuck at an inferior local optimum. Fuzziness is reduced step by step. The fuzzy annealing scheme results in an increase in the computation speed by a factor of one hundred or more compared to SA [15].

Since SA works by simulating from a sequence of distributions scaled with different temperatures, it can be regarded as Markov chain Monte Carlo (MCMC) with a varying temperature. The stochastic approximation Monte Carlo (SAMC) algorithm [12] has a remarkable feature of its self-adjusting mechanism. If a proposal is rejected, the weight of the subregion that the current sample belongs to will be adjusted to a larger value, and thus the proposal of jumping out from the current subregion will be less likely rejected in the next iteration. Annealing SAMC [11] is a space annealing version of SAMC. Under mild conditions, it can converge weakly at a rate of \( \Omega(1/\sqrt{t}) \) toward a neighboring set (in the space of energy) of the global minimizers.

Reversible jump MCMC [7] is a framework for the construction of reversible Markov chain samplers that jump between parameter subspaces of differing dimensionality. The measure of interest occurs as the stationary measure of the chain. This iterative algorithm does not depend on the initial state. At each step, a transition from the current state to a new state is accepted with a probability. This acceptance ratio is computed so that the detailed balance condition is satisfied, under which the algorithm converges to the measure of interest. The proposition kernel can be decomposed into several kernels, each corresponding to a reversible move. In order for the underlying sampler to ensure the jump between different dimensions, the various moves used are the birth move, death move, split move, merge move, and perturb move, each with a probability of 0.2 [2]. SA with reversible-jump MCMC method [2] has proved convergence.

SA makes a random search on the energy surface. Deterministic annealing [16,17] is a deterministic method that replaces stochastic simulations by the use of expectation. It is a method where randomness is incorporated into the energy or cost function,
which is then deterministically optimized at a sequence of decreasing temperature. The iterative procedure of deterministic annealing is monotone nonincreasing in the cost function. Deterministic annealing is able to escape local minima and reach a global solution quickly. The approach is derived within a probabilistic framework from basic information-theoretic principles (e.g., maximum entropy and random coding). The application-specific cost is minimized subject to a constraint on the randomness (Shannon entropy) of the solution, which is gradually lowered \[17\]. The annealing process is equivalent to computation of Shannon’s rate-distortion function, and the annealing temperature is inversely proportional to the slope of the curve.

Parallel SA algorithms take advantage of parallel processing. In \[3\], a fixed set of samplers operates each at a different temperature. Each sampler performs the generate, evaluate, and decide cycle at a different temperature. A solution that costs less is propagated from the higher temperature sampler to the neighboring sampler operating at a lower temperature. Therefore, the best solution at a given time is propagated to all the samplers operating at a lower temperature. Coupled SA \[21\] is characterized by a set of parallel SA processes coupled by their acceptance probabilities. Coupling is performed by a term in the acceptance probability function, which is a function of the energies of the current states of all SA processes. The addition of the coupling and the variance control leads to considerable improvements with respect to the uncoupled case.

**Problems**

2.1 Implement SA to minimize the 5-dimensional Ackley function. The parameters are inverse cooling $\beta = 0.01$, initial temperature 100, iteration number 1000. Keep track of the best-so-far solution $x^*_k$ as a function of the iteration number $k$ for 10 runs. Plot the average value of $x^*_k$ for the 10 runs.

2.2 Implement the `simulannealbnd` solver of MATLAB Global Optimization Toolbox for solving a benchmark function. Test the influence of different parameter settings.

2.3 Run the accompanying MATLAB code of SA to find the global minimum of six-hump-camelback function in the Appendix. Investigate how the parameters influence the performance.
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