In this chapter, some general ideas and basic results on event-triggered sampling are introduced. The process considered is described by a first-order stochastic differential equation. The goal is to provide the readers with some general understanding and impression on how event-triggered sampling leads to better control performance and how sampling schemes can be designed in some optimal sense.

### 2.1 Periodic and Event-Based Sampling

Consider the following continuous-time scalar stochastic system

\[
dx = u \, dt + dv, \tag{2.1}\]

where \(x(\cdot)\) is the state satisfying \(x(0) = 0\), \(v(\cdot)\) is a Wiener process with unit incremental variance and \(u(\cdot)\) is the control input. In this chapter, two different and related problems are considered for this system, with the first focusing on the comparison between periodic and event-triggered sampling, and the second focusing on comparing optimal deterministic control with event-triggered control. Advantages of event-triggered sampling (in terms of smaller state variance) and event-triggered control (in terms of smaller quadratic state cost) will be demonstrated.

In this section, the goal of controlling the system in Eq. (2.1) is to make sure that its state \(x(t)\) remains close to the origin. Conventional periodic sampling and event-triggered sampling (which is also known as Lebesgue sampling) are compared to study the distribution and variance of \(x(t)\).
2.1.1 Periodic Sampling

For periodic sampling, we assume the sampling period to be $h$, and assume that the controller adopts a zero-order-hold strategy, that is, $u(t)$ is a constant during every sampling period. It is well known that the state variance is minimized by a minimum variance controller, and the resulting sampled system in discrete time becomes

$$x(t + h) = x(t) + hu(t) + e(t),$$  \hspace{1cm} (2.2)

where $e(t)$ is governed by the underlying Brownian motion. The corresponding mean variance over one sampling period is given by

$$V = \frac{1}{h} \int_0^h E x^2(t)dt$$

$$= \frac{1}{h} J_e(h) + \frac{1}{h} E\left( x^\top Q_1(h)x + 2x^\top Q_{12}(h)u + u^\top Q_2(h)u \right)$$

$$= \frac{1}{h} \left[ R_1(h)S(h) + J_e(h) \right],$$

where $Q_1(h) = h$, $Q_{12}(h) = h^2/2$, $Q_2(h) = h^3/3$, $R_1(h) = h$, $J_e(h) = h^2/2$, $x$ is the initial condition at the beginning of one sampling period, $u$ is the corresponding constant control input, and $S(h)$ can be obtained by solving the following Riccati equation

$$S = \Phi^\top S \Phi + Q_1 - L^\top RL,$$

$$L = R^{-1}(\Gamma^\top S \Phi + Q_{12}),$$

$$R = Q_2 + \Gamma^\top S \Gamma$$

with $\Phi = 1$ and $\Gamma = h$. We then have $S(h) = \sqrt{3}h/6$ and the optimal control law

$$u = -Lx = -\frac{1}{h} \frac{3 + \sqrt{3}}{2 + \sqrt{3}} x.$$

Generally speaking, the calculations above are performed by solving an optimal control problem for the discrete-time system in (2.2) similar to a discrete-time linear quadratic Gaussian regulation problem, and the optimal control $u$ is obtained by solving the corresponding Riccati equation. Also, notice that the objective function at each sampling period actually depends on the initial condition of $x$ at the beginning of each sampling period. Since we are solving the optimal control problem backwardly in a recursive fashion, the sum of all state variances during each sampling period will only depend on the initial state of $x$. When the time horizon is very large, the term involving the initial condition of $x$ disappears by averaging. Based on the above calculations, the associated state variance is given by
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\[ V_R = \frac{3 + \sqrt{3}}{6} h. \]  

(2.3)

From Eq. (2.3), we observe that the state variance depends on the sampling period \( h \). The intuition here is that the faster we sample and control the system, the smaller the state variance would become.

2.1.2 Event-Based Sampling

Next we introduce event-based sampling, in which case we only sample the system when \( x(t) \) is out of \([−d, d]\). In other words, the control input \( u \) is only applied when \( |x(t)| = d \). We call the condition \( |x(t)| = d \) “an event” and when this event happens, an impulse control is applied such that the system state is reset to zero. With this control strategy, the closed-loop system becomes a Markovian diffusion process, which is well studied in the literature (see Feller (1954)).

Denote \( T_{±d} \) as the exit time of the process, which is the first time that the system state \( x(t) \) reaches the boundary \( |x(t)| = d \) starting from the origin (namely, \( x(0) = 0 \)). Since \( t - x(t)^2 \) is a martingale between two impulses (Feller 1954), we have

\[ \mathbb{E}(t - x(t)^2) = 0. \]

In this way, the mean exit time can be obtained as

\[ h_L = \mathbb{E}(T_{±d}) = \mathbb{E}(x(T_{±d})^2) = d^2. \]

The average sampling period thus equals to \( h_L = d^2 \). To calculate the steady-state variance of the state, we notice that the stationary probability distribution of \( x \) is given by the stationary solution to the Kolmogorov forward equation for the Markovian process (Feller 1954):

\[ \frac{1}{2} \frac{\partial^2 f}{\partial x^2}(x) - \frac{1}{2} \frac{\partial f}{\partial x}(d)\delta_x + \frac{1}{2} \frac{\partial f}{\partial x}(-d)\delta_x = 0 \]  

(2.4)

with the boundary conditions \( f(-d) = 0 \) and \( f(d) = 0 \). This differential equation is known to have the following explicit solution

\[ f(x) = (d - |x|)/d^2. \]

From the above expression, the distribution of \( x \) is symmetric and triangular in the interval \([−d, d]\), and thus the variance can be easily calculated as

\[ V_L = \frac{d^2}{6} = \frac{h_L}{6}. \]
2.1.3 Comparison

Assuming that the periodic sampling and event-based sampling have the same average sampling rate, namely, \( h_L = h \), then we have

\[
\frac{V_R}{V_L} = 3 + \sqrt{3} = 4.7.
\]

In other words, we must sample 4.7 times faster using periodic sampling in order to achieve the same state variance under event-based sampling.

The above comparison assumes that different control laws are applied for different sampling strategies, that is, minimum variance control for periodic sampling but impulse control for event-based sampling. Now let us take a look when the periodic sampling also uses impulse control. In this case, the resulting process is easily seen to be a Wiener process and the average variance is given by

\[
\mathbb{E}(x(t)^2) = \frac{1}{h} \mathbb{E} \int_0^h e^2(t)dt = \frac{1}{h} \int_0^h tdt = \frac{h}{2}.
\]

Thus, comparing with periodic sampling with impulse control at the same average sampling rate, we have

\[
\frac{V_R}{V_L} = 3,
\]

which implies that with impulse control (rather than the minimum variance control for zero-order hold conversion), we only need to sample 3 times (rather than 4.7 times) faster using periodic sampling to achieve the same control performance in terms of state variance than event-based sampling and control. In summary, the basic observation in this section is that compared with the classic periodic sampling, it is possible to maintain the control performance using event-based sampling at much reduced sampling or communication cost, or to achieve much improved performance using event-based sampling at the same sampling or communication cost.

2.2 Optimal Stopping Approach to Event-Triggered Sampling

In this section, we consider a different problem setup for the system in (2.1). Over a finite time horizon \([0, T]\), suppose that we use a zero-order hold control strategy, i.e., \( u(t) \) remains constant once it is applied. We can change the value of \( u \) only once during the horizon \([0, T]\), and an example of this control strategy is shown in Fig. 2.1. To be specific, let \( \tau \in [0, T] \) be the switching time, the control law is defined as:
Fig. 2.1 A realization of \( x(t) \) under a switching control \( u(t) \)

\[
u(t) = \begin{cases} u_0, & \text{if } 0 \leq t < \tau, \\ u_1, & \text{if } \tau \leq t \leq T. \end{cases}
\]

The problem to be considered here is listed below:

**Problem 2.1** How to determine the time of switching the control \( u \) such that the following quadratic objective function

\[
J = E \left[ \int_0^T x^2(s) \, ds \right]
\]

is minimized?

Obviously, the optimal solution to the above problem depends on the set of admissible control policies considered. In the following, we will discuss two types of control policies to control the system in (2.1). The first class of policies is deterministic switching, which changes the value of \( u \) at a precalculated time instant. The second class of policies is event-triggered switching, in which case the value of \( u \) is changed when certain event happens. Comparison of the optimal decision rules for these two classes of policies will be presented.

### 2.2.1 Choice of Terminal Control

The cost function \( J \) can be decomposed as follows:

\[
J = E \left[ \int_0^T x^2(s) \, ds \right]
= E \left[ \int_0^\tau x^2(s) \, ds \right] + E \left[ \int_{\tau}^T x^2(s) \, ds \right].
\]
The second term of the above equation represents the terminal cost accumulated after the control $u$ is switched from $u_0$ to $u_1$ at $t = \tau$. Let $\delta := T - \tau$ and let $L(x(\tau), u_1, \delta)$ be the conditional terminal cost, namely,

$$L(x(\tau), u_1, \delta) = E\left[\int_{\tau}^{T} x^2(s)ds \bigg| x(\tau), u_1, \delta\right].$$

Then

$$E[L(x(\tau), u_1, \delta)] = E\left[E\left[\int_{\tau}^{T} x^2(s)ds \bigg| x(\tau), u_1, \delta\right]\right]$$

$$= E\left[x(\tau)^2\delta + u_1^2\frac{\delta^3}{3} + x(\tau)u_1\delta^2 + \frac{\delta^2}{2}\right]$$

$$= E\left[\frac{1}{4}x(\tau)^2\delta + \delta\left(\frac{\delta u_1}{\sqrt{3}} + \frac{x(\tau)\sqrt{3}}{2}\right)^2 + \frac{\delta^2}{2}\right].$$

From the above expression, one immediately observes that the optimal choice of terminal control $u_1$ is the following linear feedback law

$$u_1^* = -\frac{3x(\tau)}{2(T - \tau)}. \quad (2.5)$$

Note that the optimal control law $u_1^*$ also depends on the stopping time $\tau$, thus in principle, these two variables should be jointly designed and optimized to obtain the best performance.

From the expected terminal cost, we can now write the original cost $J$ as

$$J = E\left[\int_{0}^{\tau} x(s)^2ds\right] + E\left[\frac{1}{4}x(\tau)^2(T - \tau) + \frac{(T - \tau)^2}{2}\right]. \quad (2.6)$$

### 2.2.2 Optimal Deterministic Switching

We now consider deterministic switching at a known time $\theta \in [0, T]$, in which case the switching time does not depend on the $x$-process. We will compare the performance of the optimal event-based switching with this optimal deterministic switching later.

Since both $u_0$ and $\theta$ are not random, the cost function $J$ can be written as

$$J = u_0^3\frac{\theta^3}{3} + \frac{\theta^2}{2} + (u_0^2\theta^2 + \theta)\frac{T - \theta}{4} + \frac{(T - \theta)^2}{2}. $$
As $\theta$, $T - \theta$ and $u_0^2$ are all non-negative, for any choice of $\theta$, the optimal $u_0$ is $u_0 = 0$. Therefore

$$J = \frac{\theta^2 + (T - \theta)^2}{2} + \frac{\theta(T - \theta)}{4},$$

from which the optimal deterministic switch time $\theta^*$ is given by $\theta^* = \frac{T}{2}$ and the corresponding minimum cost $J(\theta^*)$ equals

$$J(\theta^*) = \frac{2.5T^2}{8}. \quad (2.7)$$

### 2.2.3 Optimal Event-Based Switching

We now compute the optimal choice of $(u_0, \tau)$ which involves an event-triggering condition for selecting $\tau$. Let $I_1$ and $I_2$ be defined as

$$I_1 = \int_0^T x(s)^2 ds, \quad I_2 = \int_\tau^T x(s)^2 ds.$$

Then

$$E(I_1) = E\left[ \int_0^T (x_0 + u_0s + B_s)^2 ds \right] = x_0^2 T + x_0 u_0 T^2 + \frac{u_0^2 T^3}{3} + \frac{T^2}{2} = \frac{u_0^2 T^3}{3} + \frac{T^2}{2},$$

where $B_s$ denotes the Brownian motion at time $s$. For $E(I_2)$, we have

$$E(I_2) = E\left[ \int_\tau^T x(s)^2 ds \right] = E\left[ \int_\tau^T x(s)^2 ds | \tau, x(\tau), u_0 \right] = E \int_\tau^T E\left[ x(s)^2 ds | \tau, x(\tau), u_0 \right].$$

$$= E \left[ (x(\tau) + u_0(s - \tau) + B_s - B_\tau)^2 ds | \tau, x(\tau), u_0 \right] = E \left[ x(\tau)^2(T - \tau) + x(\tau)u_0(T - \tau)^2 + \frac{u_0^2(T - \tau)^3}{3} + \frac{(T - \tau)^2}{2} \right].$$
From (2.6), we further obtain
\[
J = E(I_1) - E(I_2) + E \left[ \frac{1}{4} x(\tau)^2 (T - \tau) + \frac{(T - \tau)^2}{2} \right]
\]
\[
= \frac{u_0^2 T^3}{3} + \frac{T^2}{2} - E \left[ \frac{3}{4} x(\tau)^2 (T - \tau) + x(\tau)u_0(T - \tau)^2 + \frac{u_0^2}{3} (T - \tau)^3 \right]
\]
\[
= \frac{u_0^2 T^3}{3} + \frac{T^2}{2} - E \left[ \left( \frac{x(\tau)\sqrt{3}}{2} + \frac{u_0(T - \tau)}{\sqrt{3}} \right)^2 (T - \tau) \right].
\]

The optimal choice of \( u_0 \) turns out to be still zero just as in the deterministic switching case, which is quite intuitive as the standard Brownian motion process is a martingale with zero mean and using a nonzero control \( u_0 \) would steer the mean away from the origin. We omit the derivations of this fact, and refer the interested readers to Rabi et al. (2008) for the details. Since \( u_0^* = 0 \), we can write the cost \( J \) simply as
\[
J = \frac{T^2}{2} - \frac{3}{4} E[x(\tau)^2 (T - \tau)].
\]

Therefore the remaining problem is to seek an optimal stopping time \( \tau^* \) such that \( E[x(\tau)^2 (T - \tau)] \) is maximized. This problem can be solved explicitly using any standard method of optimal stopping. The resulting optimal stopping policy is given by the symmetric quadratic envelope:
\[
\tau^* = \inf \left\{ t | x(t)^2 \geq \sqrt{3}(T - t) \right\}.
\]

(2.8)

Applying the above optimal stopping policy, the expected control performance \( J \) is given explicitly as
\[
J(\tau^*) = \frac{T^2}{8}.
\]

(2.9)

Comparing with \( J(\theta^*) \) in (2.7), the cost of using event-triggered switching is only 40% of that achieved using deterministic switching.

2.3 Summary

In the previous two sections, we have seen the advantages brought by event-triggered sampling and control when compared with the conventional periodic sampling and deterministic control. The developed results, given in terms of closed-form and analytic solutions, are normally limited to low-order systems. For general higher-order
systems, event-triggered sampling and control in principle outperform their periodic and deterministic counterparts, but it is normally difficult to provide an analytic analysis as in the scalar first-order case.

### 2.4 Notes and References

The results of comparing the performance of periodic and event-based sampling for control of a first-order stochastic system were developed by Åström and Bernhardsson (1999), the pioneers on event-triggered systems. These results were extended to the second-order case in Meng and Chen (2012). The counterpart on state estimation for first- and second-order systems was developed in Wang and Fu (2014). The optimal stopping approach to event-triggered sampling was originally introduced in Rabi et al. (2006, 2008), and an enriched version of the results was provided in Rabi et al. (2012). A closely-related problem to event-based sampling is optimal paging and registration in cellular networks, for which some interesting results were developed by Hajek et al. (2008). In general, optimal event-triggered sampling problems are mathematically difficult to solve. Since the book is mainly focused on state estimator design, the interested readers are referred to the papers of Åström and Bernhardsson (1999), Meng and Chen (2012), Wang and Fu (2014), Rabi et al. (2006), Rabi et al. (2008), Rabi et al. (2012), Hajek et al. (2008) and the references therein for the detailed technical difficulties and obtained results, although it is worth noticing that the development on event-based sampling forms an important part in the theory of event-based systems.
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