Chapter 2
Linear Time-Frequency Analysis

The identification and quantification of the oscillatory components present in a given signal represents a classic problem of signal processing, and one of the most successful approaches for solving it has been through time-frequency analysis. Thus, it is often useful to study the signal’s structure in both time and frequency simultaneously, which can be done by considering a specifically constructed projection of the signal onto the time-frequency plane—its time-frequency representation. Such an approach proves to be especially suitable for signals containing many oscillatory components with time-varying amplitudes and/or frequencies, which is a very common scenario for real-life signals [1, 25, 37, 48, 49].

Consider, for example, the activity of the heart: although beating with frequency of 1 Hz on average, the length of the period between the consecutive beats—and therefore the frequency—is time-dependent; moreover, the corresponding variations of the beat-to-beat interval are of high clinical relevance [36]. These variations and their properties are straightforward to analyse in the time-frequency plane, where time-dependent frequency of the heart can be easily traced [9, 10, 17, 18, 25, 26, 50]. The same applies to many other real-life signals, so the TFRs are now routinely applied in almost every area of science, from image processing and finance to geophysics and the life sciences [1, 2, 25, 32–34, 37, 43, 45, 47, 49, 51, 55].

General aspects of time-frequency analysis, and the properties of the different existing TFRs, have been thoroughly discussed in a number of excellent books [1, 8, 14, 16, 21, 22, 30, 37, 46] and reviews [13, 23, 41, 43, 51]. There exist two main TFR classes: linear (such as the WFT and WT [1, 16, 37]) and quadratic (such as the Wigner-Ville [54, 56], Rihaczek [42] and Choi-Williams [12] distributions, see [8, 22, 23] for a more comprehensive list). Although each of these has its own advantages, only the WFT and WT will be considered in this work. This is because, in contrast to quadratic representations, these types offer an easy and straightforward way of extracting and reconstructing individual components present in the signal (see Chap. 3), which property will be of crucial importance in what follows.

The present chapter presents a thorough discussion of the WFT and WT, their implementation, properties and related issues, providing all the information that is needed to understand them and apply them effectively. Particular attention is paid to
the practical aspects, but the necessary mathematical theory is also reviewed. The basic definitions, such as the AM/FM component and the analytic signal, as well as the need for time-frequency analysis, are first discussed in Sect. 2.1. The WFT and WT are then defined in Sect. 2.2, which also reviews their basic properties and illustrates the difference between the two. The resolution properties of the WFT and WT are considered in Sect. 2.3, while Sect. 2.4 discusses various aspects of “real-life” TFR usage, namely: signal preprocessing that should be performed; frequency discretization and how to do it appropriately; boundary distortions due to finite signal length; and limits on the frequencies that can be studied reliably in the WFT and WT. The results of the whole chapter are summarized in Sect. 2.5.

**Remark 2.0.1** It should be noted, that many advanced methods based on different TFRs have been developed over the last few decades. Examples are the wavelet bispectral analysis [28, 29], wavelet coherence [20, 33, 35] and phase coherence [3, 5, 44] etc. However, it seems in principle impossible to review appropriately all such techniques, given their large number, so they are not considered here. Rather, the emphasis in the present Chapter is placed on the basic time-frequency representations, which provide the foundation for more sophisticated methods, including nonlinear mode decomposition developed later.

### 2.1 AM/FM Components and the Analytic Signal

One of the basic notions of time-frequency analysis is the **AM/FM component** (or simply **component**), which is defined as a function of time $t$ of form

$$x(t) = A(t) \cos \phi(t) \quad (\forall t : A(t) > 0, \nu(t) \equiv \phi'(t) > 0). \quad (2.1)$$

The time-dependent values $A(t), \phi(t)$ and $\nu(t) \equiv \phi'(t)$ are then called the instantaneous amplitude, phase and frequency of the component (2.1) (for a more detailed discussion of their definitions and related issues see [6, 7, 40]).

Given that the signal is known to be of the form (2.1), the natural question is how to find its associated $A(t), \phi(t)$ and $\nu(t).$ The most convenient way of doing this is the analytic signal approach. However, before considering it, a few additional notions should be introduced. Thus, for an arbitrary function $f(t),$ its Fourier transform (FT), positive and negative frequency parts, time-average and standard deviation will be denoted as $\hat{f}(\xi), f^+(t), f^-(t), \langle f(t) \rangle$ and std[$f(t)$], respectively:

$$\hat{f}(\xi) \equiv \int_{-\infty}^{\infty} f(t) e^{-i\xi t} dt \iff f(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{f}(\xi) e^{i\xi t} d\xi = \langle f(t) \rangle + f^+(t) + f^-(t),$$

$$f^+(t) \equiv \frac{1}{2\pi} \int_{0}^{\infty} \hat{f}(\xi) e^{i\xi t} d\xi, \quad f^-(t) \equiv \frac{1}{2\pi} \int_{-\infty}^{0} \hat{f}(\xi) e^{i\xi t} d\xi,$$

$$\langle f(t) \rangle = \frac{\int f(t) dt}{\int dt}, \quad \text{std}[f(t)] \equiv \sqrt{\langle (f(t))^2 \rangle - [\langle f(t) \rangle]^2}, \quad (2.2)$$
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where, here and in what follows, the integrals are taken over \((-\infty, \infty)\) if unspecified (or, in practice, over the full time duration of \(f(t)\)). A simple example is \(f(t) = a + b \cos \nu t = a + be^{i \nu t}/2 + be^{-i \nu t}/2\), for which one has \(\hat{f}(\xi)/2\pi = a \delta(\xi) + b\delta(\xi - \nu)/2 + b\delta(\xi + \nu)/2\), \(\langle f(t) \rangle = a\), \(f^\pm(t) = be^{\pm i \nu t}/2\) and \(\text{std}[f(t)] = b/\sqrt{2}\). Note, that if \(f(t)\) is real, then \(f(t) - \langle f(t) \rangle = 2 \Re f^\pm(t)\) and \(\hat{f}(\xi) = [\hat{f}(-\xi)]^* \Rightarrow f^+(t) = [f^-(t)]^*\), where the star denotes complex conjugation.

For a given signal \(s(t)\) (which is always assumed to be real in this work), its doubled positive frequency part is called its analytic signal and will be denoted as \(s^a(t)\):

\[
s^a(t) \equiv 2s^+(t) = \langle s(t) \rangle + \Re[s^a(t)]. \tag{2.3}
\]

The analytic signal is complex, so its dynamics can easily be separated into amplitude and phase parts. For signals represented by a single component (2.1), the analytic amplitude and phase \(A^a(t)\), \(\phi^a(t)\) match closely the true amplitude and phase \(A(t)\), \(\phi(t)\), thus providing an easy way to estimate them:

\[
A(t) \approx A^a(t) \equiv |s^a(t)|, \quad \phi(t) \approx \phi^a(t) \equiv \arg[s^a(t)]. \tag{2.4}
\]

The approximate equality (2.4) will be called the analytic approximation, and it can alternatively be formulated as \([A(t) \cos \phi(t)]^+ \approx A(t)e^{i\phi(t)}/2\). As stipulated by the Bedrosian theorem [4], this approximation is exact when the spectrum of \(A(t)\) lies lower than the spectrum of \(e^{i\phi(t)}\), and there are no intersections between the two. For example, in the case of amplitude modulation only, \(s(t) = A(t) \cos(\nu t + \varphi)\), (2.4) gives the exact amplitude and phase if all the spectral content of \(A(t)\) lies lower than \(\nu\), i.e. \(\hat{A}(\xi \geq \nu) = 0\). Usually, however, there is a small discrepancy between the true and analytic amplitude/phase (considered in detail in Sect. 7.1), but it is often very small. Thus, there is arguably still nothing better than the analytic signal approach for amplitude and phase estimation in the case of a single AM/FM component (2.1) [52] (except, maybe, the recently proposed direct quadrature method [24]).

However, real-life signals rarely consist of only one component, and they usually also contain noise. In this case, the analytic signal will represent a mix of the amplitude and phase dynamics of all components contained in the signal (additionally corrupted by noise), so their individual parameters cannot be recovered from it. One should therefore employ more sophisticated techniques, able to distinguish the different components within a single time-series. This can be done by using the TFR-based approaches that will be described below. The main assumption behind them (and time-frequency analysis more generally) is that the signal is represented by a sum of AM/FM components, each of which satisfies the analytic approximation (2.4), plus some noise \(\eta(t)\):

\[
s(t) = \sum_i x_i(t) + \eta(t) = \sum_i A_i(t) \cos \phi_i(t) + \eta(t), \tag{2.5}
\]

\(\forall t, i : A_i(t) > 0, \phi'_i(t) > 0, [A_i(t) \cos \phi_i(t)]^+ \approx A_i(t)e^{i\phi_i(t)}/2\).
Although signal representation (2.5) is not unique, in practice one aims at the spars-est among such representations, i.e. the one characterized by the smallest number of components $x_i(t)$. It is also important to note, that the most accurate estimates of the components’ parameters obtainable using any TFR-based method are the corresponding analytic estimates (2.4), so the (best achievable) goal of such methods is to extract the separate analytic signals $x_i^a(t)$ for each of the chosen $x_i(t)$ in (2.5).

The above discussion was related to problems that arise while considering multi-component signals in the time domain. To make the story complete, the problems that arise when trying to treat such signals in the frequency domain should also be addressed. In practice, any signal can be represented by its Fourier expansion (discrete FT), i.e. as the sum of tones—monochromatic signals $A_i \cos(\nu_i t + \varphi_i)$—with different constant amplitudes $A_i$, phase shifts $\varphi_i$ and frequencies $\nu_i$. The same is obviously true for a single AM/FM component, and its Fourier expansion is directly meaningful than its representation as the sum of tones, which corresponds to its FT.

Thus, for a multi-component signal $s(t)$ (2.5), each component is encoded as a set of

$$
\begin{align*}
x(t) &= A \left(1 + \sum_a r_a \cos(\nu_a t + \varphi_a) \right) \cos(\nu t + \varphi + \sum_b r_b \sin(\nu_b t + \varphi_b)) \\
&= \text{expressing } \cos \phi = (e^{i\phi} + e^{-i\phi})/2, \ e^{ia} \sin \phi = \sum_{n=-\infty}^{\infty} J_n(a) e^{in\phi} / \\
&= Ae^{i(\nu t + \varphi)} \left[1 + \sum_a r_a \left(e^{i(\nu_a t + \varphi_a)} + e^{-i(\nu_a t + \varphi_a)} \right)/2 \right] \prod_b \sum_{n_{b}} J_{n_{b}}(r_{b}) e^{in_{b}(\nu_{b} t + \varphi_{b})} + c.c. \\
&= \sum_{\{n_{b}\}\in\{n_{1},n_{2},\ldots\}\in\mathbb{Z}} \left[ \tilde{A}_{\{n_{b}\}} e^{i\tilde{\nu}_{\{n_{b}\}} t} + \sum_{a} \frac{r_{a}}{2} \tilde{A}_{\{n_{b}\}} \left(e^{i\tilde{\nu}(\varphi_{b}) + \varphi_{a}} e^{i\tilde{\nu}(\varphi_{b}) + \nu_{a}} \right) \\
&\quad+ e^{i(\tilde{\nu}(\varphi_{b}) - \varphi_{a})} e^{i\tilde{\nu}(\varphi_{b}) - \nu_{a}} \right] \right] + c.c., \quad (2.6)
\end{align*}
$$

where

$$
\tilde{A}_{\{n_{b}\}} \equiv A \prod_{b} J_{n_{b}}(r_{b}) = A_{n_{1}}(r_{1}) J_{n_{2}}(r_{2}) \ldots,
$$

$$
\tilde{\nu}_{\{n_{b}\}} \equiv \nu + \sum_{b} n_{b} \nu_{b}, \quad \tilde{\varphi}_{\{n_{b}\}} \equiv \varphi + \sum_{b} n_{b} \varphi_{b}, \quad (2.7)
$$

and $J_{n}(r_{b}) = (-1)^{n} J_{-n}(r_{b})$ denote Bessel functions of the first kind, while $c.c.$ stands for the complex conjugate of the preceding expression. Thus, any component (2.6) can be represented as a sum of tones with frequencies $|\nu + \sum_{b} n_{b} \nu_{b}|$ and $|\nu \pm \nu_{a} + \sum_{b} n_{b} \nu_{b}|$ (for all possible combinations of $a \in \mathbb{N}$ and $\{n_{b}\} = \{n_{1},n_{2},\ldots\} \in \mathbb{Z}$). But, obviously, not any sum of tones can be represented as the AM/FM component. What make this possible in (2.6) are the specific relationships between the tones’ amplitudes, phases and frequencies, which encode the corresponding amplitude and frequency modulations of the component.

Clearly, the representation of $x(t)$ (2.6) as a single entity is more compact and meaningful than its representation as the sum of tones, which corresponds to its FT.
Fig. 2.1 Different representations of a signal composed of three AM/FM components and corrupted by noise $0.5 \eta_W(t)$, where $\eta_W(t)$ denotes Gaussian white noise of unit deviation; the parameters of the components are described above the top panel. a Signal in the time domain; b signal in the frequency domain, given by its Fourier transform; c, d signal in the time-frequency domain, given by its WFT and WT (see Sects. 2.2.1 and 2.2.2 below), respectively. Note that for the WT (d) the frequency scale is logarithmic.

entries in the associated frequency representation $\hat{s}(\xi)$, but it is usually unclear which entries correspond to what component, and which ones are attributable to noise. This is illustrated in Fig. 2.1, which shows an example of signal representation in the time, frequency, and time-frequency domains, with the latter being given by its WFT and WT, to be discussed below. As can be seen, although all representations by definition contain the same amount of information about the signal, in the case of Fig. 2.1 the most readily interpretable view of this information is provided in the time-frequency domain.

2.2 Time-Frequency Representations (TFRs)

As discussed in the previous section, instead of studying a signal in either one of the time ($s(t)$) or frequency ($\hat{s}(\xi)$) domains, it is often more useful to study its properties in time and frequency simultaneously. This can be done by considering specifically constructed projections of the signal onto a time-frequency plane, i.e. TFRs. Such an approach gives the possibility of tracking the evolution of the signal’s spectral content in time, which is typically represented by variations of the amplitudes and frequencies of the components from which the signal is composed.
In what follows, attention will be paid exclusively to the two main linear TFRs—the WFT and the WT—because of their special suitability for the extraction of components (the latter will be discussed in more detail in the next Chapter). Note that in the present Sect. the notions of time, frequency and time-frequency resolutions of the TFR will sometimes be used; they will be further clarified in Sect. 2.3 below. There are also many classical books and reviews (e.g. [8, 22, 30, 37]) where an additional discussion of the WFT/WT and their resolution characteristics can be found.

### 2.2.1 Windowed Fourier Transform (WFT)

The windowed Fourier transform (WFT), also called the short-time Fourier transform or (in a particular form) the Gabor transform, is one of the oldest and thus most-investigated linear TFRs [19, 22, 37]. The WFT \( G_s(\omega, t) \) of the signal \( s(t) \) can be calculated either in the time domain or in the frequency domain as [27]:

\[
G_s(\omega, t) = \int s^+(\tau)g(\tau - t)e^{-i\omega(\tau - t)}d\tau = \frac{1}{2\pi} \int_0^\infty e^{i\xi t} \hat{s}(\xi) \hat{g}(\omega - \xi)d\xi, \tag{2.8}
\]

where \( g(t) \) is the specified window function and \( \hat{g}(\xi) \) is its FT. Without loss of generality, the \( |\hat{g}(\xi)| \) is considered to have a maximum at \( \xi = 0 \):

\[
\omega_g \equiv \text{argmax} |\hat{g}(\xi)| = 0, \tag{2.9}
\]

which ensures that, for a single tone \( s(t) = \cos \nu t \), the amplitude of the WFT has a maximum at the frequency \( \omega = \nu \) (see (2.10) below). If this is not the case, one should always set \( \omega_g \) (2.9) to zero manually by considering the demodulated window function \( \{g(t), \hat{g}(\xi)\} \rightarrow \{g(t)e^{-i\omega_g t}, \hat{g}(\xi + \omega_g)\} \). An example of the WFT can be seen in Fig.2.1c.

**Remark 2.2.1** Note, that the definition of the WFT (2.8) is slightly different from the conventional form. Thus, only the positive frequency part \( s^+(t) \) is taken into account instead of the full \( s(t) \), for the reasons that are thoroughly discussed in [27]. Basically, such modification is needed to remove the undesirable interference with negative frequencies (e.g. with \( e^{-i\nu t} \) if \( s(t) = \cos \nu t \)), which might seriously corrupt the representation if it has low resolution in frequency. Nevertheless, in practice this interference is often very small, so that taking the full signal in (2.8) will not usually change anything significantly. Additionally, instead of the traditional \( e^{-i\omega t} \), which corresponds to “static” phases of the WFT coefficients, there is \( e^{-i\omega(\tau - t)} \) in (2.8), which corresponds to “dynamic” phases and is thus more convenient in terms of component reconstruction.

It is easy to see that, for a signal represented by a sum of tones, the corresponding WFT (2.8) takes the form
\[ s(t) = \sum_n A_n \cos(\nu_n t + \varphi_n) \Rightarrow G_s(\omega, t) = \frac{1}{2} \sum_n A_n \hat{g}(\omega - \nu_n) e^{i(\nu_n t + \varphi_n)}, \quad (2.10) \]

from which one can gain a first impression of how it works. It should be noted that, although peaks in \(|G_s(\omega, t)|\) are all at positive frequencies (as follows from (2.10) and the assumptions made), the WFT (2.8) is defined on the full interval \(\omega \in (-\infty, \infty)\), so that one can calculate it for \(\omega < 0\) as well (e.g. to trace the peak’s tails). Usually, however, this is not needed.

The WFT is an invertible transform, so that the original signal in both time and frequency domains can be recovered from it as (see Sect. 7.3):

\[ s^a(t) = C_g^{-1} \int G_s(\omega, t) d\omega, \quad s(t) = \langle s(t) \rangle + \text{Re}[s^a(t)], \]

\[ \hat{s}(\omega > 0) = \tilde{C}_g^{-1} \int G_s(\omega, t) e^{-i\omega t} dt, \quad \hat{s}(-\omega) = \hat{s}^*(\omega), \quad (2.11) \]

\[ C_g = \frac{1}{2} \int \hat{g}(\xi) d\xi = \pi g(0), \quad \tilde{C}_g = \int g(t) dt = \hat{g}(0). \]

Among the window functions \(g(t)\) that can be used for calculating WFT (2.8) (see Sect. 7.2 for a list of common types and their properties), the most suitable choice seems to be the Gaussian window

\[ g(t) = \frac{1}{\sqrt{2\pi} f_0} e^{-t^2/2f_0^2} \leftrightarrow \hat{g}(\xi) = e^{-f_0^2\xi^2/2}. \quad (2.12) \]

The time and frequency resolution of the window (2.12) are determined by its spread in time and frequency, which are controlled by its resolution parameter \(f_0\). Therefore, increasing \(f_0\) improves the frequency resolution of the resultant WFT, but reduces its time resolution.

The Gaussian window is commonly used on account of its unique property of maximizing the “classic” time-frequency resolution of the transform (to be discussed in Sect. 2.3); the form (2.12), however, seem to have very good resolution properties in general, and not only within the traditional definitions (see Sect. 7.2). In what follows, unless otherwise specified, all simulations are performed using the Gaussian window (2.12) with \(f_0 = 1\). Nonetheless, the considerations and formulas of this Chapter apply quite generally for any window function.

In numerical applications, given the signal \(s(t_n), n = 1, \ldots, N\) sampled at frequency \(f_s\), its WFT is calculated using the fast Fourier transform (FFT) algorithm, utilizing the frequency domain form of (2.8). The frequency axis is first divided into equidistant bins \(\omega_k = (k-k_0)\Delta\omega\), where \(\Delta\omega\) is the frequency bin width (its optimal choice and related issues are discussed in Sect. 2.4.2). One then computes the signal’s discrete FT \(\hat{s}(\xi_n)\), where \(\xi_n/2\pi = (n/N - 1/2) f_s, n = 1, \ldots, N\) are the corresponding discrete frequencies, and sets \(\hat{s}(\xi_n \leq 0) = 0\). Finally, taking the
inverse FT of \( s(\xi_n)\hat{g}(\omega_k - \xi_n) \) at each frequency \( \omega_k \) gives the full WFT time evolution \( G_x(\omega_k, t_n=1,\ldots,N) \) for that frequency bin. A complete numerical implementation, including all relevant issues, is summarized in Sect. 7.5.

### 2.2.2 Wavelet Transform (WT)

The (continuous) wavelet transform (WT) is the other well-known linear TFR which, in contrast to the WFT, has logarithmic frequency resolution [15, 16, 37]; in other respects the two TFRs are quite similar. The WT \( W_s(\omega, t) \) of a signal \( s(t) \) can be calculated as [27]:

\[
W_s(\omega, t) = \int s^+(\tau)\psi^\ast\left(\frac{\omega(\tau - t)}{\omega_\psi}\right)\frac{\omega d\tau}{\omega_\psi} = \frac{1}{2\pi} \int_0^\infty e^{i\xi t}\hat{s}(\xi)\hat{\psi}\ast(\omega_\psi/\omega)d\xi,
\]

(2.13)

where \( \psi(t) \) is the chosen wavelet function, and

\[
\omega_\psi \equiv \operatorname{argmax} |\hat{\psi}(\xi)|
\]

(2.14)

denotes the wavelet peak frequency. Additionally, the wavelet should satisfy the admissibility condition

\[
\hat{\psi}(0) = \int \psi(t)dt = 0,
\]

(2.15)

the need for which will become clear below. An example of the WT can be seen in Fig. 2.1d.

**Remark 2.2.2** It should be noted, that the definition (2.13) represents a modified version of the traditional one. Thus, the WT is usually defined using the scales \( a(\omega) \), while in (2.13) they are already expressed through the frequencies as \( a(\omega) = \omega_\psi/\omega \) (this relation establishes that, in the simplest case \( s(t) = A\cos(\nu t + \varphi) \), the modulus of the WT \( |W_s(\omega, t)| \) will be peaked exactly at the tone frequency \( \omega = \nu \)). Next, similarly to the WFT (2.8), the WT is calculated using only the positive frequency part of the signal \( s^+(t) \) (this is in fact equivalent to using the full signal \( s(t) \) but setting \( \hat{\psi}(\xi \leq 0) = 0 \), though many wavelets, called analytic, have this property from the beginning). The reasoning behind this is the same as for the case of the WFT (see Remark 2.2.1). Finally, there are a few ways of normalizing the WT, and the most commonly used one corresponds to (2.13) multiplied by \( \sqrt{\omega_\psi/\omega} \). However, in the latter case the WT amplitude will be biased towards lower \( \omega \), amplifying/reducing the peaks associated with each component depending on its frequency. Such a situation does not arise for the normalization (2.13), which therefore seems to be more natural and convenient, especially in terms of the extraction and reconstruction of components discussed in Chap. 3 below. Nevertheless, the two normalizations differ.
only in terms of convenience and ease of understanding: the correct usage of each will by definition give the same results.

Comparing (2.13) with (2.8), it is clear that the continuous WT can be viewed simply as the WFT with a frequency-varying window, which feature nevertheless gives rise to a different type of resolution. Thus, the analogue of (2.10) for WT (2.13) is

\[ s(t) = \sum_n A_n \cos(\nu_n t + \varphi_n) \Rightarrow W_s(\omega, t) = \frac{1}{2} \sum_n A_n \hat{\psi}^*\left(\frac{\nu_n}{\omega}\right) e^{i(\nu_n t + \varphi_n)}. \]  

As can be seen, in contrast to the WFT, which takes into account the frequency difference \( \nu - \omega \) (2.10), the WT considers the ratio \( \nu/\omega \) (or the difference between logarithms \( \log \nu/\omega = \log \nu - \log \omega \)), which amounts to the definition of the logarithmic frequency resolution. The natural frequency scale is therefore also logarithmic for the WT, in contrast to the linear scale of the WFT.

The reconstruction formulas in the case of the WT become (see Sect. 7.3)

\[ s^a(t) = C_{\psi}^{-1} \int_0^\infty W_s(\omega, t) \frac{d\omega}{\omega}, \quad s(t) = \langle s(t) \rangle + \text{Re}\{s^a(t)\}, \]

\[ \hat{s}(\omega > 0) = \tilde{C}_{\psi}^{-1} \int W_s(\omega, t) e^{-i\omega t} dt, \quad \hat{s}(-\omega) = \hat{s}^*(\omega), \]

\[ C_{\psi} = \frac{1}{2} \int_0^\infty \hat{\psi}^*(\xi) \frac{d\xi}{\xi}, \quad \tilde{C}_{\psi} \equiv \left[ \int \hat{\psi}(t)e^{-i\omega t} dt \right]^* = \hat{\psi}^*(\omega). \]

Note that, in contrast to the WFT (2.11), the signal is reconstructed from the WT by integration of \( W_s(\omega, t) \) over the logarithmic scale \( d\omega/\omega = d \log \omega \), which is standard for the WT-based measures.

From (2.16) and (2.17), the need for the admissibility condition (2.15) now becomes clear. Thus, for wavelets not satisfying (2.17) the value of \( C_{\psi} \) in (2.17) is infinite, and signal reconstruction from the WT becomes impossible. Even more importantly, from (2.16) it follows that, if the wavelet FT does not vanish at zero frequency \( \hat{\psi}(0) \neq 0 \), then each component will be spread over the whole frequency range of the WT, leading to a highly corrupted representation. For example, for a single tone signal \( s(t) = A \cos \nu t \), the WT amplitude approaches \( |W_s(\omega, t)| = A |\hat{\psi}(\omega, \nu/\omega)| \to A |\hat{\psi}(0)| \) as \( \omega \to \infty \). Hence, \( |\hat{\psi}(0)| \) determines the minimum level to which the WT amplitude for each component decays: if it is nonzero then even components with infinitely distant frequencies will interfere with each other. Drawing an analogy with the WFT, use of the wavelet with \( \hat{\psi}(0) \neq 0 \) corresponds to the use of the window with \( \hat{g}(\xi) \to \infty \neq 0 \) in (2.8), which is obviously inappropriate. Each wavelet should therefore be admissible, i.e. should satisfy (2.15).

Remark 2.2.3 It is often not recognized that, in contrast to the case of the WFT, rescaling of the wavelet function \( \{\psi(t), \hat{\psi}(\xi)\} \to \{\psi(rt), \hat{\psi}(\xi/r)\} \) has no effect on
the resultant WT. Thus, what matters is \( \hat{\psi}(\omega \psi, \nu/\omega) \), while direct rescaling changes both \( \hat{\psi}(\xi) \) and the peak frequency \( \omega_{\psi} \rightarrow r\omega_{\psi} \), having no overall effect when substituted in (2.13) and (2.16). As an illustration, the parameter \( k \) in the wavelet \( \hat{\psi}(\xi) = \xi^a e^{-k\xi^b} \) is completely redundant, because this wavelet can be represented in the form \( \hat{\psi}(\xi) = k^{-a/b}(k^{1/b}\xi)^a e^{-(k^{1/b}\xi)^b} \) which, up to the constant multiplier, is equivalent to \( \hat{\psi}(\xi) = \xi^a e^{-(\xi^b)} \). To really change the time and frequency resolutions of the wavelet, one needs to change either its \( \omega_{\psi} \) while trying to preserve the spread and the form of \( |\hat{\psi}(\xi)| \), or vice versa (see Sect. 2.3.1). Furthermore, these two approaches are completely equivalent, as can be seen from (2.13), so it is redundant to define parameters controlling both the peak frequency of a wavelet and its spread.

Among the wavelet functions \( \psi(t) \) used for the continuous WT (2.13) (see Sect. 7.2 for a list of common types and their properties), the most popular choice is the Morlet wavelet \[ \psi_u = \frac{1}{\sqrt{2\pi}} \left( e^{i2\pi f_0 u} - e^{-(2\pi f_0)^2/2} \right) e^{-u^2/2}, \] (2.18)

where the admissibility term \( \sim e^{-(2\pi f_0)^2/2} \) is needed to satisfy (2.15). The Morlet wavelet is regarded as the wavelet analogy to the Gaussian window (2.12), and is used so commonly because of the widespread belief that it has the best resolution properties. This is, however, not true. Thus, as will be discussed in Sect. 2.3 below, the wavelet (2.18) does indeed nearly maximize the “classic” time-frequency resolution (provided the admissibility term is small), but this traditional measure was originally devised for the WFT and is completely inappropriate for the WT.

Taking into account the logarithmic frequency resolution of the WT, a more “correct” wavelet analogy of the Gaussian window (2.12) would be the lognormal wavelet

\[ \hat{\psi}(\xi > 0) \sim e^{-(2\pi f_0 \log \xi)^2/2}, \quad \omega_{\psi} = 1, \] (2.19)

where the resolution parameter \( f_0 \) has a meaning similar to that for the Gaussian window (2.12), controlling the time and frequency resolutions of the resultant WT.

It turns out (see Sect. 7.2) that the resolution properties of the wavelet (2.19) are generally slightly better than that of the Morlet wavelet (2.18). Apart from this, the lognormal wavelet has a variety of other advantages. Thus, it is “infinitely admissible” (in contrast to the Morlet wavelet), i.e. all its moments \( \int \xi^{-n} \hat{\psi}(\xi)d\xi / \xi (n \geq 0) \) are finite; this allows direct reconstruction of any order time-derivatives of the component’s amplitude and phase from its WT (see Sects. 3.2 and 7.3 below). Additionally, the wavelet (2.19) is analytically tractable, allowing one to obtain \( C_{\psi} \) (2.17) and many other quantities in the explicit form. Therefore, while the considerations of the present Chapter are applicable to any wavelet type, in what follows, unless otherwise specified, all the simulations and examples will be based on the lognormal wavelet with \( f_0 = 1 \).
2.2 Time-Frequency Representations (TFRs)

In numerical applications, given the signal \( s(t_n), n = 1, \ldots, N \) sampled at frequency \( f_s \), its WT is calculated using the frequency domain form of (2.13) and taking advantage of the FFT algorithm. The procedure is quite similar to that for the WFT calculation. The frequency axis is first partitioned into equilogspaced bins \( \omega_k/2\pi = 2^{(k-k_0)/n_v} \), where the number-of-voices \( n_v \) determines the fineness of this partition and has the meaning of the number of frequency bins in each diadic interval (its selection is discussed in Sect. 2.4.2). One then computes the signal’s discrete FT \( \hat{s}(\xi_n) = \{ \hat{s}(\xi_n) \} \), where \( \xi_n/2\pi = (n/N - 1/2)f_s \), \( n = 1, 2, \ldots, N \) denote the corresponding discrete frequencies, and one sets \( \hat{s}(\xi_n \leq 0) = 0 \). Finally, taking the inverse Fourier transform of \( \{ \hat{s}(\xi_n)\hat{\psi}^*(\omega\psi\xi_n/\omega_k) \} \) at each frequency \( \omega_k \) gives the full time-evolution of the WT \( W_s(\omega_k, t_n=1,\ldots,N) \) for this frequency bin. A complete numerical implementation, including all relevant issues, is summarized in Sect. 7.5.

2.2.3 Difference Between the WFT and the WT

Figure 2.2 compares the WFT and WT calculated for the same signal. As mentioned before, the main distinction between the two TFR types lies in their different kinds of frequency resolution: linear for the WFT, and logarithmic for the WT. Thus, if the signal contains two tones \( \cos \nu_1 t, \cos \nu_2 t \), then the WFT takes account of their frequency difference \( \nu_2 - \nu_1 \), whereas what matters for the WT is their frequency ratio \( \nu_2/\nu_1 \) (or difference between logarithms of their frequencies). For example, if there are two tones with frequencies 0.05 and 0.125 Hz, corresponding to periods of 20 seconds, the WFT and WT will show different frequency resolutions. The WFT will clearly separate the two tones, while the WT will show a peak at the ratio of their frequencies.

![Fig. 2.2 Comparison of the WFT and WT of the same signal consisting of six components, as shown above the figure. a, b Mean WFT and WT amplitudes, respectively; the yellow regions indicate 95% ranges for the corresponding amplitudes at each frequency; the vertical dashed lines show mean frequencies of the components, with their colors being linked to the colors of boxes at the top of the figure. c, d Full WFT and WT amplitudes, respectively. Note, that for the WT in (b, d) the frequency scale is logarithmic, in contrast to the linear scale for the WFT in (a, c). The signal was sampled for 200 s at 50 Hz](image)
and 8 s (components 1,2 in Fig. 2.2), then they will be much better resolved in the WT \((\nu_2/\nu_1 - 1 = 1.5)\) than in the WFT \(((\nu_2 - \nu_1)/2\pi = 0.075)\). At the same time, if there are two tones with frequencies 2 and 3 Hz, corresponding to periods 0.5 and \(\approx 0.33\) s (components 4 and 5 in Fig. 2.2), then they will be much better resolved in the WFT \(((\nu_2 - \nu_1)/2\pi = 1\) Hz) than in the WT \((\nu_2/\nu_1 - 1 = 0.5)\).

On the other hand, the WFT has the same time resolution at each frequency, while that for the WT increases with frequency, being proportional to \(\omega\) (see Sect. 2.3 below). This means that, for fixed window/wavelet parameters, the higher the frequency, the more time-variability is allowed for components to be reliably represented in the WT, while the WFT does not discriminate in this respect. For example, if one has a frequency-modulated component \(\cos(\nu t + \sin \nu_b t)\), the WFT accounts for the value of \(\nu_b\), while the WT considers \(\nu_b/\nu\). Thus, if one has a component with a mean frequency of 0.75 Hz subject to sinusoidal modulation at 0.2 Hz (component 3 in Fig. 2.2), it will be better represented in the WFT \((\nu_b/2\pi = 0.2)\) than in the WT \((\nu_b/\nu \approx 0.27)\). On the other hand, if one has a component with mean frequency 6 Hz and frequency modulation at 0.3 Hz (component 6 in Fig. 2.2), it will be represented more reliably in the WT \((\nu_b/\nu = 0.05)\) than in the WFT \((\nu_b/2\pi = 0.3)\).

Remark 2.2.4 Note, that the assessment of the quality of representation of two tones in the WFT and the WT based on the direct comparison between the corresponding \((\nu_2 - \nu_1)/2\pi\) and \(\nu_2/\nu_1 - 1\) is valid only within the assumption that the WFT and the WT have the same frequency resolution properties at \(\omega = 2\pi\) (see Sect. 2.3). This is true for the case of Fig. 2.2, where the WFT and WT are calculated using Gaussian window \((2.12)\) and lognormal wavelet \((2.19)\) with the same resolution parameters \(f_0 = 1\), respectively. Likewise, in the discussion about representation of the frequency-modulated components it was assumed that the time resolution properties of the WFT and the WT are the same at \(\omega = 2\pi\), which is almost true in the present case (see Sect. 2.3 below). The related considerations, however, are only approximately valid because of the difference between the fixed and frequency-dependent time resolutions of the WFT and the WT, respectively.

Obviously, the resolution parameter \(f_0\) (or other window/wavelet parameters, if present) can always be adjusted to improve the representation of any one chosen component. However, there is often no universal \(f_0\) suitable for all components present in the signal, so the choice between the WFT and WT depends on how many such components can in principle be represented reliably. Therefore, contrary to what is sometimes thought, the WT is not in general superior to the WFT: it just considers all on a logarithmic frequency scale, and whether or not this is more useful than the linear frequency resolution of the WFT depends on the signal structure.

Summarizing, the WT is most suitable when the ratios of frequencies of the underlying oscillations and their relative (to frequency) modulations are more consistent with each other than the corresponding frequency differences and absolute amplitude/frequency variations. In other words, the WT is preferred to the WFT when the lower-frequency components are less time-varying and closer in frequency than the components at higher frequencies. Otherwise, the WFT appears to be more appropriate (see also the related discussion and additional examples on pp. 126–134 of
2.2 Time-Frequency Representations (TFRs) [37]). Note, however, that many real signals have structure that is more suited to studies based on the WT. Additionally, one can often analyse a variety of time-series of different kinds using the same wavelet parameters, while for the WFT the window parameters should be adjusted for each particular case. Usually, the WT is also computationally cheaper due to the logarithmic frequency scale, requiring fewer bins to cover the same frequency range. On the other hand, the WFT generally has better resolution properties (see Sect. 7.2).

2.3 Time-, Frequency- and Time-Frequency Resolution

The notions of time, frequency and time-frequency resolutions have been often used in the preceding section, but were defined only briefly. In this section different resolution characteristics are considered in detail, and the definitions are made more precise.

2.3.1 General Formulation

Consider a signal \( s_{\nu\nu}(t) \) (\( s_{\tau\tau}(t) \)) consisting of two frequency events—tones (time events—delta-peaks), so that its WFT (2.8) and WT (2.13) are

\[
s_{\nu\nu}(t) = \cos(\nu t) + \cos((\nu + \Delta \nu) t + \Delta \varphi)
\]

\[
\Rightarrow \left\{ \begin{array}{l}
G_s(\omega, t) = \frac{1}{2} [\hat{g}(\omega - \nu) + \hat{g}(\omega - \nu - \Delta \nu) e^{i\Delta \nu t} e^{i\Delta \varphi}] e^{i\nu t}, \\
W_s(\omega, t) = \frac{1}{2} [\hat{\psi}_\nu^\ast(\omega \psi \nu/\omega) + \hat{\psi}_\nu^\ast(\omega \psi (\nu + \Delta \nu)/\omega) e^{i\Delta \nu t} e^{i\Delta \varphi}] e^{i\nu t}, \\
\end{array} \right. \quad (2.20)
\]

\[
s_{\tau\tau}(t) = \delta(t - \tau) + \delta(t - \tau - \Delta \tau) e^{i\Delta \varphi}
\]

\[
\Rightarrow \left\{ \begin{array}{l}
G_s(\omega, t) \cong [g(\tau - t) + g(\tau + \Delta \tau - t) e^{-i\omega \Delta \tau} e^{i\Delta \varphi}] e^{i\omega (t - \tau)}, \\
W_s(\omega, t) \cong \frac{\omega}{\omega \psi} [\hat{\psi}_\tau^\ast(\omega (\tau - t)/\omega \psi) + \hat{\psi}_\tau^\ast(\omega (\tau + \Delta \tau - t)/\omega \psi) e^{i\Delta \varphi}]. \\
\end{array} \right. \quad (2.21)
\]

Everywhere in this section, e.g. in (2.21), the symbol "\( \cong \)" denotes equality up to an error associated with the difference between the WFT/WT (2.8), (2.13) and its form as calculated using the full signal \( s(t) \) instead of the corresponding positive frequency part \( s^+(t) \); see [27] for a detailed discussion of this issue and the quality of the approximation in (2.21). Note that, if redefining WFT/WT to use the full signal, the approximate equality will migrate from \( s_{\tau\tau}(t) \) (2.21) to \( s_{\nu\nu}(t) \) (2.20) [27].

Remark 2.3.1 Although in this work the original signal is assumed to be real, \( s_{\tau\tau}(t) \) (2.20) represents an exception. This is because, without the phase shift introduced by \( e^{i\Delta \varphi} \), the analogy between \( s_{\tau\tau}(t) \) and \( s_{\nu\nu}(t) \) would be incomplete while, intuitively, the time and frequency domains should have equal rights. In fact, since the WFT (2.8) and WT (2.13) are based on the positive frequency part of the signal, the
resultant TFR will remain the same if instead of $s_{\nu\nu}(t)$ (2.20) one considers $s^\pm_{\nu\nu}(t) = [e^{i\nu t} + e^{i(\nu + \Delta \nu)t}e^{i\Delta \phi}]/2$. The latter has the Fourier transform $\hat{s}^\pm_{\nu\nu}(\xi) = [\delta(\xi - \nu) + \delta(\xi - \nu - \Delta \nu)e^{i\Delta \phi}]/2$, which is fully analogous to $s_{\tau\tau}(t)$. Nevertheless, it turns out that in all the following considerations nothing changes if one restricts $s_{\tau\tau}(t)$ to be real, which is satisfied for $\Delta \phi = 0, \pi$ in (2.21). For example, in Sect. 2.3.4 below, averaging over these two values ($\Delta \phi = 0, \pi$) in the corresponding reconstruction errors will give the same result as averaging over the full range $\Delta \phi \in [0, 2\pi]$.

It seems reasonable to define the time (frequency) resolution $\gamma_t$ ($\gamma_\omega$) of the transform as the reciprocal of the minimum time (frequency) difference $\Delta \tau$ ($\Delta \nu$) in $s_{\tau\tau}(t)$ ($s_{\nu\nu}(t)$) for which two delta-peaks (tones) can still be reliably resolved in the TFR:

$$
\gamma_t(\nu, \tau) = 1/\Delta \tau_{\text{min}}(\nu, \tau), \quad \gamma_\omega(\nu, \tau) = 1/\Delta \nu_{\text{min}}(\nu, \tau).
$$

(2.22)

However, the meaning of “reliably resolved” still remains imprecise, and will be dealt with later. Note, that the definitions (2.22) represent the most general case, where the resolutions and minimal differences are “localized”, i.e. allowed to depend on both time and frequency. This is not only useful for the WT, which is characterized by frequency-dependent resolution properties, but also allows one to consider more complicated cases, e.g. the WFT with a time-dependent resolution parameter $f_0 \rightarrow f_0(t)$.

The joint time-frequency resolution $\gamma_{\omega t}$ is most often defined as the reciprocal of the area of the minimal resolvable square $[\nu, \nu + \Delta \nu_{\text{min}}(\nu, \tau)] \times [\tau, \tau + \Delta \tau_{\text{min}}(\nu, \tau)]$, being equal to the product of the time and frequency resolutions. However, within such a square $\gamma_t(\nu, \tau)$ and $\gamma_\omega(\nu, \tau)$ can vary considerably, so that these variations should be taken into account to make $\gamma_{\omega t}$ more meaningful. The latter can therefore be defined as

$$
\gamma_{\omega t}(\nu, \tau) = \left[\frac{\int_{\nu}^{\nu + \Delta \nu_{\text{min}}(\nu, \tau)} \Delta \tau_{\text{min}}(\omega, \tau) d\omega \int_{\tau}^{\tau + \Delta \tau_{\text{min}}(\nu, \tau)} \Delta \nu_{\text{min}}(\nu, t) dt}{\Delta \tau_{\text{min}}(\nu, \tau) \Delta \nu_{\text{min}}(\nu, \tau)}\right]^{-1}.
$$

(2.23)

Note that, if neither $\Delta \nu_{\text{min}}$ nor $\Delta \tau_{\text{min}}$ depends on time or frequency, then one has the traditional $\gamma_{\omega t} = \gamma_\omega \gamma_t$.

The definitions (2.22) and (2.23) remain valid for any signal representation, not only the WFT and WT. For example, the time domain representation $s(t)$ has infinite time resolution, since, theoretically, two delta-peaks can be resolved for any $\Delta \tau$ in $s_{\tau\tau}(t)$, but zero frequency resolution, as both tones in $s_{\nu\nu}(t)$ have nonzero entries at almost all times, and thus cannot in principle be resolved, no matter how large $\Delta \nu$ is. On the other hand, the frequency domain representation (Fourier transform) $\hat{s}(\xi)$ has infinite frequency resolution, since (in theory) two tones can be perfectly resolved in $\hat{s}_{\nu\nu}(\xi)$ for however small frequency difference $\Delta \nu$; but, at the same time, it has zero time resolution, because the two delta-peaks are spread over all frequencies in $\hat{s}_{\tau\tau}(\xi)$.

TFRs, on the other hand, represent a “mix” of the time domain and frequency domain representations. As a result, both time and frequency resolutions are finite.
for them. This can clearly be seen from the WFT and WT for the two-peak and two-tone signals (2.21), (2.20). Thus, since the window/wavelet function has non-zero supports in both time and frequency, delta-peaks in $s_{\tau\nu}(t)$ (tones in $s_{\nu\omega}(t)$) will interfere in the WFT/WT for small enough $\Delta \tau (\Delta \nu)$, making their accurate separation and reconstruction impossible (e.g. see the components 1, 2 in Fig. 2.2a).

From (2.20) and (2.21) one can see that the interference between two tones or between two delta-peaks in the WFT does not depend on $\nu$ or $\tau$. Therefore, for any meaningful definition of $\Delta \tau_{\min}$ and $\Delta \nu_{\min}$, they also should not depend on time or frequency. Furthermore, it is also clear that rescaling of the WFT window function $g(t) \rightarrow g(t/r) \Leftrightarrow \hat{g}(\xi) \rightarrow \hat{g}(r\xi)$ changes its resolution properties as $[\Delta \tau_{\min}, \Delta \nu_{\min}] \rightarrow [r \Delta \tau_{\min}, \Delta \nu_{\min}/r]$. This reflects the repeatedly-mentioned trade-off between time and frequency resolutions, being a manifestation of the time-frequency uncertainty principle, which excludes the possibility of simultaneous sharp localization in time and frequency $[30, 37]$. Thus, without changing the form of the window function, there is only the possibility of rescaling both resolutions, increasing one and decreasing the other, but not treating them separately. Their product, which in the case of the WFT is equal to the joint time-frequency resolution $\gamma_{\omega t}$ (2.23), remains fixed under such rescaling, thus representing an important characteristic of the window function: the higher it is, the better the trade-off that is possible.

Using the same arguments as for the WFT, from (2.21) and (2.20) it follows that for the WT both $\Delta \tau_{\min}$ and $\Delta \nu_{\min}$ depend on frequency, but not time, so that $\gamma_{\tau} = \gamma_{\tau}(\nu), \gamma_{\omega} = \gamma_{\omega}(\nu)$. Next, one also has $\Delta \tau_{\min}(r\nu) = \Delta \tau_{\min}(\nu)/r$ and $\Delta \nu_{\min}(r\nu) = r \Delta \nu_{\min}(\nu)$, so that the time resolution of the WT increases with frequency, while the frequency resolution decreases. Nevertheless, as will be seen, the time-frequency resolution (2.23) does not depend on $\nu$ or $\tau$, being fixed for the specified wavelet parameters.

As mentioned above (see Remark 2.2.3), the direct rescaling $\{\psi(t), \hat{\psi}(\xi)\} \rightarrow \{\psi(t/r), \hat{\psi}(r\xi)\}$ does not change anything for the WT, and to tune the resolutions at a particular frequency one needs to change the wavelet peak frequency $\omega_{\psi} \rightarrow r \omega_{\psi}$ while preserving the spreads and the forms of $\{\psi(t), \hat{\psi}(\xi)\}$ (or vice versa). If such a procedure was possible, it would lead to the same trade-off rule as for the WFT, i.e. $\gamma_{\tau}(\nu) \rightarrow \gamma_{\tau}(\nu)/r, \gamma_{\omega}(\nu) \rightarrow r \gamma_{\omega}(\nu)$, with $\gamma_{\omega t}$ remaining fixed. However, given restrictions such as the admissibility condition (2.15), changing the wavelet peak frequency will inevitably affect its form and/or its spread (on the linear scale). Thus, e.g. for the Morlet wavelet (2.18) a change of $\omega_{\psi}$ (by varying $f_0$) will be accompanied by a simultaneous change of its form because of the admissibility term; for the lognormal wavelet $\omega_{\psi}$ is fixed, while changing $f_0$ will change wavelet spread in frequency on the logarithmic scale, but on the linear scale $\hat{\psi}(\xi)$ will become more asymmetric, affecting the time domain form $\psi(t)$. Because of these issues, there does not seem to be a way of changing the resolution properties of the WT without altering its time-frequency resolution, in contrast to the WFT. Furthermore, $\gamma_{\omega t}$ (whichever way defined) progressively worsens with an increase of the wavelet time resolution (decrease of $f_0$), and it seems in principle impossible to reach a very sharp time-localization in the WT (see Sect. 7.2).
2.3.2 Classical Definitions and Their Flaws

Although $\Delta \tau_{\min}$ and $\Delta \nu_{\min}$ in (2.22) were defined respectively as the minimum time and frequency difference which can reliably be resolved in the TFR, the meaning of “reliably resolved” remains mathematically unclear. Based on how it is defined, one can characterize the resolution properties of the TFR in different ways.

The traditional approach [30, 37] implicitly assumes two delta-peaks (tones) to be well-resolved if the time (frequency) distance between them exceeds some number of standard deviations of the squared window/wavelet function in the time (frequency) domain. Within this framework, for the WFT one has

$$\Delta \nu_{\min}^{(cl)} = k_1 \Delta \omega, \quad \Delta \tau_{\min}^{(cl)} = k_2 \Delta \tau,$$

$$\Delta_{\omega}^2 = E_g^{-1} \frac{1}{2\pi} \int (\omega - \omega_c)^2 |\hat{g}(\omega)|^2 d\omega, \quad \omega_c \equiv E_g^{-1} \frac{1}{2\pi} \int \omega |\hat{g}(\omega)|^2 d\omega,$$  \hspace{1cm} (2.24)

$$\Delta_{\tau}^2 = E_g^{-1} \int (t - t_c)^2 |g(t)|^2 dt, \quad t_c \equiv E_g^{-1} \int t |g(t)|^2 dt,$$

$$E_g \equiv \frac{1}{2\pi} \int |\hat{g}(\xi)|^2 d\xi = \int |g(t)|^2 dt \quad \text{(by Parseval’s identity)},$$

where $k_{1,2}$ are implicitly assumed to be the same for all window functions. Obviously, such a definition is far from universal, since for different windows different number of standard deviations are needed to resolve the two tones/delta-peaks. As an illustrative example, the window with asymptotics $|\hat{g}(\xi \to \pm \infty)| \sim |\xi|^{-1.25}$ has infinite variance of $|\hat{g}(\xi)|^2$, but can still be used and allows for an accurate resolution and reconstruction of the two tones for high enough frequency difference between them.

For the WT, the classic variance-based framework takes the form

$$\Delta \nu_{\min}^{(cl)} (\nu) = k_1 \frac{\nu}{\omega} \Delta \omega, \quad \Delta \tau_{\min}^{(cl)} (\nu) = k_2 \frac{\omega}{\nu} \Delta \tau,$$

$$\Delta_{\omega}^2 = E_{\psi}^{-1} \frac{1}{2\pi} \int (\omega - \omega_c)^2 |\hat{\psi}(\omega)|^2 d\omega, \quad \omega_c \equiv E_{\psi}^{-1} \frac{1}{2\pi} \int \omega |\hat{\psi}(\omega)|^2 d\omega,$$  \hspace{1cm} (2.25)

$$\Delta_{\tau}^2 = E_{\psi}^{-1} \int (t - t_c)^2 |\psi(t)|^2 dt, \quad t_c \equiv E_{\psi}^{-1} \int t |\psi(t)|^2 dt,$$

$$E_{\psi} \equiv \frac{1}{2\pi} \int |\hat{\psi}(\xi)|^2 d\xi = \int |\psi(t)|^2 dt \quad \text{(by Parseval’s identity)},$$

where $k_{1,2}$ are again implicitly assumed to be the same for all wavelet functions. This approach has the same drawbacks as (2.24) for the WFT. However, in the case of the WT it is actually not appropriate at all, at least in terms of the frequency resolution. Thus, as can be seen from (2.16), the tones are represented in the WT as terms $\sim \hat{\psi}(\omega \nu / \omega)$, so that the decay of their contribution as $\omega \to \infty$, determined by the behavior of $\hat{\psi}(\xi)$ as $\xi \to 0$, will obviously have a big effect on the frequency resolution. At the same time, the usual variance $\Delta_{\omega}^2 (2.25)$ takes no account of
this fact, e.g. being invariant under \( \hat{\psi}(\xi) \to \hat{\psi}(\xi + \omega_\psi) \), that makes the wavelet inadmissible (in which case tones that are infinitely distant in frequency still interfere, so that the frequency resolution becomes effectively zero). Therefore, for wavelets, it seems more appropriate to study at least the variance of \( |\hat{\psi}(\omega_\psi/\xi)|^2 \), but by no means that of \( |\hat{\psi}(\xi)|^2 \).

For both WFT and WT, the classic time-frequency resolution measure is taken as
\[
\gamma_{\omega t}^{(cl)} = [\Delta_\omega, \Delta_t]^{-1},
\]
with \( \Delta_\omega, \Delta_t \) being given by (2.24) for the WFT and by (2.25) for the WT (note also the difference between \( \gamma_{\omega t}^{(cl)} \) and (2.23) for the latter). It can be shown [1, 30, 37], that this measure attains its maximum for the Gaussian window (2.12) and (up to the effect of the admissibility term \( \sim e^{-(2\pi f_0)^2/2} \)) for the Morlet wavelet (2.18). However, as follows from the discussion above, only in the case of the WFT does the classic \( \gamma_{\omega t}^{(cl)} \) make some sense, though even in this case it remains highly non-universal.

### 2.3.3 Notion of the Window/Wavelet \( \epsilon \)-Support

Before proceeding to a reconsideration of the classic definitions, it is useful to introduce the notions of the window/wavelet \( \epsilon \)-supports in frequency \( [\xi_1(\epsilon), \xi_2(\epsilon)] \) and time \( [\tau_1(\epsilon), \tau_2(\epsilon)] \), which will be used frequently in what follows. These \( \epsilon \)-supports are defined as the widest intervals containing the \((1 - \epsilon)\) part of the total integrals of the window/wavelet function which appear in \( C_{g,\psi} \) and \( \tilde{C}_{g,\psi} \) (2.11), (2.17). As will be seen below, they are directly related to the accuracy with which the components can be recovered from the WFT/WT, and thus can be used effectively for quantifying it.

Considering first the WFT, for an arbitrary window function, including functions that are not always positive and can be oscillating or complex, the corresponding definitions are

\[
\begin{align*}
R_g(\omega) &\equiv \int_{-\infty}^{\omega} \hat{g}(\xi) d\xi \int \hat{g}(\xi) d\xi = C_g^{-1} \frac{1}{2} \int_{-\infty}^{\omega} \hat{g}(\xi) d\xi, \\
\xi_{1,2}(\epsilon) &\equiv |R_g(\xi \leq \xi_1)| \leq \epsilon/2, \quad |1 - R_g(\xi \geq \xi_2)| \leq \epsilon/2, \\
P_g(\tau) &\equiv \int_{-\infty}^{\tau} g(t) dt \int g(t) dt = \tilde{C}_g^{-1} \int_{-\infty}^{\tau} g(t) dt, \\
\tau_{1,2}(\epsilon) &\equiv |P_g(\tau \leq \tau_1)| \leq \epsilon/2, \quad |1 - P_g(\tau \geq \tau_2)| \leq \epsilon/2.
\end{align*}
\]

Evidently, \( |R_g(\omega)| \) and \(|1 - R_g(\omega)| \) quantify the relative parts of \( \hat{g}(\xi) \) that are contained in the ranges \( \xi < \omega \) and \( \xi > \omega \), respectively, while the values \( \xi_{1,2}(\epsilon) \) specify the limits within which the \((1 - \epsilon)\) part of the window FT resides. In the same manner, \(|P_g(\tau)|\) and \(|1 - P_g(\tau)|\) reflect the relative parts of \( g(t) \) contained in the ranges \( t < \tau \) and \( t > \tau \), respectively, while \([\tau_1(\epsilon), \tau_2(\epsilon)]\) represents the region encompassing its \((1 - \epsilon)\) part. The inequalities in the definitions of \( \xi_{1,2}(\epsilon) \) \((\tau_{1,2}(\epsilon)) \) are needed
only if \( \hat{g}(\xi) \) \((g(t))\) is not strictly positive, or complex, to ensure that the integral of the latter over any frequency (time) region containing the \( \epsilon \)-support \([\xi_1(\epsilon), \xi_2(\epsilon)] \) \([(\tau_1(\epsilon), \tau_2(\epsilon))]\) will always approximate the corresponding full integral with relative error not higher than \( \epsilon \).

Considering the single tone \( s(t) = \cos \nu t \Rightarrow G_s(\omega, t) = \hat{g}(\omega - \nu)e^{i\omega t}/2 \), it is clear that its WFT at frequencies \( \omega < \xi \) \((\omega > \xi)\) will contain the \( |R_g(\xi - \nu)| \) \((|1 - R_g(\xi - \nu)|)\) part of the signal. Furthermore, its \((1 - \epsilon)\) part will be contained in the frequency range \([\nu + \xi_1(\epsilon), \nu + \xi_2(\epsilon)]\), so that e.g. for real \( \hat{g}(\xi) \) the corresponding signal reconstructed by (2.11) from the WFT in this range will be \((1 - \epsilon)\) \(\cos \nu t\).

Likewise, for the delta-peak \( s(t) = \delta(t - \tau) \Rightarrow G_s(\omega, t) \cong g(t - \tau)e^{i\omega(t - \tau)} \) the WFT at times \( t < t_0 \) \((t > t_0)\) will contain the \( \cong |1 - P_g(\omega - t_0)| \) \(\cong |P_g(\omega - t_0)|\) part of the signal, while its \((1 - \epsilon)\) part will be contained in the time interval \( [\tau - \tau_2(\epsilon), \tau - \tau_1(\epsilon)] \). Thus, e.g. for the real \( g(t) \) the delta-peak’s FT reconstructed by (2.11) from this interval will be \( \hat{s}(\xi) \cong (1 - \epsilon)e^{-i\xi\tau} \).

Similarly to the case of the WFT, the \( \epsilon \)-supports for the WT are defined based on (2.17) as

\[
R_\psi(\omega) = \frac{\int_0^\omega \hat{\psi}^*(\xi) d\xi}{\int_0^{\infty} \hat{\psi}^*(\xi) d\xi} = C_\psi^{-1} \frac{1}{2} \int_0^\omega \hat{\psi}^*(\xi) d\xi, \\
\xi_{1,2}(\epsilon) : |R_\psi(\xi \leq \xi_1)| \leq \epsilon/2, \quad |1 - R_\psi(\xi \geq \xi_2)| \leq \epsilon/2, \quad (2.27) \\
P_\psi(\tau) = \frac{\int_{-\infty}^\tau \hat{\psi}^*(t)e^{i\omega_{\psi}t} dt}{\int_{-\infty}^{\infty} \hat{\psi}^*(t)e^{i\omega_{\psi}t} dt} = C_\psi^{-1} \int_{-\infty}^{\tau} \hat{\psi}^*(t)e^{i\omega_{\psi}t} dt, \\
\tau_{1,2}(\epsilon) : |P_\psi(\tau \leq \tau_1)| \leq \epsilon/2, \quad |1 - P_\psi(\tau \geq \tau_2)| \leq \epsilon/2.
\]

Like \( |P_g(\tau)| \) in (2.27), \( |P_\psi(\tau)| \) \((|1 - P_\psi(\tau)|)\) quantifies the relative part of \( \psi(t)e^{-i\omega_{\psi}t} \) contained at \( t < \tau \) \((t > \tau)\), with \([\tau_1(\epsilon), \tau_2(\epsilon)]\) specifying the interval encompassing its \((1 - \epsilon)\) part. In the same manner, \(|R_\psi(\omega)|\) and \(\xi_{1,2}(\epsilon)\) are related to the relative part of \( \hat{\psi}(\xi) \), taken on a logarithmic scale.

However, due to the scaling nature of the WT, the relationships of (2.27) to real quantities differ slightly from the case of the WFT. Thus, for the single tone \( s(t) = \cos(\nu t) \Rightarrow W_\delta(\omega, t) = \hat{\psi}^*(\omega_{\psi}/\nu)e^{i\omega_{\psi}t}/2 \) the WT at frequencies \( \omega < \xi \) \((\omega > \xi)\) will contain the \(|1 - R_\psi(\omega_{\psi}/\nu)/\xi_1)| (|R_\psi(\omega_{\psi}/\nu)/\xi_2)|\) part of the signal, while its \((1 - \epsilon)\) part will lie in the band \([\omega_{\psi}/\xi_1(\epsilon), \omega_{\psi}/\xi_2(\epsilon)]\).

For the delta-function \( s(t) = \delta(t - \tau) \Rightarrow W_\delta(\omega, t) \cong \frac{\omega}{\omega_{\psi}} \hat{\psi}^*(\frac{\omega(\tau - t_0)}{\omega_{\psi}}) \) the WT spread in time will vary for different \( \omega \). At each frequency the part of the delta-function’s total FT contained in the WT at \( t < t_0 \) \((t > t_0)\) will be \( \cong |1 - P_\psi(\omega(\tau - t_0)/\omega_{\psi})| \) \(\cong |P_\psi(\omega(\tau - t_0)/\omega_{\psi})|\), while its \((1 - \epsilon)\) part will reside in the interval \( \cong [\tau - \omega_{\psi}\tau_2(\epsilon)/\omega, \tau - \omega_{\psi}\tau_1(\epsilon)/\omega] \).

The quantities (2.26), (2.27) are very convenient and will be used extensively below, not only in the present section. For simplicity, \(\tau_{1,2}(\epsilon)\) and \(\xi_{1,2}(\epsilon)\) denote the respective \( \epsilon \)-supports both for the window function in the WFT and for the wavelet...
2.3 Time-, Frequency- and Time-Frequency Resolution

function in the WT. The meaning will always be clear from the context. Note that the full supports of the window/wavelet in time \((g(t), \psi(t))\) and frequency \((\hat{g}(\xi), \hat{\psi}(\xi))\), whether finite or not, are \([\tau_1(0), \tau_2(0)]\) and \([\xi_1(0), \xi_2(0)]\), respectively.

2.3.4 Reconsidered Definitions

A more universal and appropriate approach (than the traditional variance-based one) is to regard two components as being reliably resolved if they can each be accurately identified and reconstructed from the signal’s TFR (i.e. can be recovered with a relative error not exceeding some threshold). Consider the WFT of the two-tone signal (2.20), from which one wants to find the individual analytic signals \(x^a_{\nu \varphi_1,1}(t) = e^{i\nu t}, \hat{x}^a_{\nu \varphi_2,2}(t) = e^{i(\nu+\Delta \nu)t} e^{i\Delta \varphi}\) for each of the two tones. At any time \(t\), this can be done by first dividing the frequency range at some \(\omega = \omega_\nu(t)\) into two parts, each responsible for a separate tone, and then integrating the WFT over the corresponding frequency ranges in the same way as in (2.11). This will give the reconstructed analytic signals \(\hat{x}^a_{\nu \varphi,1,2}(t)\) which, using (2.20) and (2.26), can be represented as

\[
\hat{x}^a_{\nu \varphi_1,1}(t) = \int_{-\infty}^{\omega_\nu(t)} G_\nu(\omega, t) d\omega
\]

\[
= \frac{C_g^{-1}}{2} e^{i\nu t} \left[ \int_{-\infty}^{\omega_\nu(t)} \hat{g}(\omega - \nu) d\omega + e^{i(\Delta \nu t + \Delta \varphi)} \int_{-\infty}^{\omega_\nu(t)} \hat{g}(\omega - \nu - \Delta \nu) d\omega \right]
\]

\[
= e^{i\nu t} \left[ (1 - R_g(\nu - \omega_\nu(t))) + R_g(\omega_\nu(t) - \nu - \Delta \nu) e^{i(\Delta \nu t + \Delta \varphi)} \right],
\]

\[
\hat{x}^a_{\nu \varphi_2,2}(t) = \int_{\omega_\nu(t)}^{\infty} G_\nu(\omega, t) d\omega
\]

\[
= \frac{C_g^{-1}}{2} e^{i\nu t} \left[ \int_{\omega_\nu(t)}^{\infty} \hat{g}(\omega - \nu) d\omega + e^{i(\Delta \nu t + \Delta \varphi)} \int_{\omega_\nu(t)}^{\infty} \hat{g}(\omega - \nu - \Delta \nu) d\omega \right]
\]

\[
= e^{i\nu t} \left[ R_g(\nu - \omega_\nu(t)) + (1 - R_g(\omega_\nu(t) - \nu - \Delta \nu)) e^{i(\Delta \nu t + \Delta \varphi)} \right].
\]

(2.28)

where \(R_g(x) = 1 - R_g(-x)\) is defined in (2.26).

Obviously, the reconstruction errors \(x^a_{\nu \varphi_2,1,2}(t) - \hat{x}^a_{\nu \varphi_2,1,2}(t)\) generally depend on the phase-shift \(\Delta \varphi\). Therefore, in the corresponding expressions one should take the average over \(\Delta \varphi\), which will be denoted as \(\langle \ldots \rangle_{\Delta \varphi}\). The relative errors of each tone’s reconstruction \(\varepsilon^2_{\nu \varphi,1,2}(\nu, t, \Delta \nu)\) then become

\[
\varepsilon^2_{\nu \varphi,1,2}(\nu, t, \Delta \nu) = \frac{\langle |x^a_{\nu \varphi_1,1,2}(t) - \hat{x}^a_{\nu \varphi_2,1,2}(t)|^2 \rangle_{\Delta \varphi}}{\langle |x^a_{\nu \varphi_1,1,2}(t)|^2 \rangle_{\Delta \varphi}}\Delta \varphi
\]

\[
= |R_g(\nu - \omega_\nu(t))|^2 + |R_g(\omega_\nu(t) - \nu - \Delta \nu)|^2.
\]

(2.29)
Note that, in the present case, averaging over $\Delta \varphi$ and time-averaging will give the same results; however, in general the TFR resolution properties can depend on time, and taking the mean over phase-shifts allows one to localize these errors at each $t$.

The minimum resolvable frequency difference $\Delta \nu_{\text{min}}(\nu, t)$ can be defined as the minimum $\Delta \nu$ in (2.29) for which the total error $\varepsilon_{\nu \nu}(\nu, t, \Delta \nu)$ is still smaller than some accuracy threshold $\varepsilon_r$:

$$\Delta \nu \geq \Delta \nu_{\text{min}}(\nu, t) : \varepsilon_{\nu \nu}(\nu, t, \Delta \nu) \equiv \left[ \varepsilon_{\nu \nu;1}^2(\nu, t, \Delta \nu) + \varepsilon_{\nu \nu;2}^2(\nu, t, \Delta \nu) \right]^{1/2} \leq \varepsilon_r. \quad (2.30)$$

It can be expressed through the $\varepsilon_r$-support of the window in frequency (2.26). Thus, consider the WFT with real, positive and symmetric $\hat{g}(\omega)$, e.g. a Gaussian (2.12). Then it follows from (2.20) that the minimum WFT amplitude between the peaks corresponding to two tones will always appear at $\omega = \nu + \Delta \nu/2$ (unless these two peaks are merged into a single one at some times, which might happen if $\Delta \nu$ is too small). Therefore, in practice the respective frequency regions of the tones will be separated exactly at their average frequency (see Sect. 3.2.2 below), so that one should use $\omega_\chi(t) = \nu + \Delta \nu/2$ when estimating the errors (2.29); it can also be shown that, in the present case, these errors are minimized by such a choice of $\omega_\chi(t)$. The overall reconstruction error is then

$$\varepsilon_{\nu \nu}(\Delta \nu) = \left[ 2 |R_g(-\Delta \nu/2)|^2 + 2 |R_g(-\Delta \nu/2)|^2 \right]^{1/2} = 2 |R_g(-\Delta \nu/2)|, \quad (2.31)$$

and, taking into account that $\xi_1(\epsilon) = -\xi_2(\epsilon)$ due to the assumed window symmetry, it follows from (2.30) and (2.26) that the frequency difference for which two tones are recovered with inaccuracy $\epsilon$ is exactly equal to the $\epsilon$-support of $\hat{g}(\xi)$.

For other window forms (e.g. asymmetric $\hat{g}(\xi)$) the situation becomes more complicated, but one can still expect to get an overall error of around $\epsilon$ when $\Delta \nu = \xi_2(\epsilon) - \xi_1(\epsilon)$. Note that the above considerations hold for reasonably small $\epsilon$, so that $\Delta \nu$ is high enough and there are always two distinct peaks in the WFT amplitude; otherwise, if the peaks are merged at certain times, the actual reconstruction errors will be larger than (2.29).

The case of two delta-peaks (2.21) is closely similar to that of two tones, so the same considerations apply, with just $\xi_{1,2}(\epsilon) \rightarrow \tau_{1,2}(\epsilon)$. Hence, setting $\varepsilon_r$ as the maximum allowable reconstruction error for which two tones/delta-peaks can still be regarded as resolved, the minimum resolvable time-delay $\Delta \tau_{\text{min}}$ and frequency difference $\Delta \nu_{\text{min}}$, and the other resolution parameters based on them, for the WFT take the forms

$$\Delta \nu_{\text{min}} = \xi_2(\epsilon_r) - \xi_1(\epsilon_r), \quad \Delta \tau_{\text{min}} \approx \tau_2(\epsilon_r) - \tau_1(\epsilon_r),$$

$$\gamma_\omega \equiv \Delta \nu_{\text{min}}^{-1}, \quad \gamma_t \equiv \Delta \tau_{\text{min}}^{-1}, \quad \gamma_{\omega t} \equiv \gamma_\omega \gamma_t = [\Delta \nu_{\text{min}} \Delta \tau_{\text{min}}]^{-1}, \quad (2.32)$$

where $\tau_{1,2}(\epsilon)$ and $\xi_{1,2}(\epsilon)$ are defined in (2.26). Generally, accurate reconstruction might reasonably be assumed as being at 95% precision, so one can set $\varepsilon_r = 0.05$ in (2.32). The resolution characteristics of different windows are listed in Sect. 7.2.
The same approach straightforwardly extends to the WT case, where one applies similar considerations in terms of (2.27). Thus, it can be shown that two tones with frequency ratio $\nu + \Delta\nu = 1 + \nu/\nu = \xi_2(t) / \xi_1(t)$ are reconstructed from the WT with an overall relative error of around $\epsilon$. This estimate is exact if $\hat{\psi}(\xi)$ is real, positive and symmetric on a logarithmic scale (such as the lognormal wavelet (2.19)), in which case the tones will always be separated at $\omega_x(t) = \exp[\log \nu + \log(\nu + \Delta \nu)] = \sqrt{\nu(\nu + \Delta \nu)}$. For the resolution of two delta-peaks, it follows from (2.21) that one should consider the $\epsilon$-supports corresponding to $\psi^*(\omega t / \omega\psi)$, so that the related error will be different at each frequency $\omega$, characterized by $\epsilon$ calculated from $\omega\Delta\tau / \omega\psi = \tau_2(\epsilon) - \tau_1(\epsilon)$. Hence, the resolution parameters (2.22), (2.23) for the WT are

$$\Delta\nu_{\min}(\nu) = \nu \left( \frac{\xi_2(\epsilon_r)}{\xi_1(\epsilon_r)} - 1 \right), \quad \Delta\tau_{\min}(\nu) \approx \frac{\omega\psi}{\nu} \left( \tau_2(\epsilon_r) - \tau_1(\epsilon_r) \right),$$

$$\gamma_{\omega}(\nu) \equiv \left[ \Delta\nu_{\min}(\nu) \right]^{-1}, \quad \gamma_{\tau}(\nu) = \left[ \Delta\tau_{\min}(\nu) \right]^{-1},$$

$$\gamma_{\omega t} \approx \left[ \omega\psi \left( \tau_2(\epsilon_r) - \tau_1(\epsilon_r) \right) \log \left( \frac{\xi_2(\epsilon_r)}{\xi_1(\epsilon_r)} \right) \right]^{-1}, \quad (2.33)$$

where $\tau_1,2(\epsilon)$ and $\xi_1,2(\epsilon)$ are defined in (2.27), and $\epsilon_r$ denotes the maximum allowable reconstruction error, which can be set to $\epsilon_r = 0.05$, similarly to that in (2.32). The resolution characteristics of different wavelets are listed in Sect. 7.2.

Summarizing, in contrast to the classic resolution measures (2.24), (2.25), the quantities in (2.32), (2.33) are very universal and have clear physical meaning, being related directly to the accuracy with which two time or frequency events can be recovered from the resultant TFR. In the context of the present work, where the main topic is the TFR-based decomposition of the signal (see Chaps. 3 and 4), such an approach seems to be the most relevant.

2.4 Practical Issues

In theory, one has infinite time and frequency scales, and both of these variables are continuous. In practice, however, everything is finite and discrete, which has specific consequences in terms of the resultant TFRs. In this section, the issues that arise while dealing with real signals are reviewed and studied.

2.4.1 Signal Preprocessing

To obtain a reliable TFR, an initial preprocessing of the signal should be performed. It consists of eliminating trends, followed by bandpass filtering in the frequency band of interest (for which the TFR is to be calculated). These two steps are considered below, with their effects being illustrated in Fig. 2.3.
2.4.1.1 Removing the Trends

If the signal contains a trend-like term (i.e. a term of the form $Kt$ or more generally $Kt^n$), it can seriously corrupt the resultant TFR and complicate its interpretation. This is because trends make non-negligible contributions to the signal’s spectral power in a wide frequency band. Thus, the FT of a trend existing for time $T$ will be $\int_0^T Ke^{-i\xi t} dt = \frac{KT}{\xi}e^{-i\xi T} + \frac{K}{\xi^2}(e^{-i\xi T} - 1)$, which is proportional to the overall time of the trend and decays slowly with $\xi$. In general, any order contributions $Kt^n$, $n \in \mathbb{N}$ will have FT $\sim iT^n e^{-i\xi T}/\xi$ in the first order over $\xi^{-1}$. Therefore, it is clear from the frequency domain form of (2.8) and (2.13) that trends might seriously affect the representation of the other components in the TFR, as illustrated in Fig. 2.3d, g.

To avoid this, one should remove trends before doing any time-frequency analysis. To do so, one can subtract a simple linear fit of the data, which will eliminate the $\sim\xi^{-1}$ spectral contribution of any term $\sim t^n$, $n \geq 1$, changing it to $\sim\xi^{-2}$ for $n > 1$. It might be better, however, to subtract a third order polynomial fit, which will in addition fully remove the trends $\sim t^2$, $t^3$ and reduce the spectral power of the higher order terms to $\sim\xi^{-4}$; it will also eliminate to a large extent the step-increases in mean value that are sometimes present in real data. This approach is very simple.
and introduces minimal undesirable distortions to the signal’s spectrum, as can be seen by comparing (d, g) and (e, h) in Fig. 2.3. Third order is suggested because such a polynomial has at most 3 zero crossings and thus cannot model more than one oscillation during the whole time-series; and since oscillations having less than one cycle over the signal time length cannot in principle be reliably studied in the TFR (see Sect. 2.4.4 below), one does not lose anything by filtering them out.

Remark 2.4.1 Sometimes detrending is performed by subtracting a moving average from the signal, which additionally filters out the low-frequency spectral content. However, due both to the properties of such a filter and its associated boundary effects, this procedure usually introduces more unwanted spectral distortions than subtraction of a simple polynomial fit followed by bandpass filtering (see below). In general, however, there exist many different approaches for trend removal [11], with the preferred choice being application dependent.

2.4.1.2 Bandpass Filtering

Using time-frequency analysis for a given signal, one is usually interested only in a particular frequency range (e.g. containing a chosen AM/FM component). At the same time, due to the peak broadening resulting from the TFR’s finite frequency resolution, the frequency content of the signal outside the given range can significantly influence the TFR inside that range. This effect can be especially prominent when the spread of the window/wavelet function in the frequency domain is large. Therefore, one should always filter the signal in the frequency range of interest \([\omega_{\text{min}}, \omega_{\text{max}}]\) before or during the application of the TFR, i.e. set \(\hat{s}(\xi < \omega_{\text{min}}) = \hat{s}(\xi > \omega_{\text{max}}) = 0\) in (2.8) and (2.13) (or use some other filter to remove spectral content lying outside the considered frequency range).

This issue is illustrated in Fig. 2.3e, h, where the WFT of the tone in a frequency range of interest (indicated by gray vertical lines) is seriously corrupted by the other two tones that lie near in frequency. As seen from Fig. 2.3f, i, filtration of the signal only within the band considered solves this problem, allowing for an accurate representation of the corresponding component. Note that, performed alone, band-pass filtering does not fully remove the influence of a trend in the frequency range under consideration. That is why trends should be removed first, as described in the previous subsection.

Remark 2.4.2 It should be noted, that even if the instantaneous frequency of the AM/FM component lies within the considered frequency range \([\omega_{\text{min}}, \omega_{\text{max}}]\), some of the related tones responsible for its amplitude/frequency modulation (see Eq. 2.6 and its discussion) might lie outside this range. In this case they will be filtered out, which will spoil the representation of the corresponding component to some extent. However, the probability that the related spectral content lies outside the considered band is not higher than the probability that there exists some unrelated components which, if unfiltered, might affect the components of interest to the same or a greater
extent. Additionally, real signals are usually corrupted by noise, which can be viewed as many undesirable tones. Therefore, despite the possible drawbacks, it is generally preferable to filter than not to do so. Note also that there are many other filters [39, 53] that can be used instead of a simple bandpass filtering.

### 2.4.2 Frequency Discretization

In theory one has a continuous frequency variable $\omega$, for which TFRs are calculated. In practice, however, the frequency axis is discretized, being partitioned into bins centered at the chosen discrete values $\omega = \omega_k$, and the WFT/WT is calculated only for these frequencies. As discussed previously (see Sect. 2.2), the WFT and WT have linear and logarithmic frequency resolutions, so that the discretization should also be performed on linear and logarithmic scales, respectively. It is convenient to take

$$\omega_k = (k - k_0) \Delta \omega$$

(frequency bins $[(k - k_0 - 1/2) \Delta \omega, (k - k_0 + 1/2) \Delta \omega]$) for the WFT and

$$\omega_k / 2\pi = 2(k - k_0)/n_v$$

(frequency bins $2\pi [2(k - k_0 - 1/2)/n_v, 2(k - k_0 + 1/2)/n_v]$) for the WT. The question is then what effects the choices of $\Delta \omega$ and $n_v$ have on the resultant TFRs, and how to select these parameters appropriately.

Theoretically, the frequency resolution of the TFR is determined only by the window/wavelet properties (see Sect. 2.3). However, due to frequency discretization there also appears numerical frequency resolution, determined by the widths of the frequency bins, i.e. the choice of $\Delta \omega$ for the WFT or the number-of-voices $n_v$ for the WT. It imposes an upper bound on the effective frequency resolution of the transform, which is equal to the minimum among the theoretical and numerical resolutions. Thus, if $\Delta \omega$ or $1/n_v$ is chosen to be too large, a few peaks in the TFR amplitude might be merged into one frequency bin, leading to an inability to distinguish between them and lowering the effective frequency resolution, as illustrated in Fig. 2.4. On the other hand, if $\Delta \omega$ or $1/n_v$ is selected to be too small, it cannot improve the frequency resolution beyond the theoretical maximum, but it will increase the computational cost due to requiring the calculation of the TFR at more frequencies. Therefore, $\Delta \omega$ and $n_v$ should be selected so as to retain the original, theoretical frequency resolution, predicted from the chosen window/wavelet parameters. This maximizes the effective resolution and occurs when the numerical frequency resolution is the same as or better than the theoretical one. Obviously, the optimal values of $\Delta \omega$ and $n_v$ depend on the chosen form of window/wavelet and its properties (see Fig. 2.4). Thus, while for $f_0 = 1$ a frequency step of $\Delta \omega / 2\pi = 0.08$ is sufficient to distinguish between two nearby but theoretically resolved components (Fig. 2.4b), for $f_0 = 4$ it is already insufficient (Fig. 2.4c).

To avoid reducing the original frequency resolution by discretization, for the WFT the width of a frequency bin $\Delta \omega$ should be smaller than the theoretical $\Delta \nu_{\text{min}}$ (see Sect. 2.3); while for the WT one has the same criterion but on a logarithmic frequency scale. In other words, one should break the minimum resolvable frequency difference (WFT) or ratio (WT) into a large enough number of segments. However, one is now interested in preserving the TFR’s appearance more generally, i.e. not
Fig. 2.4 Time-averaged WFT amplitudes for the signals $s(t) = \cos(2\pi t) + \cos(2\pi \times 1.25t)$ (a, b) and $s(t) = \cos(2\pi t) + \cos(2\pi \times 1.1t)$ (c, d), calculated using different resolution parameters $f_0$ (corresponding to rows) and frequency bin widths $\Delta\omega$; in each case, the small insets on the right show pictures for the considered $\Delta\omega$ individually. The situation for the WT is qualitatively the same only for the reliably resolved components, but in relation to any components that can be distinguished in the TFR (even where they are substantially corrupted by interference). Thus, the optimal frequency bin widths should be smaller than $\Delta\nu_{\text{min}}$ (2.32) and (2.33), determined for a relatively high error threshold $\epsilon_r$; the latter is therefore set to an extreme value of $\epsilon_r = 0.5$. Based on these considerations, one can select an appropriate $\Delta\omega$ or $n_v$ as

\[
\begin{align*}
\text{WFT: } & \Delta\omega = \frac{\xi_2(0.5) - \xi_1(0.5)}{N_b} \quad (\approx 1.35/f_0N_b \text{ for Gaussian window (2.12)}), \\
\text{WT: } & n_v = \frac{\log 2 N_b}{\log \xi_2(0.5) - \log \xi_1(0.5)} \quad (\approx 3.23 f_0N_b \text{ for lognormal wavelet (2.19)}),
\end{align*}
\]

(2.34)

where $N_b > 1$ denotes the chosen number of bins into which the 50%-support of the window/wavelet FT is divided (in the following $N_b = 10$ is used by default), and $\xi_1,2(\epsilon)$ are as defined in (2.26) and (2.27) for the WFT and WT, respectively.

The criterion (2.34) is based on (2.32) and (2.33), which are related to the resolution of two equal-amplitude tones. However, it is clear that, in order to be resolved, tones with different amplitudes (e.g. $s(t) = \cos \nu t + 0.1 \cos (\nu + \Delta\nu) t$) should have a bigger frequency difference than the tones of equal amplitudes. Therefore, $\Delta\omega$ and $n_v$ are sufficient to resolve any two components if they are separated theoretically, as desired.

Remark 2.4.3 It should be noted, that even with the choice (2.34) it is still possible that at certain times close peaks will appear in the WFT/WT amplitude that are separated theoretically, but not practically, being merged due to insufficient numerical resolution. However, as mentioned previously, if the bin widths (2.34) are not small enough to resolve two tones, most of the time they will behave as a single component.
in the TFR, and it will be impossible to investigate them separately. Hence, attributing
the corresponding peaks to one or few components will not make much difference.

2.4.3 Boundary Effects and Padding

Theoretically, one integrates over an infinite time or frequency axis while computing
the WFT (2.8) and WT (2.13), but in practice the signal has a finite time duration
and sampling frequency. Consequently, the resultant TFR becomes ill-defined near
the signal’s time borders (when \( t \) is close either to 0 or to the overall time-length \( T \)).
Irrespectively of how this problem is tackled, it often leads to distortions of the TFR
near both signal ends—boundary effects.

2.4.3.1 Padding and Its Schemes

Although this is not really the case in practice (see below), suppose for now that
the WFT and WT are calculated using the convolution in the time domain in
(2.8) and (2.13), respectively. The signal’s positive part \( s^+(\tau) \) is thus multiplied by
\[ g(\tau - t)e^{-i\omega(\tau - t)} \] (WFT) or \( \psi^*(\omega(\tau - t)/\omega\psi) \) (WT) and integrated over \( \tau \). Therefore,
one needs to devise a rule by which the integration can be performed when \( \tau \) lies
outside the signal’s time limits, i.e. when \( \tau < 0 \) or \( \tau > T \). Generally, this can be
done by continuing the signal beyond its original time interval \([0, T]\) in some way,
e.g. setting \( s^+(\tau) = 0 \) in (2.8), (2.13). In practice, the signal is padded
at both ends using a particular convention, then the convolution is calculated with
this padded signal, and after this only the part lying within the original time limits is
taken. An appropriate padding can be constructed by many different schemes, and
the most common/useful ones are listed below, with their effect on the resultant TFR
being illustrated in Fig. 2.5. Note, that padding should be performed after the initial
signal preprocessing, discussed in Sect. 2.4.1, has been completed.

Zero padding, when one pads the signal with zeros at both ends, represents
the simplest and most predictable form of padding. This scheme effectively sets
\( s(\tau < 0) = s(\tau > T) = 0 \) in (2.8), (2.13), “cutting” the convolution when \( \tau \) goes
beyond the signal’s time limits. Its effect is illustrated in Fig. 2.5a, e: as can be seen,
this type of padding does not introduce any new behavior (in contrast to a few other
types, see below), always leading to a gradual decay of the TFR amplitude towards
the time ends. This allows one to derive the expressions for boundary errors that arise
in the case of zero padding, which will be done in the following.

Periodic padding is constructed by periodic continuation of the signal. It leads
to quite unpredictable boundary effects, with the TFR near the time borders being
affected by the signal’s behavior at both ends. For example, as illustrated in Fig. 2.5b,
the tone occurring at the beginning (end) has its “phantom” tail near the time end
(beginning) in the WFT. Consequently, this type of padding does not represent the
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Fig. 2.5 Examples of the WFT amplitudes calculated using each of the four padding schemes discussed in the text (columns) for two different signals (rows): a, e zero padding; b, f periodic padding; c, g symmetric padding; d, h predictive padding. The effects of different padding strategies on the WT are qualitatively the same. The signals are indicated in the figure, and they were sampled at \( f_s = 100 \text{ Hz} \) for \( T = 15 \text{ s} \)

preferred choice, unless one knows that the signal is fully periodic over the whole interval, which almost never occurs in practice.

Symmetric padding whose effects are shown in Fig. 2.5c, g, is performed by reflecting the signal along \( t = 0 \) and \( t = T \). It localizes boundary inaccuracies at each edge, thus solving the problem of the end-to-end influence that occurs for periodic padding. Indeed, comparing (c, g) and (b, f) of Fig. 2.5, it can be seen that the “phantom tails” near the boundaries have been removed. However, the effect of symmetric padding depends to a large extent on the phases of oscillations at \( t = 0, T \), which are quite unpredictable. Thus, if the initial/end phase is not equal to zero or \( \pi \), symmetric padding introduces a phase jump and leads to a splitting of the single peak in the TFR amplitude into several peaks near the time borders. As an example, in Fig. 2.5b the first oscillation has a phase shift of \( \pi/2 \) at \( t = 0 \) and thus is doubled, while the second one has zero shift at \( t = T \) and thus is well represented.

Predictive padding, as implied by its name, continues the signal beyond its time limits by inferring/forecasting its past/future behavior. Thus, one tries to predict the values of the signal by assuming some model of the process generating the time-series and fitting data to this model to find its parameters. In the present case, one is mainly interested in continuing the signal in such a way as to best represent in the TFR its existing characteristics near the boundaries, and not in finding the unknown signal behavior beyond the available data, which is generally impossible. Because time-frequency analysis is devoted to studying the oscillatory properties of the data, it seems that the most relevant approach would be to forecast the signal based on
its local spectral characteristics at both ends. A scheme for doing this is discussed in Sect. 7.4, while the effect of such padding is shown in Fig. 2.5d, h. As can be seen, for both signals in Fig. 2.5 predictive padding almost completely eliminates the boundary distortions. However, it does not represent an “ultimate cure”, and for a complicated signal some errors might remain; they depend on the signal’s structure and thus are hard to estimate in general. Nevertheless, in terms of its ability to reduce boundary effects, predictive padding usually outperforms all other schemes, and it is therefore used by default in this work.

The remaining question is how many values to pad. At the beginning of this section it was assumed for simplicity that the WFT/WT are calculated using the time domain forms of (2.8), (2.13). Such an approach, however, is computationally very expensive, requiring \( O(N) \) convolutions for each \( t_{n=1,...,N} \) and thus being of \( O(N^2) \) in cost. In practice, therefore, the WFT and WT are calculated using the frequency domain convolutions in (2.8) and (2.13) which, utilizing the FFT algorithm, can be performed in \( O(N \log N) \) computations (see Sect. 7.5). However, the discrete FT of the signal \( \hat{s}(\xi_n) \), which is used in numerical convolution, represents the periodic spectrum estimate, being an exact FT of the periodically continued signal: \( \hat{s}(\xi_n) = \int s(t \mod T) e^{-is\xi_n t} \). Thus, the absence of padding is in practice completely equivalent to periodic padding.

One therefore needs to add enough points at both signal ends to guarantee that, within the original signal time-length, the effects of implicit periodic continuation due to FFT-based convolution are small. This minimum number of padded values will obviously depend on the spread of the window/wavelet in time: the larger it is, the more values one should pad so that most of the window/wavelet is convoluted with padded values and not with the periodically-continued other end of the signal. Since the effective window/wavelet length in time (up to a predefined tolerance \( \epsilon \)) can be expressed through its \( \epsilon \)-supports \( \tau_{1,2}(\epsilon) \) (2.26), (2.27), the minimum number of points \( n_{1,2}^{\text{min}} \) with which one should pad the signal for \( t < 0 \) (\( t > T \)) can be determined as

\[
\begin{align*}
\text{WFT: } n_{1,2}^{(\text{min})}(\epsilon) &= f_s |\tau_{1,2}(\epsilon)|, \\
\text{WT: } n_{1,2}^{(\text{min})}(\epsilon) &= \frac{\omega_{\min}}{\omega_{\psi}} f_s |\tau_{1,2}(\epsilon)|, \\
\end{align*}
\]

where \( f_s \) is the sampling frequency of the signal, and \( \omega_{\min} \) denotes the minimum frequency for which the TFR is calculated. Thus, for the WT the wavelet is rescaled at each frequency, so the number of points needed to assure the specified precision \( \epsilon \) also scales; to guarantee the accuracy for all frequencies, the maximum number of points is taken, which corresponds to the lowest frequency.

Additionally, the FFT algorithm requires the total length of the signal in samples to be a power of two. Therefore, in practice one should simultaneously assure both the power-of-two points and criterion (2.35), which can be done by padding the signal from originally \( N \) to \( N_p \) points, with \( n_1 \) values to the left \( (t < 0) \) and \( n_2 \) to the right \( (t > T) \), given by
\[ N_p = \text{NextPowerOfTwo}[N + n_1^{(\min)}(\epsilon) + n_2^{(\min)}(\epsilon)] = N + n_1 + n_2, \]
\[ n_{1,2} = \frac{n_1^{(\min)}(\epsilon)}{n_1^{(\min)}(\epsilon) + n_2^{(\min)}(\epsilon)}(N_p - N), \quad (2.36) \]

where \( n_1^{(\min)}(\epsilon) \) are as defined in (2.35); by default the precision \( \epsilon = 0.01 \) is used.

### 2.4.3.2 Error Estimates and the Cone-of-influence

As discussed above, for periodic, symmetric and predictive padding the boundary effects very much depend on the signal’s structure. For zero padding, however, they are quite universal and can thus be estimated. A simple and straightforward way to do so is to quantify the relative boundary inaccuracies \( \epsilon_b(\omega, t) \) through the difference between the theoretical (2.10), (2.16) and “practical” WFT/WT of the single-tone signal \( s(t) = \cos(\nu t + \varphi) \), calculated at the tone frequency \( \nu \). Then in the case of zero padding one obtains

**WFT:**

\[
\epsilon_b(\nu, t) \equiv \left| \frac{G_s(\nu, t) - \tilde{G}_s(\nu, t)}{G_s(\nu, t)} \right| = \frac{\left| \frac{1}{2} \int e^{i(\nu t + \varphi)} g(\tau - t)e^{-i\nu(\tau-t)}d\tau - \frac{1}{2} \int_0^T e^{i(\nu t + \varphi)} g(\tau - t)e^{-i\nu(\tau-t)}d\tau \right|}{\left| \frac{1}{2} \int e^{i(\nu t + \varphi)} g(\tau - t)e^{-i\nu(\tau-t)}d\tau \right|} \leq \left| P_g(-t) \right| + \left| P_g(t - T) \right|, \quad (2.37)
\]

**WT:**

\[
\epsilon_b(\nu, t) \equiv \left| \frac{W_s(\nu, t) - \tilde{W}_s(\nu, t)}{W_s(\nu, t)} \right| = \frac{\left| \frac{1}{2} \int e^{i(\nu t + \varphi)} \psi^*(\nu(\tau - t)/\omega_\psi) \frac{ud\tau}{\omega_\psi} - \frac{1}{2} \int_0^T e^{i(\nu t + \varphi)} \psi^*(\nu(\tau - t)/\omega_\psi) \frac{ud\tau}{\omega_\psi} \right|}{\left| \frac{1}{2} \int e^{i(\nu t + \varphi)} \psi^*(\nu(\tau - t)/\omega_\psi) \frac{ud\tau}{\omega_\psi} \right|} \leq \left| P_\psi(-\nu t/\omega_\psi) \right| + \left| P_\psi(\nu(t - T)/\omega_\psi) \right|, \quad (2.38)
\]

where \( \tilde{G}_s(\omega, t) \) and \( \tilde{W}_s(\omega, t) \) denote respectively the WFT and WT obtained in practice, while \( P_g(\tau) \) are as defined in (2.26), (2.27). Note that \( \epsilon_b(\omega, t) \) (2.37),
Fig. 2.6  a, b, d, e Examples of the time domain Gaussian window functions (2.12) (multiplied by the corresponding oscillatory part), with which the signal is convoluted while constructing the WFT (2.8), for different resolution parameters \( f_0 \) and frequencies \( \omega \): thick vertical lines indicate the time limits of the signal (solid red) and the time at which the window is centered (dashed black); the area under the window modulus outside the time limits is filled with gray (note that, for a Gaussian window (2.12), \(|g(\tau - t)| = |g(t)|\). c, f WFTs for the single tone signal \( s(t) = \cos(2\pi t) \) in the same time limits [0, \( T \)] as in (a, b, d, e), with black and gray lines enclosing the time-frequency regions where boundary errors (2.37) are small: \( \epsilon_b < 0.1 \) and \( \epsilon_b < 0.01 \), respectively. The signal was sampled at \( f_s = 100 \text{ Hz} \) for \( T = 7.5 \text{ s} \), and in (c, f) padding with zeros was used

(2.38) does not depend on the phase-shift \( \varphi \) of the tone, as would be the case for the symmetric and periodic padding schemes.

It is clear that the boundary distortions in the TFR manifest themselves when a non-negligible portion of the window \( g(\tau - t)e^{-i\omega(\tau - t)} \) or wavelet \( \psi^*(\omega(\tau - t)/\omega_\psi) \), by which the signal \( s^+(\tau) \) is multiplied and integrated in (2.8), (2.13), lies outside the time limits. This is true for any padding but, in the case of padding with zeros, the related errors take the simple forms (2.37), (2.38). From the latter it can be seen, that the dependence of the boundary inaccuracies on time and frequency is different for the WFT and WT, as illustrated in Figs. 2.6 and 2.7.

In the case of the WFT (Fig. 2.6), the boundary inaccuracies are independent of the frequency \( \omega \) and depend only on time \( t \): \( \epsilon_b(\omega, t) = \epsilon_b(t) \). This is because \( \omega \) controls the effective number of oscillations within the window, but not its spread in time, which is determined by the resolution parameter \( f_0 \). Hence, for each frequency the relative part of \( g(\tau - t) \) lying outside the time limits (gray-shaded areas in Fig. 2.6a, b, d, e) is the same, so that for some (central) time range the WFT is well-behaved at all frequencies, as shown in Fig. 2.6c, f.

For the WT (Fig. 2.7), on the other hand, the wavelet is rescaled at each frequency \( \omega \), and so is the part of the wavelet outside the time limits (gray-shaded areas in Fig. 2.7a, b, d, e). As a result, the boundary errors depend on both frequency and time, and the region where the WT coefficients are determined with some predefined accuracy in terms of boundary effects takes the form of a cone, as shown in Fig. 2.7c, f.
2.4 Practical Issues

Fig. 2.7 Same as Fig. 2.6, but for the WT (2.13) with lognormal wavelet (2.19). a, b, d, e the wavelet function with which the signal is convoluted while constructing the WT (2.13); the area under the wavelet modulus outside the time limits is filled with gray (note that \(|\psi(t)| \approx \psi(t)e^{-i\omega t}\) in the present case). c, f WT's for the single tone signal \(s(t) = \cos(2\pi t)\) within the same time limits \([0, T]\) as in (a, b, d, e). The signal was sampled at \(f_s = 100\) Hz for \(T = 7.5\) s, and in (c, f) padding with zeros was used.

The time-frequency region where the boundary errors are small in the current TFR is called the cone-of-influence (although this region has a truly conic form only for the WT):

\[
\text{Cone-of-influence } \{\omega, t\}^{(e)}_{\text{coi}} : (\omega, t) \in \{\omega, t\}^{(e)}_{\text{coi}} \Leftrightarrow \epsilon_b(\omega, t) \leq \epsilon, \quad (2.39)
\]

where \(\epsilon\) is the chosen accuracy threshold. Examples of the cones-of-influence for \(\epsilon = 0.1\) and \(\epsilon = 0.01\) have already been presented in Figs. 2.6c, f and 2.7c, f, where they are enclosed by black and gray lines, respectively. Based on the error estimates (2.37), (2.38), the cones-of-influence for the WFT and WT can be expressed through the corresponding window/wavelet \(\epsilon\)-supports in time (2.26), (2.27) as

\[
\text{WFT: } \{\omega, t\}^{(e)}_{\text{coi}} = \left[\left[\omega_{\text{min}}, \omega_{\text{max}}\right], \left[\delta t_1(\epsilon), T - \delta t_2(\epsilon)\right]\right], \\
\delta t_1(\epsilon) \leq -\tau_1(\epsilon), \quad \delta t_2(\epsilon) \leq \tau_2(\epsilon),
\]

\[
\text{WT: } \{\omega, t\}^{(e)}_{\text{coi}} = \left[\left[\omega_{\text{min}}, \omega_{\text{max}}\right], \left[\delta t_1(\epsilon, \omega), T - \delta t_2(\epsilon, \omega)\right]\right], \\
\delta t_1(\epsilon, \omega) \leq -\omega\psi\tau_1(\epsilon)/\omega, \quad \delta t_2(\epsilon, \omega) \leq \omega\psi\tau_2(\epsilon)/\omega,
\]

(2.40)

where \([\omega_{\text{min}}, \omega_{\text{max}}]\) is the frequency range in which the WFT/WT is calculated (the restrictions on this range and related issues are discussed in Sect. 2.4.4 below).

Because boundary effects can greatly influence the TFR behavior, especially for the WT, it is recommended that all characteristics (e.g. the WFT/WT mean amplitudes) be calculated using only TFR coefficients inside the cone-of-influence. The most appropriate padding scheme in this case is zero padding, as the corresponding boundary effects have a universal and well-defined form. In fact, the boundary errors
(2.37), (2.38) and the cone-of-influence (2.40) were rigorously estimated exclusively for this type of padding.

However, if one wants to extract some AM/FM component from the signal’s TFR (the ways of doing this will be discussed in Chap. 3), then it should obviously be extracted for all time, and the consideration cannot be restricted to the cone-of-influence only. Thus, if all the TFR coefficients are to be used, then zero padding does not represent a good choice, because the WFT/WT near the boundaries will surely contain considerable errors. In this case predictive padding would be the most suitable, as it usually has the best performance in terms of reducing boundary effects.

### 2.4.4 TFR Frequency Range

For completeness, the restrictions on the frequency range \( [\omega_{\min}, \omega_{\max}] \) over which to calculate the TFR, i.e. how high/low in frequency one can in principle go, should also be discussed. Consider a signal \( s(t) \) sampled at \( f_s \) Hz for \( T \) seconds. Then one has

\[
\omega_{\min} / 2\pi \geq 1/T, \quad \omega_{\max} / 2\pi \leq f_s / 2.
\]  

(2.41)

The restriction on \( \omega_{\max} \) follows from the Nyquist theorem, which states that oscillations with frequencies higher than half of the sampling frequency cannot be represented in a discrete time signal. The constraints on \( \omega_{\min} \), on the other hand, are based on simple logic: it is clear that for a particular oscillation to be reliably studied (generally by any method), there should be at least one of its cycles within the signal.

However, from the statistical viewpoint, to reach any meaningful conclusions about the characteristics of the oscillatory process, such as its typical amplitude (as calculated e.g. from the time-averaged TFR amplitude), there should be at least 5-6 corresponding cycles within the signal \([31]\), so that

\[
\omega_{\min}^{(stat)} / 2\pi = 5/T.
\]  

(2.42)

Thus, although one can in principle estimate the properties of the components at lower frequencies, the resultant estimates might be highly untypical. Indeed, the number of cycles can be associated with a number of trials. For example, when testing the effects of some drug, one cannot base conclusions on only one subject (since the probability that the subject tested is an outlier is quite high); but if the same effects appear in 5-6 subjects, this suggests that they are quite common. Note also that, for statistical comparison of oscillatory properties between different data (e.g. as is done in [25, 45]), all these properties should be statistically meaningful in themselves, so that the related oscillations have frequencies \( \geq \omega_{\min}^{(stat)} \).

Finally, since the cone-of-influence for the WT contracts towards the lower frequencies (see Sect. 2.4.3), there exists also the minimal frequency \( \omega_{\min}^{(c)} \) from the viewpoint of precision (while there is no such restriction in the case of the WFT).
The latter can be defined as the minimum frequency for which at least one WT coefficient is determined with accuracy $\epsilon$ in terms of the boundary effects. Using the estimates (2.40), one obtains

$$\text{WFT: } \omega_{\text{min}}^{(\epsilon)} = -\infty; \quad \text{WT: } \omega_{\text{min}}^{(\epsilon)} \leq \omega_{\psi} (\tau_2(\epsilon) - \tau_1(\epsilon))/T. \quad (2.43)$$

Summarizing, it is quite safe to calculate and analyse the TFR in the range $[\omega_{\text{min}}, \omega_{\text{max}}]$ with $\omega_{\text{min}} > \max[2\pi/T, \omega_{\text{min}}^{(\epsilon)}]$ and $\omega_{\text{max}} < 2\pi f_s/2$. However, if one needs to draw conclusions about the typical oscillatory parameters of the data, they should be based on the TFR within the cone-of-influence (see Sect. 2.4.3) and on at least 5 cycles of the related oscillations, so that $\omega_{\text{min}} \geq \max[2\pi \times 5/T, \omega_{\text{min}}^{(\epsilon)}]$.

**Remark 2.4.4** Even if one is interested in the frequency range $[\omega_{\text{min}}, \omega_{\text{max}}]$ (so that the signal is filtered in this range on the stage of preprocessing, see Sect. 2.4.1), it might be useful to calculate the TFR for a larger interval (up to $(-\infty, \infty)$ for the WFT and $(0, \infty)$ for the WT). This allows to trace the “tails” of the TFR amplitude peaks located in the original range, which might be needed e.g. for a reliable parameter reconstruction by the direct method (see Sect. 3.2.2). For example, in Fig. 2.3f, i the considered frequency band—between the gray vertical lines—contains only the main part of the corresponding peak, with its tails occupying a wider range. If one wants to encompass the supports of all possible peaks contained in $[\omega_{\text{min}}, \omega_{\text{max}}]$ then, while bandpass filtering the signal in the original frequency band, its WFT/WT should be calculated within a slightly larger region $[\tilde{\omega}_{\text{min}}, \tilde{\omega}_{\text{max}}]$. To achieve relative accuracy $\epsilon$, so that the new range contains the $(1 - \epsilon)$ part of the total area under any peak in the range of interest, one should use

$$\text{WFT: } [\tilde{\omega}_{\text{min}}, \tilde{\omega}_{\text{max}}] = [\omega_{\text{min}} + \xi_1(\epsilon), \omega_{\text{max}} + \xi_2(\epsilon)],$$

$$\text{WT: } [\tilde{\omega}_{\text{min}}, \tilde{\omega}_{\text{max}}] = \left[ \frac{\xi_1(\epsilon)}{\xi_2(\epsilon)}, \frac{\xi_2(\epsilon)}{\xi_1(\epsilon)} \right], \quad (2.44)$$

where the $\epsilon$-supports $\xi_{1,2}(\epsilon)$ for the window and wavelet are defined in (2.26) and (2.27), respectively. Usually, however, this complication is not needed, unless the instantaneous frequency of some component of interest lies near $\omega_{\text{min}}$ or $\omega_{\text{max}}$.

**2.5 Summary**

This Chapter reviewed the main properties of the WFT and WT and discussed various issues related to their practical use, setting the foundations for the more advanced techniques discussed in the following Chapters. To summarize, the WFT and WT both represent particular projections of the signal onto the time-frequency plane, carried out as discussed in Sect. 2.2. They are mainly devoted to analysing signals of the form (2.5), i.e. those composed of a number of oscillatory components each of
which satisfies the analytic approximation (2.4) (so that the corresponding amplitudes and phases are well-defined).

The WFT and WT, and generally any TFR, have finite time and frequency resolutions. That is, they can represent reliably only signals whose components do not vary too fast in time and are not too close to each other in frequency. By adjusting window/wavelet parameters (such as the resolution parameter $f_0$ in the case of Gaussian window and lognormal wavelet), one can vary resolution properties of the resultant transform. However, high time and high frequency resolutions are mutually exclusive, and increasing one of them will inevitably decrease the other.

The main difference between the WFT and WT lies in the type of resolution that they have: while the former resolves components based on absolute differences between their frequencies, the latter takes into account the corresponding ratios (or the difference between logarithms); in effect, time resolution of the WFT remains constant at all frequencies, while that of the WT increases with frequency. The resolution properties of both transforms, and the approaches that can be used for their quantification, were thoroughly considered in Sect. 2.3. In particular, it was shown that classical resolution measures appear to be highly non-universal and can give misleading results in certain cases (especially for the WT), and a more appropriate measures were introduced.

There are also many practical issues related to the application of the WFT and WT, which were discussed in detail in Sect. 2.4. Thus, before calculating the WFT or WT of the signal, it should first be detrended and filtered in the frequency range of interest (see Sect. 2.4.1). Next, one should also choose appropriate steps of frequency discretization, and the formula (2.34) was derived for this purpose. Finally, both TFRs suffer from the distortions near time boundaries; the expressions to estimate the related errors and the padding scheme which can be used to significantly reduce them were devised in Sect. 2.4.3. Section 7.5 provides complete algorithms for calculating the WFT and WT, while the commonest windows/wavelets and their properties are listed in Sect. 7.2.
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