Chapter 2
Testbeds for Cooperating Objects

2.1 Introduction

In the last years the interest in Cooperating Objects technologies has originated a growing demand of tools for testing and validating algorithms and methods. Lately, the development of testbeds for technologies such as multi-robot systems and ubiquitous and pervasive devices has been intensified both in number and variety.

This chapter briefly presents the existing testbeds for Cooperating Objects. Cooperation between heterogenous devices and technologies is a key issue in the Cooperating Objects domain. Thus, we classify testbeds attending to the level of integration between different technological fields. Other features such as heterogeneity, flexibility, modularity and ease of use are also analyzed. The selection of the software architecture and middleware is critical for the modularity, flexibility and interoperability of the testbed. This chapter also reviews the main existing middleware for integration of Cooperating Objects.

This chapter is structured as follows. Section 2.2 briefly analyzes Cooperating Objects testbeds attending to their level of integration between elements from different technological fields. Section 2.3 reviews the main existing middleware for Cooperating Objects. Existing Cooperating Objects testbeds with no integration are briefly summarized in Sect. 2.4. Testbeds with low level of integration are analyzed in Sect. 2.5. Testbeds for Cooperating Objects with high level of integration are reviewed in Sect. 2.6. Finally, Sect. 2.7 concludes the chapter.

2.2 Components of a Cooperating Objects Testbed

The testbeds analyzed in this chapter integrate elements from different Cooperating Objects technological fields ranging from robotic systems to ubiquitous systems such as Wireless Sensor Networks (WSN), camera networks and networks for smartphones, PDAs and tablets, among others.
Wireless Sensor Networks are comprised of a set of embedded nodes with sensing, processing and communication capabilities. WSN nodes can be integrated with a wide variety of sensors such as temperature, humidity, light intensity sensors and accelerometers, GPS receivers and even small cameras such as Cyclops and CMUcam3. WSN radio circuitries also allow to measure the strength of the radio signal of the received messages (RSSI) and other Link Quality Estimators. WSN nodes used in testbeds are frequently static, although mobile nodes may exist if carried by people or mounted on mobile robots. The design of networking and routing algorithms supporting mobility is one important open research area in WSN. Other components such as camera networks, PDAs and smartphones can also be frequently found integrated in these testbeds.

A wide variety of robotic platforms have been integrated in testbeds. Ground robots are usually able to carry heavier payloads, and tend to have larger on-board sensing and processing capabilities. On-board sensors include cameras—from regular color cameras to RGB-D cameras, laser range finders, ultrasound sensors, GPS receivers and Inertial Navigation System units, among others. Aerial robots, although limited in payload, can move in 3D. Quad-rotors, with vertical take-off and landing capabilities, are the most commonly used platforms in testbeds, although blimps, fixed-wing platforms and helicopters are also found mainly in outdoors testbeds. Underwater or surface marine vehicles are rarely used in multi-vehicle testbeds although there are some exceptions.

A rich variety of sensors can be integrated in these aforementioned platforms. They have high degree of heterogeneity. While low cost, low size and low energy constrain the characteristics of WSN sensors, robots can carry and provide mobility to sensors with higher performance. Testbed communications typically include separate wireless networks for the multi-robot system and for the WSN. They differ greatly in range, bandwidth, quality of service and energy consumption. WSN networks were designed for low-rate and low-range communications whereas Wi-Fi networks, typically used by robotic systems, can provide significantly higher rates at greater distances.

A testbed for Cooperating Objects should share design space with Cooperating Objects themselves. We have already identified several Cooperating Objects characteristics, which are depicted in more detail in [1]. More specifically, when designing Cooperating Objects testbeds we have to deal with issues such as interoperability and level of integration among heterogeneous technologies, flexibility, modularity, extensibility, scalability and usability. Refer to [1] for detailed definitions.

A high percentage of the testbed interoperability, flexibility, modularity, extensibility and scalability depends on its software architecture and middleware. Next section briefly presents a review of the main existing middleware for Cooperating Objects.

The level of integration between elements from different technological fields is one of the main characteristics of Cooperating Objects testbeds. An ideal testbed should allow high degree of interoperability. This interoperability is not easy due to the high diversity in their sensing, actuation, computational and communication capabilities. Nevertheless, heterogeneity is in many cases the origin of interesting
synergies. Thus, according to the level of integration testbeds can be classified in *testbeds with no integration, testbeds with partial integration* and *full Cooperating Objects testbeds*.

### 2.3 Middleware for Cooperating Objects

The main functions of a middleware for Cooperating Objects can be enumerated as follows:

- support communication among heterogeneous components,
- enable interoperability and integration mechanisms among objects,
- offer often-needed system services and functionalities,
- simplify the development process.

A high number of middleware for robotic and ubiquitous systems have been developed. The higher complexity of robotic technologies suggests adopting a robotic middleware extended with capabilities to integrate WSN and other ubiquitous systems. Below is a brief review of the main existing middleware for networked robotics systems.

*Robot Operating System [ROS]*

ROS\(^1\) is an open-source software framework for robot software development that provides functionalities that one could expect from an operating system. ROS includes functions for hardware abstraction, low-level device control, implementation of commonly-used functionalities, message-passing between processes and package management, among others. ROS is based on a graph architecture where processing takes place in nodes that may receive, post and multiplex sensor, control, state, planning, actuator and other messages. It includes a wide range of functionalities to help development such as simultaneous localization and mapping (SLAM), planning, image processing and perception, simulation and logging, among others. ROS also includes a set of simulators, such as Stage \(^2\) and Gazebo \(^3\). ROS has been recently accepted as a “de facto” standard by the robotics community enabling code reuse and sharing.

*Player/Stage*

Player/Stage\(^2\) provides a server-client infrastructure with hardware drivers and basic algorithms for mobile robotic \(^4\). Player abstracts hardware heterogeneity by using standard interfaces to communicate low-level server drivers and high-level client programs. The server drivers interact with the actual sensors and actuators. Various client-side libraries exist in the form of proxy objects for different programming languages (C, C++, Java, Matlab and Python, among others) to access the
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\(^1\) [http://www.ros.org](http://www.ros.org)
\(^2\) [http://playerstage.sourceforge.net](http://playerstage.sourceforge.net)
services provided by the Player platform. Clients can connect to Player servers to access data, send commands or request configuration changes to an existing device.

Its modular architecture makes it flexible to support new hardware. Player is independent of platforms, programming languages and transport protocols. It includes a ready-to-use set of drivers for most commercial platforms and sensors, a set of algorithms for perception and robot navigation and a number GUIs, logging and visualization tools. It is also compatible with Stage and Gazebo.

**YARP**

YARP is an open-source set of libraries, protocols for development of multi-robot applications [5]. It provides support to the robot control system as a collection of programs communicating in a peer-to-peer way, with a family of connection types. It includes a number of tools and functionalities aiming to keep modules and devices cleanly decoupled in a modular architecture. YARP also supports flexible interfacing with hardware devices. Written in C++, YARP is OS neutral and provides support for common devices used in robotics such as framegrabbers, digital cameras, motor control boards, among others.

**Miro**

Miro [6] is an object-oriented middleware developed at University of Ulm. It uses the common object request broker architecture (CORBA) standard. This allows inter-process and cross-platform interoperability for distributed robot control, using multi-platform libraries for easy portability. Examples of these libraries are the CORBA based Adaptive Communication Environment (ACE) [7] or the CORBA Notification Services [8].

Miro allows the implementation of multi-tier architectures. Its provides object-oriented interface abstractions for many sensors and actuators. It also provides a number of often-needed services such as robot mapping, self localization, behavior generation, path planning, logging and visualization facilities. The layered architecture and object-oriented approach make Miro significantly flexible and extendible [9].

**Orocos**

The Orocos 2.0 toolchain [10] is used to create real-time robotics applications using modular, run-time configurable software components. It provides multi-platform support, extensions to other robotics frameworks such as ROS and YARP, code generators to transfer user-defined data between distributed components, run-time and real-time configurable and scriptable components and event data logging and reporting, among others.

**Orca**

Orca3 is a component-based branch of Orocos developed at KTH. It is an open-source framework for developing component-based robotic systems that provides the means to define and develop building-blocks that can be pieced together to form from single vehicles to distributed sensor networks [11]. It enables software reuse
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3 [http://orca-robotics.sourceforge.net](http://orca-robotics.sourceforge.net)
by defining a set of commonly-used interfaces, providing libraries with a high-level application programming interface (API) and maintaining a repository of components. Orca adopts a Component-Based Software Engineering approach without applying any additional architectural constraints. It uses a commercial open-source library for communication and interface definition and provides tools to simplify component development and uses cross-platform development tools.

**Microsoft Robotics Developer Studio**

Microsoft RDS\(^4\) is a Windows-based environment for academic and commercial developers to help in the development of robotic applications. It includes a lightweight asynchronous service-oriented runtime and a set of visual authoring and simulation tools, as well as templates, tutorials and sample code. It includes a development environment with a wide range of support to ease the development of robot applications. Reference Platform design defines a minimum set of components and associated software services that will allow a user to begin using RDS with relatively little effort.

**Carnegie Mellon Robot Navigation Toolkit [CARMEN]**

CARMEN\(^5\) is an open-source modular software designed to provide basic navigation primitives including: base and sensor control, logging, obstacle avoidance, localization, path planning, and mapping for mobile robots \([12]\). CARMEN provides robot hardware support for some platforms and sensors. It also includes a 2D robot/sensor simulator, process monitoring, message logging and playback functionalities. Communications between CARMEN programs are handled using a separate package called IPC. CARMEN runs under Linux. It is written in C and also provides support for Java.

**Robot Software Communication Architecture [RSCA]**

RSCA is a middleware for networked robots developed by Seoul National University \([13]\). It provides a standard operating environment and development framework for robot applications and includes mechanisms to ensure Quality of Service. It consists of a Real-Time Operating System compliant with PSE52 in IEEE POSIX.13 and a communication middleware compliant with CORBA and RT-CORBA v.1.1 \([14]\). RSCA provides an abstraction layer that makes robot applications portable and reusable on different hardware.

**Mobile and Autonomous Robotics Integration Environment [MARIE]**

MARIE is a flexible distributed system that allows developers to share, reuse, and integrate robotic software programs for rapid application development \([15]\). It uses the ACE \([7]\) communication libraries as integration infrastructure. There are four functional components: application adapters, application managers, communication adapters and communication managers. Its architecture allows interoperability among elements and re-usability of application components.
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\(^4\) [http://www.microsoft/robotics](http://www.microsoft/robotics)

\(^5\) [http://carmen.sourceforge.net](http://carmen.sourceforge.net)
Robot-Technology (RT) middleware

The RT middleware [16] uses CORBA to build robot software in a modular structure, simplifying this process by combining selected modules. A further feature of this middleware is to allow the distribution of robot resources over a network.

Sensory Data Processing Middleware

The Sensory Data Processing Middleware [17] abstracts services to access sensor information and support service mobile robots. It provides a unified model for different configurations of external sensors on a mobile robot. Developed services can be reused in applications without dealing with individual sensors. Two types of services are implemented to provide obstacle information and to localize the robot position using landmark observations from multiple external sensors.

Universal Plug and Play (UPnP) Robot middleware

The UPnP Robot middleware [18] was developed to offer peer-to-peer network connectivity among PCs, wireless pervasive devices and intelligent appliances. It uses the Universal Plug and Play—UPnP6 architecture for dynamic software integration and for control of ubiquitous robots. UPnP mechanisms are used to configure robot components and to allow distributed robots to discover and interact with other devices like cameras and sensor networks. This approach provides a simple scheme for building intelligent robots with a wide variety of hardware and software components.

2.4 Cooperating Objects Testbeds with No Integration

A very large number and variety of testbeds have been developed in each of the individual technological fields within the Cooperating Objects domain. In these testbeds cooperation is constrained to elements belonging to the same field. However, the analysis of their approaches, capabilities and tendencies is very interesting to derive requirements for the design of full Cooperating Objects testbeds. We divide them in static and mobile testbeds. It is not the objective of this section to provide an exhaustive description but to give an overall view illustrating different schemes and approaches.

2.4.1 Static Cooperating Objects testbeds

They basically include WSN testbeds, camera networks testbeds and smartphone testbeds. We focus on the first one in which a high number and variety of approaches can be found.

A very high number of WSN testbeds have been developed. Testbeds are the most popular experimental tools in WSN community. Many of them have been designed

6 http://www.upnp.org
as a service to the research community: they are modular, can allocate a very wide range of experiments and are open to the public. Others have been developed to be focused on particular applications or scenarios. The main tendencies in current WSN testbeds include the following:

- federations of testbeds,
- outdoor testbeds in real-world settings,
- integration with robots and other actuation devices.

TWIST [19] at Technische Universität Berlin is a good example of a publicly accessible heterogeneous WSN testbed. It is comprised of 102 TmoteSky nodes and 102 eyesIFX nodes deployed in a 1,500 m² scenario in three floors of an instrumented office. TWIST allows public remote access through a simple HTML interface. Its software architecture is modular, flexible and highly extensible, being able to hold a wide range of experiments. In fact, its architecture has been used in other testbeds such as WUSTL [20]. Other publicly accessible general purpose WSN testbeds are: DES-Testbed [21] at Frei Universität Berlin; SensorNet [22] in the Intel Research Center at University of California at Berkeley, comprised of 97 Crossbow Mica2 and 51 Mica2Dot nodes; NetEye [23] with 130 TelosB nodes; and the INDRIYA testbed [24] at University of Singapore, see Fig. 2.1.

Besides, many testbeds have been developed to meet particular needs or functionalities, losing generality but gaining efficiency. Networking is a commonly targeted research topic in these functionality-driven WSN testbeds. Some examples are: WiNTER testbed [25] at Acadia University, NESC testbed [26] and VineLab testbed [27]
at University of Virginia. BANAID [28] targets security and worm-hole attack problems. The Imote2 testbed [29] deals with localization using RSSI from a grid of Crossbow Imote2 nodes. RadiaLE at ISEP [30] is a remotely and publicly accessible outdoors testbed that targets radio management and link quality estimators.

One of the latest tendencies is to group several testbeds under a federation. Various testbeds located at different places can be used transparently as one, benefiting from the variety of capabilities/setting each one provides. Federated testbeds share resources -virtually or physically- and can be accessed with the same API, which allows for instance testing the same experiment in different settings. The number of WSN nodes in federated testbeds ranges between around 500 in KanseiGeni [31] to 1,024 in SensLab. Other examples are XSensor [32], WISEBED [33] and COFEDE. It is interesting to mention the FP7 Future Internet Research and Experimentation (FIRE) program [34] in which a number of testbeds with a common architecture are in development. The FIRE architecture has been defined to ensure compatibility among all the FIRE testbeds.

One recent trend is the development of large outdoors testbeds for experimentation in real-world conditions. TeamTrack [35] is a characteristic example. It includes fully-instrumented tablet kits—equipped with GPS, camera and digital compass—and lightweight handheld kits (an HP handheld and Bluetooth GPS unit). TeamTrack is fairly scalable and mobility is provided by people carrying the nodes. CitySense [36] is an open testbed at Harvard University that integrates 100 Linux-based embedded PCs with dual IEEE 802.11a/b/g radios and custom sensor nodes. SmartSantander is an European project in which 20,000 nodes based on XBee-PRO will be deployed in four European cities, see Fig. 2.2.

2.4.2 Mobile Cooperating Objects testbeds

They are basically mobile robot testbeds. A very high number of robot and multi-robot testbeds have been developed along the years. Experimentation in real-world conditions is critical in robotics research due to the difficulties to simulate physical interaction. Most robotic testbeds have been developed specifically to test target functionalities or applications. A number of testbeds capable of allocating a wider range of experiments. The main tendencies in current networked robots testbeds include the following:

- testbeds of aerial robots,
- integration of robots with different mobility capabilities,
- integration with ubiquitous systems.

---

7 http://www.senslab.info
8 http://www.cotefe.net
9 http://www.smartsantander.eu
In robotics the need to test the methods in real conditions has motivated the development of a high number of robot testbeds designed to address specific functionalities or applications. Only some examples are to be cited. The Micro Autonomous RoverS (MARS) testbed, used in [37], at Stanford University, comprised of six custom made rovers, was developed for research in human–robot interaction, motion planning and object tracking. The CALTECH Multi-vehicle Wireless Testbed [38] includes 8 custom hovercrafts. CALTECH testbed targeted experiments in multi-robot coordination, networked control and real-time networking. Other functionality driven robot testbeds are: UTIAS testbed at University of Toronto, used to test the techniques proposed in [39]; the testbed used to validate the method in [40], at the Massachusetts Institute of Technology (MIT), which targets multi-robot exploration; the testbed used in [41] at Kansas State University, which focuses on search and rescue applications; [42] at Columbia University, which targets network connectivity and data collection; and the testbed used to validate [43] at University of California-Los Angeles (UCLA), which focuses on boundary tracking and estimation.

The need to compare and evaluate different methods in the same conditions motivated the development of general purpose testbeds. General purpose testbeds are generally designed to be used by a broader public than functionality-driven testbeds. This involved efforts to have architectures with higher modularity, flexibility and extensibility. It also involved higher interest in code reuse, openness approach and the use of common languages and interfaces. [44] describes a testbed in the GRASP Laboratory at the University of Pennsylvania based on Player/Stage [2]. Its architecture allows good scalability and easy operation even with large deployments of mobile robots. The COMET testbed [45] integrates 10 robots under a flexible and extensible architecture. The Autonomous Mobile Robotics Systems (AMRS) testbed [46] at University of Louisville also uses Player/Stage as supporting middleware.
The AMRS testbed is comprised of customized platforms while the GRASP testbed includes SCARAB robotic platforms.

The generalization of robot testbeds as tools for methods evaluation involved a higher need for remote access and user-friendly operation. The Mint-m testbed [47], developed at the Stony Brook University, comprised of 12 iRobot Roomba platforms controlled through a central processor that uses overhead cameras to compute robot poses. The testbed uses an ad-hoc software architecture with high flexibility and reconfigurability. It can be remotely operated and has tools for experiment visualization and logging. The testbed also offers tools for experiment simulation. Similarly, HoTDeC [48] at University of Illinois at Urbana-Champaign provides a GUI for remote visualization and monitoring and allows remote configuration and high level robot control.

The aforementioned testbeds integrate only ground robots. In the last years a number of testbeds using Unmanned Aerial Vehicles (UAV) and Autonomous Underwater Vehicles (AUV) have been developed. Below are some examples: [49] at MIT Space Systems and Artificial Intelligence Laboratories uses 3 custom flying crafts; [50] at University of Southern California (USC) integrates customized UAVs based on helicopters; the GRASP Multiple MAV testbed [51] includes Ascending Technologies Hummingbird quad-rotors; and the CATEC testbed is comprised of 10 quadrotors, see Fig. 2.3.

Some testbeds integrating aerial and ground robots have been developed. An example is RAVEN [52] at MIT, which integrates Draganflyer V Ti Pro quad-rotors, a foam R/C aircraft and modified DuraTrax RC trucks. MAGICC Lab. [53] developed

![General overview of CATEC testbed (courtesy FADA-CATEC)](http://www.asctec.de)

![General overview of CATEC testbed (courtesy FADA-CATEC)](http://www.catec.com.es)
a testbed with 5 custom ground robots, one omnidirectional robot and 4 fixed-wing UAVs. The testbed used in [54] at MIT, equipped with 2 custom remotely operated underwater vehicles, is an example of an underwater multi-robot testbed.

### 2.5 Cooperating Objects Testbeds with Low Integration

This type of testbeds allows some interoperation between heterogenous Cooperating Objects technologies. They are often designed so that one of the technologies—primary—has control over the other. Therefore, the balance of experiments that can be held is biased either towards ubiquitous systems or towards robotics and only part of the features of the secondary technology are exploited. In some cases the testbed focus is on WSN and robots are essentially used to provide mobility to some nodes. Others are focused on robotics: they are robot testbeds enhanced with a WSN, which is essentially used as a distributed sensor or as communication backbone. Again, the objective of this section is to provide an overview of the different approaches and trends rather than an exhaustive enumeration.

The Hybrid sensor network testbed at Deakin University was developed to test localization methods in delay-tolerant sensor networks. It is comprised of static Mica2 WSN nodes and Lego robots. The robots locate the static nodes using RSSI while they move following paths. Each robot carries one Stargate board that receives RSSI readings from the static WSN and executes the localization method. There is no explicit communication between each robot and its Stargate board: robots are used to carry the boards along predefined paths.

Mobile Emulab [55] is a general purpose WSN testbed that uses robots to provide mobility to nodes. Developed at University of Utah, it is comprised of 5 Acroname Garcia robots and a static WSN with 25 Mica2 nodes. Each robot carries one WSN node but there is no communication between them.

Mobile Emulab includes simple robot obstacle avoidance and path-planning methods but the testbed focus and main objective are research in WSN. The testbed uses an open and modular architecture and includes a GUI for remote operation and provides high degree of interaction with the user and can show live maps and images of the experiment. It was open for public use until 2008.

The iMouse testbed [56] targets cooperative surveillance integrating a WSN and a fleet of ground robots. The WSN operates as a distributed sensor that triggers events to be monitored by the robot fleet. Coordination among systems is achieved through a central server that receives events from the WSN and assigns robots to event locations: there is no direct communication between robots and WSN. The robots are based on Lego Mindstorm platforms enhanced with a Stargate board and a webcam, whereas its WSN is comprised of 17 MicaZ nodes. The iMouse has a centralized architecture and uses an ad-hoc software architecture.

Sensei UU [57] targets localization experiments. It is comprised of Lego NXT based robots to enhance a static WSN with repeatable mobility. Each robot includes a TelosB node and one smartphone, which acts as the main robot processor. The
testbed uses two networks: one based on IEEE 802.11b/g (Smartphones) and one based on IEEE 802.15.4 (WSN nodes). Robot motion is controlled from the central site manager, which transmits commands to the robot through the smartphone. The robot platform reports the estimated traveled distance to the smartphone, which uses it to determine the robot position. The WSN node reports the received RSSI to the smartphone using simple unidirectional messages. Robot motion is constrained to fixed paths. Markers on the tracks are used for robot localization.

The Kansei testbed [58] is comprised of one static WSN with 210 nodes and Acroname mobile robots. Each static node includes one Extreme Scale Mote (XSM) and one Stargate board. Robots are equipped with one XSM that communicates with the static WSN. Robots and WSN are integrated by the testbed Director, a centralized software platform that enables uniform, integrated experimentation. The testbed has a modular, extensible and scalable architecture. It also includes software components for job management in complex multi-tier experiments. It can be accessed remotely and includes a hybrid hardware–software simulation engine to facilitate experimentation.

Work [59] describes a testbed for multi-robot coordination experiments comprised of heterogeneous ground robots including micro vehicles enhanced with custom sensing and wireless communication devices. Robotic platforms are connected to WSN nodes through a serial port. These nodes provide computing and communication capabilities and send direct commands to the robotic platforms. The testbed is equipped with overhead cameras to compute robots ground-truth poses. Also, an optional data monitor can be used for experiment logging and visualization. Its uses an ad-hoc software architecture with good flexibility and allows distributed and centralized experiments.

The Explorebots testbed [60] focuses on experimentation of protocols for mobile multi-hop networks. It uses robots based on customized Rogue ATV platforms, each carrying a Mica2 node as communication module. The robots are equipped with webcams, electronic compasses and range sensors. Each robot has a WSN node that provides commands to and obtains information from it using a simple protocol. The testbed uses a closed architecture with low flexibility and extensibility. A GUI allows on-site visualization of images and data.

Robomote [61] is a general purpose testbed comprised of custom micro robotic platforms—Robomote—equipped with simple compass and proximity sensors. A Mica2 WSN node acts as the master of each mobile node. The Robomote processor is in charge of the communication with the sensors and actuators and with the Mica2, which implements higher level sensing and mobility control functions. It uses a modular and open distributed software architecture based on TinyOS.

2.6 Cooperating Objects Testbeds with High Integration

They have the capacity to hold Cooperating Objects balanced experiments in which different heterogeneous devices from different technological fields work as peers. Few existing testbeds comprise the necessary hardware and software infrastructure
to belong to this category, and the majority of them are often focused on particular functionalities, with the corresponding loss of generality. Different designs of a general Cooperating Objects testbed have been proposed in a number of works. However, in few of them the testbed is implemented and made open to the community. UBIROBOT\(^{12}\) comprises WSN, PDAs, smartphones and mobile robots equipped with a variety of sensors. Apart from a general design we could not find further scientific publications, details or information on its current availability. In some other cases, the approach and capabilities are promising but the testbed was developed specifically for experimentation of some functionalities, which limits its impact in the community. That is the case of the SWARM testbed \([62]\), which focused on swarm cooperation between a fleet of robots and a static WSN, considered also as a swarm.

The testbed for networked Physically Embedded Intelligent Systems (PEIS) targets methods for the use of ubiquitous systems in every day live \([63]\). The PEIS-home testbed, at the AASS Mobile Robotics Laboratory (University of Örebro), is a small apartment equipped with a fleet of robots Magellan Pro robot and Roomba, among others, with communication infrastructure, ubiquitous computing devices, a camera network, automatic appliances and embedded sensors, see Fig. 2.4. It also includes WSN and RFID technologies. The PEIS architecture is centralized modular, flexible and highly extensible and scalable.

ISROBOTNET \([64]\) was developed within the framework of the URUS project on ubiquitous robotics in urban settings. Thus, its design and architecture aim to meet the project needs. The testbed includes a camera network with ten webcams and 5 robots (4 Pioneer 3AT and one ATRV-Jr) equipped with self-localization and obstacle avoidance sensors. WSN nodes are used as distributed sensors for localization and tracking. The testbed uses a modular and flexible service-oriented middleware based on open-source software to simplify the integration of subsystems developed by different users and to enable easy transition from simulation to experimentation.

---

\(^{12}\) [http://ubirobot.ucd.ie](http://ubirobot.ucd.ie)
It includes software modules with image processing algorithms for human activity detection, people tracking using static and mobile cameras, among others.

2.7 Conclusions

The interest in Cooperating Objects technologies has motivated the development of a high number and variety of experimental testbeds. Despite the number and variety of existing testbeds, most of them focus on cooperation among elements from the same technological field. Very few of them enable full integration and interoperability between elements from different Cooperating Objects fields and, those which do, are focused on specific applications or functionalities. This lack of suitable testbeds for integrated Cooperating Objects research has been pointed out as one major drawback for the development of the Cooperating Objects domain. The CONET Cooperating Objects Integrated Testbed was designed to fill in this gap.
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