Chapter 2
Voice Analytics Process

2.1 Introduction

Analysis of a large volume of audio conversation is required to derive reliable analytics that is statistically significant. However, analyzing audio conversations manually is not only time-consuming and boring but also error prone. Automatic processing of audio conversations is the only option; this automatic mechanism of processing audio conversations to derive usable information is called Speech or Voice Analytics. So speech analytics can, at a very broad level, be defined as

_The process of automatically deriving usable information by processing and analyzing a large quantum of statistically significant audio conversations between the customer and the agent to extract usable and actionable information._

Deriving usable information from speech conversation is most often a two-step process (as seen in Fig. 2.1), namely that of

- Converting the audio conversation between the customer and the agent into text transcripts, followed by
- Analysis of the text transcripts, using natural language text processing techniques, to derive usable analytics.

While several other mechanisms exist, the most common one being that of spotting key words and key phrases in the audio conversation without completely transcribing the entire audio conversation into text [1]. The common process adopted by most commercial voice analytics tools available in the market [2–5] is that of converting the audio into text and then processing text to derive useful information, this is shown in Fig. 2.1.

A comprehensive picture of call center voice analytics process is sketched in Fig. 2.2. The process flow can be summarized as

Step 1: A user initiates the call which lands on the private branch exchange (PBX) of the call center. Note that the customers can call from any device (land-line, mobile, VoIP), and from any environment (office, home, street). This
is particularly important because the environment and the channel play a prominent role in analyzing audio conversation.

Step 2: After waiting in the queue (more often than not), the call lands on the agent’s desk. Very often the wait time aggravates the customer satisfaction index [6] leading to an irate customer even before the customer starts conversing with the agent.
Step 3: While the conversation is on, the call between the agent and the customer is being recorded along with some meta data (the number from where the call was made, the time of the day, etc.) on a server. These audio calls need to be analyzed for information to infer details being conversed. Typically, these calls are interlaced with speech of the customer, the agent and once in a while hold music.

Step 4.1: The interlaced speech is first processed to separate the hold music and voice.

Step 4.2: The voice portion is then separated into speech spoken by the agent and that spoken by the customer.

Step 5: Each of this speech segment is then passed through a speech to text converter, essentially an automatic speech recognition engine.

Step 6: The converted text is processed using text analysis tools to derive actionable and usable information.

Step 7: Capture the information embedded in the conversation which can be indexed for later search or generate reports.

So before the actual conversion of audio to text happens, there are two essential steps of preprocessing audio conversation, namely that of separating the hold music from voice and that of distinguishing the customer and the agent spoken speech. We look at this next.

### 2.2 Music Voice Separation

One of the important steps in analyzing call center conversation is the separation of voice and music. There are several approaches (see references in [7]) available to separate an audio which is interlaced by music and voice. One approach is to use nonlinear speech features like Teager energy [8] to obtain modulation-based features from an audio stream. These features can be used in a supervised learning scheme for segment-wise discrimination of vocal and music component in an audio stream.

Audio signal $x(t)$ is nonlinear, time-varying, and can be looked upon as a Amplitude Modulation–Frequency Modulation (AM–FM) model [8], namely

$$x(t) = a(t) \cos(\phi(t)) \quad (2.1)$$

where, $a(t)$ is the time-varying amplitude and $\phi(t)$ is defined as
\[
\phi(t) = \omega_c t + \omega_m \int_0^t q(\tau) d\tau + \theta
\]  
(2.2)

where \(\omega_c\) is the center frequency and \(\omega_m\) is the maximum frequency deviation from the \(\omega_c\), \(|q(t)| \leq 1\) and \(\theta = \phi(0)\) is some arbitrary constant phase offset. The time-varying instantaneous angular frequency \(\omega_i\) is defined as

\[
\omega_i(t) \overset{\text{def}}{=} \frac{d}{dt} \phi(t) = \omega_c + \omega_m q(t)
\]  
(2.3)

Equation (2.1) has both an AM and FM structure hence \(x(t)\) can be called an AM–FM signal.

It has been shown that this nonlinear modeling of speech helps in extraction of robust speech features [9]. Two different information signals can be simultaneously transmitted in the amplitude \(a(t)\) and the frequency \(\omega_i(t)\). The AM–FM model can be used to represent any speech signal \(s(t)\) as a sum of AM–FM signals, namely

\[
s(t) = \sum_{k=1}^{K} a_k(t) \cos(\phi_k(t))
\]  
(2.4)

where \(K\) is the number of speech formants. Clearly, \(a(t)\) and \(\omega_i(t)\) for \(k = 1, 2, \ldots, K\) represents the speech signal \(s(t)\). However, these have to be estimated from the speech signal.

Given a speech signal over some time interval, the problem is to estimate the amplitude envelope \(|a(t)|\) and the instantaneous frequency \(\omega_i(t)\) for each \(k\) and at each time \(t\). One of the ways to estimate \(a(t)\) and \(\omega_i(t)\), is to first isolate individual resonance by bandpass filtering the speech signal around its formants and then estimating amplitude and frequency modulating signals of each resonance based on an energy-tracking operator as described in [10]. The Teager energy operator \(\psi\) (TEO) is defined as

\[
\psi_c[x(t)] \overset{\text{def}}{=} \left[ \frac{d}{dt} x(t) \right]^2 - x(t) \left[ \frac{d^2}{dt^2} x(t) \right]
\]  
(2.5)

When \(\psi\) given by (2.5) is applied to the bandpass filtered speech signal (2.1), we get the instantaneous source energy, namely

\[
\psi[x(t)] \approx a^2(t)\omega_i^2(t)
\]  
(2.6)

In the discrete form as is applicable to most speech processing systems [11], Eq. (2.5) can be written as

\[
\psi[x[n]] = x^2[n] - x[n + 1] x[n - 1]
\]  
(2.7)

where \(x[n]\) is the sampled speech signal.
The TEO is typically applied to a bandpass filtered speech signal, since its intent is to reflect the energy of the nonlinear flow within the vocal tract for a single resonant frequency. Although the output of the bandpass filter still contains more than one frequency component, it can be considered as an AM–FM signal, $r(t) = a(t) \cos(2\pi f(t)t)$. The TEO output of $r(t)$ can be approximated as

$$\psi[r(t)] \approx [a(t) 2\pi f(t)]^2 \quad (2.8)$$

The AM–FM demodulation can be achieved by separating the instantaneous energy given in (2.6) into its amplitude and frequency components. $\psi$ is the main ingredient of the first Energy Separation Algorithm (ESA) developed in [8] and used for signal and speech AM–FM demodulation, namely

$$f[n] \approx \cos^{-1}\left(1 - \frac{\psi[y[n]] + \psi[y[n + 1]]}{4\psi[x[n]]}\right) \quad (2.9)$$

and

$$|a[n]| \approx \sqrt{\frac{\psi[x[n]]}{1 - \left(1 - \frac{\psi[y[n]] + \psi[y[n + 1]]}{4\psi[x[n]]}\right)^2}} \quad (2.10)$$

where $y[n] = x[n] - x[n - 1]$ and $f[n]$ is the FM component at sample $n$ and $a[n]$ is the AM component at sample $n$. In practice, the speech signal is bandpass filtered using Gabor filters because of their optimal time-frequency discriminability [8], namely

$$s(t) = x(t) \ast g(t) \quad (2.11)$$

where $g(t)$ is given by

$$g(t) = \frac{1}{\sqrt{2\pi}\sigma} \left(e^{-\frac{t^2}{2\sigma^2}}\right) \left(e^{j(2\pi\omega_0 t)}\right) \quad (2.12)$$

where $\omega_0$ is the center frequency and $\sigma$ is the bandwidth of the Gabor filter.

In the case of audio signals, a Gabor filter-bank (placed at various critical band frequencies such as formant frequencies or at frequencies determined by Mel-scale) with a narrow bandwidth are used. The extraction of AM–FM components (2.9) and (2.10) from the bandpass filtered signal may be carried out using the Teager energy of the filtered signal. The efficiency of nonlinear speech features, namely instantaneous modulation features such as instantaneous amplitude and instantaneous frequencies have been studied for various applications like phoneme classification, speech recognition [9, 12], assessment of vocal fold pathology [13], stress detection [14], and music voice separation [7].

Figure 2.3 shows the typical distributions for vocal and music segments [7]. The instantaneous frequencies using three different Gabor filters ($\omega_0 = 240, 738, 1361$)
are extracted from the audio signal. The instantaneous feature distribution for voice and music segments of the audio, for three different bands, namely band 1 (center frequency $\omega_0 = 240$), band 2 (center frequency $\omega_0 = 738$) and band 3 (center frequency $\omega_0 = 1361$) are shown in Fig. 2.3a, b and c respectively.

It can also be seen from the distribution plots (Fig. 2.3) that the instantaneous frequency has very distinct distributions for voice and music segments in all the three frequency bands. This observation is exploited to distinguish voice and music components very reliably.

Once the music and voice in the audio conversation have been separated, the next task is that of distinguishing the voice spoken by the agent and that spoken by the customer. This is generally called speaker segmentation.
2.3 Agent Customer Speech Segmentation

A typical audio conversation available for processing and hence analysis is a conversation in natural language involving both the voice agent and the customer. For the purpose of meaningful analytics, it is mandatory that we know who spoke what, meaning we be able to distinguish the part of the audio conversation where the agent spoke and that part of the conversation where the customer spoke.

There are several audio segmentation techniques proposed in the literature for audio broadcast and group meetings [15–17], however, there is not much work done for telephone conversations [18] because telephone conversational speech has a much faster speaker change rate, large variation in speaking style of the speaker, presence of nonspeech sounds, crosstalk, and babble. Speaker segmentation is generally a multistep process consisting of

1. identifying the speaker change points in the audio conversation, followed by
2. identifying the number of speakers and then
3. associating each speech segment to a particular user.

Change point detection is, in general, the process of identifying change in some characteristics of the speech [19]. In a call center telephone conversation, the change in characteristics can be assumed to be that corresponding to the change from one person speaking to another. Typically, in telephone conversations, in addition to the noise and cross talk which is all too common, there are several instances when more than one person is speaking at the same time (talk over). Additionally, the conversation is skewed in the sense that the length or duration of one person speaking could be very small while that of the other person could be very large (a complaining customer). These are some of the challenges that one faces in telephone conversation compared to news audio broadcast where it is more controlled in terms of duration between changes in speakers.

A common process adopted for automatic change point detection in a telephone conversation is the use of a baseline change point detection technique [20]. The idea is to divide the entire speech into small overlapping windows of size 2–5 s; preprocessed each window to extract speech features like MFCC (Mel Frequency Cepstral Coefficient) and LSF (Line Spectral Frequency) [21] which are commonly used speech features for speaker segmentation [20] and then compare adjacent windows to identify change points in audio.

*Though MFCC is extensively used in speech recognition; LSF speech parameters perform much better for speaker segmentation [22–24].*

The comparison helps decide if the two adjacent windows of speech have similar characteristics or different, meaning if they originate from the same source or different sources. As seen in Fig. 2.4 the adjacent overlapping windows are represented by a red box and a blue box and are compared to determine if these adjacent windows of speech have similar characteristics or different. This process is applied on the entire speech signal by sliding along the time axis.
A speaker change point detection approach is described in detail for telephone conversation in [19]. It consists of a preprocessing step followed by identification of potential speaker change points followed by the selection of actual change points.

### 2.3.1 Two Pass Speaker Change Detection

The baseline change point detection technique used in speaker segmentation systems [25] is to divide the entire speech into small overlapping windows of size 25 s, then compare adjacent windows and decide whether the two adjacent windows of speech have similar characteristics or different, meaning if they originate from the same source or different sources. As shown using Fig. 2.4, the adjacent overlapping windows (represented by a red box and a blue box) are compared to determine if these windows of speech have similar characteristics of different. This decision is done by sliding along the time axis.

For a pair of adjacent windows being compared and found to be originating from different sources, the endpoint of the first window would be considered the change point. Clearly, the window size constrains the detection of short duration changes. Also, the localization (closeness of a detected change point to the actual change point) of the detected changes directly depends on the size of window overlap and the window shift [26].

#### 2.3.1.1 First Pass: Coarse Detection

One can safely assume that the audio conversation, especially the call center conversation, starts with one speaker speaking for at least a few seconds (say Speaker 1, welcome message by the agent). These data are used to build a reference model $\lambda_1$ for Speaker 1. The rest of the audio conversation is analyzed using a sliding window ($W$) of length 2 s.
A hypothetical segment boundary is assumed at the center of the window with the first part (say \( W_1 \)) of the window being assumed as a continuation of a speaker and the second part (say \( W_2 \)) of the window being assumed as generated from the other speaker. A speech feature is extracted for the two sub-windows \( W_1 \) and \( W_2 \) under consideration using speech frames of length 20 ms with a frame overlap of 10 ms. Let there be \( N \) frames in each of the two sub-windows \( W_1 \) and \( W_2 \). We have,

\[
W_1 = \{w_{11}, w_{12}, \ldots, w_{1N}\}
\]

and

\[
W_2 = \{w_{21}, w_{22}, \ldots, w_{2N}\}
\]

The task is to decide if these two sub-windows belong to the same or different acoustic conditions and hence speakers. Assume that the hypothesis \( IH_0 \) indicates that the two sub-windows belong to one single multivariate Gaussian process or a single speaker, namely

\[
IH_0 : W_1, W_2 \sim N(\mu_W, \Sigma_W) = NW
\]

The hypothesis \( IH_1 \) indicates that the two segments \((W_1, W_2)\) are generated by two different multivariate Gaussian processes or two speakers, namely,

\[
IH_1 : W_1 \sim N(\mu_{W_1}, \Sigma_{W_1}) = NW_1 \quad \text{and}
\]

\[
W_2 \sim N(\mu_{W_2}, \Sigma_{W_2}) = NW_2
\]

where \( \mu_W, \mu_{W_1} \) and \( \mu_{W_2} \) are the mean vectors and \( \Sigma_W, \Sigma_{W_1}, \) and \( \Sigma_{W_2} \) are the covariance matrices of the entire window \( W \) and the two sub-windows \( W_1, W_2 \) respectively. The generalized log likelihood ratio (GLR, \( IR_W \)) between the hypotheses \( IH_0 \) and \( IH_1 \) for the window \( W \) is defined as

\[
IR_W = \log L(W, NW) - (\log L(W_1, NW_1) + \log L(W_2, NW_2)) \quad (2.13)
\]

The GLR \( IR_W \) is computed [27] for a pair of adjacent sub-windows of same size and the analysis window is then shifted by a step length of 0.5 s along the speech signal and the likelihood ratio for the new window is computed. Negative \( IR_W \) indicates that the sub-windows are better represented by \( NW_1 \) and \( NW_2 \) rather that the whole window \( W \) being represented by \( NW \) meaning \( W \) had a speaker change point. The GLR distances thus computed for all windows for the audio track are computed and a threshold \( T \) (chosen empirically through experiments) is used to detect all possible candidate speaker change points. The threshold is so chosen, so that one does not miss out on any actual change points.
2.3.1.2 Second Pass: Speaker Change Detection

A second-level analysis is carried out to narrow down on the most likely speaker change point identified in the first pass. The candidate speaker change points detected in the above step are considered sequentially and we try to find the pair of segments that have a high likelihood of being from different speakers. For this, we use the initial part of the data which is assumed to be from Speaker 1 having a model parameter set represented as, $\lambda_1$. The similarity of the sub-window $W_1 = [w_1, w_2, \ldots, w_N]$ in the neighborhood of a candidate speaker change point detected in the first pass is computed as the log-likelihood

$$S(W_1|\lambda_1) = \sum_{i=1}^{N} \log(p(w_i|\lambda_1))$$ (2.14)

The acoustic probability that an observed feature vector $w_i$ was generated by the model, $\lambda_1$ is given by,

$$p(w_i|\lambda_1) = \frac{1}{\sqrt{(2\pi)^d|\Sigma|}}exp\left\{-\frac{1}{2}(w_i-\mu)^T\Sigma^{-1}(w_i-\mu)\right\}$$ (2.15)

where $d$ is the dimension of the feature vector $w_i$. Since true densities of the Speaker 1 is unknown, they can be approximated by sample mean and variances for computing the speaker model $\lambda_1$. The change points for which the adjacent sub-window segments have a large difference in similarity computed from (2.14) are identified as valid speaker change points. The first valid speaker change point signals the beginning of a second speaker segment. The first speaker model parameters are modified using all the frames up to the detected change point.

Figure 2.5 shows a sample speech conversation after speaker segmentation. Once this is done, a speech to text conversion (Fig. 2.6a) would result in a corresponding text transcription as shown in Fig. 2.6b. However, there are challenges in the process of converting speech to text.
2.4 Speech to Text Conversion

The process of speech to text conversion is commonly known as automatic speech recognition (ASR). It should be noted that like most AI systems, the process of building a speech recognition system is based on learning, namely the recognition system needs to be taught what it is required to perform. There are essentially (see Fig. 2.7) three main blocks involved in this recognition process. The first one is the acoustic models (AM), the second is the lexicon and the third is the statistical language model (SLM).

The acoustic model (AM) is an important component of speech to text conversion process, it models various sounds (phonemes) that make up a spoken word. In general, AMs are statistical models and are trained using a large amount of speech corpus.

Speech corpus is a carefully constructed data set which consists of the spoken acoustic data plus a manually transcribed text corresponding to the audio data.

The lexicon (or the pronunciation dictionary, see Fig. 2.8) contains a list of words that should be recognized by the ASR engine. There are different approaches to construct lexicons using grapheme to phoneme mapping techniques [28, 29], however,
A lexicon, in general is handcrafted by a Linguistic and takes into account the actual manner in which a particular word is pronounced. It should be noted that the same word can have more than one pronunciation.

Statistical Language Model or just the language model (LM) models the syntax and grammar of the sentences that are expected to be spoken and hence to be recognized. Generally, this is constructed through a process of training which requires significant amount of text corpus (see Fig. 2.9). Both SLM and the lexicon need to be fine-tuned specifically to suit the domain for which speech to text recognition is to be applied. For example, specific product names need to be appended to the standard lexicon of the ASR engine, so that the ASR engine can recognize the occurrence of the product name in the audio call. In a way the ASR engine performance largely depends on the language model and lexicon (see Fig. 2.8).

Speech to text conversion task is highly data driven, meaning the larger the volume of data used for training, the better is the performance. In terms of lower word error rate (WER). For example, a study [30] indicates that between 6,00,000 and 8,00,000 hours of data acoustic training data would be required for WER $\rightarrow 0$. More realistically, as discussed in [31] WER as low as 17% could be achieved on voice search queries.
### 2.4 Speech to Text Conversion

#### Table 2.1 Types of error in ASR

<table>
<thead>
<tr>
<th>Actual</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypothesis</td>
<td>*</td>
<td>B</td>
<td>S</td>
<td>D</td>
<td>E</td>
</tr>
</tbody>
</table>

in English by using SLM trained on 230 billion words. However, it should be noted that apart from the amount of training data, the type of training data matters a lot in terms of the training data resembling the actual test scenario. Resemblance in terms of environmental conditions.

The performance of an Speech to text conversion process is generally measured as Word Error Rate (WER),

\[
WER = \frac{\text{# of word errors}}{\text{# of reference words}}
\]

where # of word errors is the sum of number of word deletions, word insertions and word substitutions required to match the output of a Speech to text hypothesis to the actual speech utterance.

We see above (in Table 2.1) that there are three types of word errors. The word A is not recognized at all (Deletion error), C is recognized as S (Substitution error), E is falsely recognized when it is not actually present in the speech (Insertion error). For the above example, WER = 3/4. WER → 0 indicates better accuracy WER.

The current adopted method in most commercial voice analytics tools (for example, [2–5]) for analyzing call center conversations, as mentioned earlier, is one of converting speech to text followed by natural language text processing. However, there are several challenges in using this two-step approach to analyze call center conversations.

### 2.4.1 Speech-to-Text Conversion Challenges

There are a significant number of challenges that crop up during the process of converting speech to text, especially for natural language spoken conversations on the telephone channel.

As observed earlier, building a speech recognition system to automatically transcribe naturally spoken call center conversation requires extensive training, not only in terms of construction of a SLM and a lexicon but also in terms of training acoustic models.

A language is said to be resource rich if it has a reasonable quality and quantity of speech corpus. Else the language is categorized as being Deficient.

Unfortunately, the state of the art, even for a resource rich language like English is poor because of use of slangs, different accents, different environmental conditions to name a few. Post extensive training, a well-trained speech recognition engine even for a resource rich language like English, the speech recognition performance on a natural language spoken conversation has a WER of about 40 − 50% (see Appendix F).
Subsequently, irrespective of the type of text analysis approach adopted, the analysis of the text is affected by the noise in the transcription. This affects the usable information derived from these noisy transcriptions. There is a relatively new area of work concentrating on noisy text analysis [33–35].

ASR performance even under controlled conditions, like in [32], where an original article was read by a single user, the speech-to-text conversion accuracy is poor. Figure 2.10a shows the original text, while 2.10b shows the output of an ASR. Clearly, the ability to automatically transcribe a natural language speech is very poor. As noted earlier, the speech-to-text conversion mechanism is based on the process of learning. If the training data, in this case speech, is for a particular channel or a particular environment, then the speech to text processing fails if there is a variation in these environmental conditions. Hence, the presence of environmental noise in the conversational speech is a further impediment in the speech to text conversion process [36] and so is the variation in the channel characteristics. A more complete list is captured in Table 2.2.

The speech-to-text conversion process for resource deficient languages is further compounded because of lack of availability of speech corpus for training (acoustic models, statistical language models, lexicon, see Fig. 2.7) and hence the recognition accuracies are very poor. However, speech corpus is a central element for training

---

### Table 2.2 Factors impeding Speech to text

<table>
<thead>
<tr>
<th>Category</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source/Channel</td>
<td>Background noise, speech codec, microphone, telephone</td>
</tr>
<tr>
<td>Linguistic</td>
<td>language, dialect, mixed language, accent, pronunciation, domain, vocabulary size, proper-names, OOV</td>
</tr>
<tr>
<td>Non-linguistic</td>
<td>Spoken speech (anger, hesitation, fast)</td>
</tr>
<tr>
<td>Operational</td>
<td>real time, offline, multi-pass ASR</td>
</tr>
</tbody>
</table>

---

Fig. 2.10 Example of noise due to speech to text process. **a** Actual text and **b** ASR transcribed text

---

**SRI LANKA GETS USDA APPROVAL FOR WHEAT PRICE Food**  
Department officials said the U.S Department of Agriculture approved the Continental Grain Co sale of 52,500 tonnes of soft wheat at 89 U.S Dlrs a tonne C and F from Pacific Northwest to Colombo. They said the shipment was for April 8 to 20 delivery

... Srilankan gets you s.d. approval for wheat thrice fire department officials said the u.s. department of agriculture approve p continental crane co sell off fifty two thousand five funded tons office of to be at each team nine new west dollars a tan c and as from pacific northwest to colombo they said the shipment was for april eke to twenty deliver
the acoustic models used in a speech recognition engine. Additionally, constructing a speech corpus for a language is an expensive, time-consuming, and laborious process [37]. Appendix E details on how to construct a speech corpus for a resource deficit language.

Building Speech recognition application for resource deficient languages is a challenge because of the unavailability of a speech corpus.

A mechanism to build an inexpensive speech corpus, for resource-deficient languages Indian English and Hindi, by exploiting existing collections of online speech data to build a Frugal speech corpus is proposed in [37].

For resource-deficient languages the two-step process (steps of speech to text followed text analysis) of analyzing call center conversation to derive analytics does not exist. However, there has been a segment of work that makes use of existing language resources to build speech recognition engine for a resource deficient language (see for example [37–41]). Additionally, the speech to text conversion process is further complicated in a multilingual country, like India, where people tend to use more than one language in the same sentence. This is called mixed language use [42] and is also known as code switching in literature. Speech-to-text conversion of such speech is highly poor because most often the speech recognition engines are designed with the assumption that users stick to one language during their conversation. This poses problems in automatic recognition of linguistic content of the conversation.

These challenges in linguistic processing of spoken speech make it difficult to use the two-step process to analyze call conversations, thus opening up options to use non-linguistic processing of speech to derive usable information. For resource deficient languages one needs to necessarily rely on techniques that do not require the linguistic speech to text conversion process for such languages.

Additionally, reasons to adopt non-linguistic processing could stem from the fact that sometimes it is just sufficient to know in a call center setting which call was abnormal; without the need to know what was the explicit (linguistic) reason for abnormality.
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