Chapter 2

Photonic bandstructure calculations

2.1 Approximation of Maxwell eigenvalues and eigenfunctions

by Willy Dörfler

2.1.1 The Maxwell eigenvalue problem

We recall that for the time-harmonic case with frequency $\omega$ we derived for the spatially varying part of the electric field $x \mapsto E(x)$ the equation (1.17),

$$\nabla \times \left( \frac{1}{\mu} \nabla \times E \right) = \omega^2 \varepsilon E$$

with the additional constraint

$$\nabla \cdot (\varepsilon E) = 0.$$

For the material parameters we set $\mu = \mu_0 \mu_r$ and $\varepsilon = \varepsilon_0 \varepsilon_r$. Moreover, we assume here that $\Omega$ is bounded in $\mathbb{R}^3$ and we impose the boundary condition (1.20), $n \times u = 0$, of a perfect conductor on $\partial \Omega$. With the definitions $\lambda := (\omega/c)^2$ ($c$ the speed of light, Section 1.1.4) and $u := E$ the eigenvalue problem now reads

$$\nabla \times \left( \frac{1}{\mu_r} \nabla \times u \right) = \lambda \varepsilon_r u \quad \text{in } \Omega,$$

$$\nabla \cdot (\varepsilon_r u) = 0 \quad \text{in } \Omega,$$

$$n \times u = 0 \quad \text{on } \partial \Omega.$$
\(\lambda\) is called Maxwell eigenvalue. Note that the problem for \(u := H\) would lead to equations with \(\varepsilon_r\) and \(\mu_r\) interchanged and the boundary condition \(n \cdot u = 0\) (1.20). We will continue with the first version and the additional setting \(\mu_r = 1\), which is a reasonable choice for many applications.

The eigenvalue problem will be connected to the following problem, the (strong) curl–curl source problem: Let a (suitable) vector field \(f\) be given. Assume that we can define \(u := T f\) as the unique solution to the problem

\[
\begin{align*}
\nabla \times \nabla \times u &= \varepsilon_r f & \text{in } \Omega, \\
\nabla \cdot (\varepsilon_r u) &= 0 & \text{in } \Omega, \\
n \times u &= 0 & \text{on } \partial \Omega.
\end{align*}
\]

This defines a linear operator \(T\). The connection to the eigenvalue problem is that we now seek a nontrivial \(u\) such that \(u = T(\lambda u)\) or \(Tu = u/\lambda\) (for \(\lambda \neq 0\)). Thus we have to study the spectrum of \(T\). The same can be done in the discrete case. This will be the guideline for the following section.

We restrict the considerations to the following classes of domains \(\Omega\) and coefficients \(\varepsilon_r, \mu_r\).

**Assumption 2.1.1.**

(1) Let \(\Omega \subset \mathbb{R}^3\) be a bounded domain with a polygonal simply connected boundary.

(2) Let \(\varepsilon_r : \Omega \to \mathbb{R}\) be piecewise constant with two-sided bounds \(1 \leq \varepsilon_r \leq \varepsilon_\infty\) for some \(\varepsilon_\infty \geq 1\), \(\mu_r = 1\).

For more general conditions on \(\varepsilon_r\) and \(\mu_r\), such as \(\varepsilon_r, \mu_r \in \mathbb{C}\) or \(\varepsilon_r, \mu_r \in \mathbb{R}^{3,3}\), and the related different techniques, see [19] [26, Ch. 4.2, 4.6].

**2.1.2 The weak curl–curl source problem**

The second equation in (2.1) is interpreted as a linear constraint on the first equation. We choose a Lagrange ‘parameter’ \(p\), multiply the first equation by an arbitrary \(v \in H_0(\text{curl}, \Omega)\) and the second with arbitrary \(q \in H^1_0(\Omega)\) and integrate by parts to get the weak curl–curl source problem

\[
\int_{\Omega} \{\nabla \times u \cdot \nabla \times v + \varepsilon_r \nabla p \cdot v\} = \int_{\Omega} \varepsilon_r f \cdot v \quad \text{for all } v \in H_0(\text{curl}, \Omega), \quad (2.2)
\]

\[
\int_{\Omega} \varepsilon_r \nabla q \cdot u = 0 \quad \text{for all } q \in H^1_0(\Omega).
\]

In the following we will use the abbreviations

\[
\begin{align*}
V := H_0(\text{curl}, \Omega) \text{ with } \|v\|_V := \|v\|_{H(\text{curl},\Omega)}, \\
Q := H^1_0(\Omega) \text{ with } \|q\|_Q := \|\nabla q\|_{L^2(\Omega)}.
\end{align*}
\]
Note that due to Assumption 2.1.1.(2), we have \( f \in L^2(\Omega)^3 \) if and only if \( \varepsilon_r f \in L^2(\Omega)^3 \). The above problem is then formalised as to find \( u \in V \) and \( p \in Q \) with

\[
a(u, v) + b(p, v) = F(v) \quad \text{for all } v \in V, \\
b(q, u) = 0 \quad \text{for all } q \in Q,
\]

with continuous bilinear forms, resp., linear form

\[
a : V \times V \to \mathbb{R}, \quad a(w, v) := \int_\Omega \nabla \times w \cdot \nabla \times v, \\
b : Q \times V \to \mathbb{R}, \quad b(q, v) := \int_\Omega \varepsilon_r \nabla q \cdot v, \\
F : V \to \mathbb{R}, \quad F(v) := \int_\Omega \varepsilon_r f \cdot v.
\]

**Reduction to a single equation**

We incorporate the constraint into the space and therefore seek \( u \in V_{\varepsilon_r} \) with

\[
V_{\varepsilon_r} := \{ v \in V : b(q, v) = 0 \text{ for all } q \in Q \}.
\]

Then the second equation is automatically satisfied and it remains

\[
a(u, v) = F(v) \quad \text{for all } v \in V_{\varepsilon_r}.
\]

**Existence**

([23] [19, Ch. 4] [26, Ch. 3.4]). Existence and uniqueness for these type of equations will be proved via the Babuška–Brezzi Theorem 1.2.6. In order to establish the requirements, Theorem 1.2.1 would be the right tool for the following arguments if \( \varepsilon_r \) would be constant. But we now need requirements on \( \nabla \cdot (\varepsilon_r u) \) instead of \( \nabla \cdot u \). However, the result can be reformulated correspondingly.

**Theorem 2.1.2.** Let \( \Omega \subset \mathbb{R}^3 \) and \( \varepsilon_r \) as in Assumption 2.1.1. Then the space \( X_N(\Omega; \varepsilon_r) := H_0(\text{curl}, \Omega) \cap H(\text{div}(\varepsilon_r), \Omega) \) is continuously embedded in \( H^s(\Omega)^3 \) for some \( s > 0 \), more precisely, for each of its elements holds

\[
\|v\|_{H^s(\Omega)^3} \leq C \left( \|v\|_{V} + \|\nabla \cdot (\varepsilon_r v)\|_{L^2(\Omega)^3} \right)
\]

with \( C > 0 \), depending on \( \Omega, \varepsilon_r, s \). Especially, \( V_{\varepsilon_r} \) is compactly embedded in \( L^2(\Omega)^3 \). If \( \varepsilon_r \) is uniformly Lipschitz-continuous, then one can find \( s > 1/2 \). If, in addition to that, \( \Omega \) is convex, then we can take \( s = 1 \). A corresponding result holds for \( v \in X_T(\Omega; \varepsilon_r) := H(\text{curl}, \Omega) \cap H_0(\text{div}(\varepsilon_r), \Omega) \).

**Proof.** [19, Thm. 4.1, Lem. 4.2, Cor. 4.3]. Let \( v \in X_N(\Omega; \varepsilon_r) \). Application of the Regular decomposition Theorem 1.2.4, that actually holds also under the stated requirement on \( v \), establishes \( v = z + \nabla q \) for \( z \in H^1(\Omega)^3 \) and \( q \in Q \). Multiplying
by \( \varepsilon \), and taking (formally) the divergence yields the boundary value problem
\[- \nabla \cdot (\varepsilon \nabla q) = \nabla \cdot (\varepsilon z) - \nabla \cdot (\varepsilon \v q) \] in \( \Omega \), \( q = 0 \) on \( \partial \Omega \), to be interpreted in the weak sense. While the second term on the right is in \( L^2(\Omega)^3 \) by assumption, the first term will be in \( L^2(\Omega)^3 \) only if \( \varepsilon \) is sufficiently regular (e. g., uniformly Lipschitz), but a distribution otherwise. The result follows from the elaborated regularity theory with Dirichlet boundary condition that results in the bound \( \| \nabla q \|_{H^1(\Omega)} \leq C(\| z \|_{H^1(\Omega)} + \| \nabla \cdot (\varepsilon \v q) \|_{L^2(\Omega)^3}) \) which leads immediately to the stated bound \cite{14}. We note, that for \( \v q \in V_{\varepsilon} \), we get the bound \( \| \v q \|_{H^1(\Omega)} \leq C \| \v q \|_V \) which proves the compactness.

For the case of \( X_T(\Omega; \varepsilon) \) we have \( n \cdot \nabla q = 0 \) as a boundary condition and can refer to regularity results for the homogeneous Neumann problem \cite{14}.

\[ \text{Theorem 2.1.3 (Poincaré–Friedrich–type inequality).} \quad \text{Let} \quad \Omega \subset \mathbb{R}^3 \quad \text{and} \quad \varepsilon \quad \text{as in Assumption 2.1.1.} \quad \text{Then} \]
\[ \| \v \|_{L^2(\Omega)^3} \leq C_F \| \nabla \times \v \|_{L^2(\Omega)^3} \tag{2.9} \]
holds for all \( \v \in V_{\varepsilon} \) with a constant \( C_F > 0 \).

\[ \text{Proof.} \quad \text{The proof is indirect: Assuming that the assertion is wrong, we have a sequence} \quad \{ \v_n \}_{n \in \mathbb{N}} \subset V_{\varepsilon} \quad \text{that satisfies} \quad \| \v_n \|_{L^2(\Omega)^3} = 1 \quad \text{and} \quad \| \nabla \times \v_n \|_{L^2(\Omega)^3} \to 0. \]

Using the compact embedding into \( L^2(\Omega)^3 \), Theorem 2.1.2, we find a limit \( \v \) of a subsequence that satisfies: \( \| \v \|_{L^2(\Omega)^3} = 1 \) and \( \| \nabla \times \v \|_{L^2(\Omega)^3} = 0 \). By Theorem 1.2.2 we see that \( \v = \nabla p \) for some \( p \in H^1(\Omega) \). Since \( n \times \v = n \times \nabla p = 0 \) on \( \partial \Omega \), \( p \) is constant on \( \partial \Omega \) and we can choose \( p = 0 \) on \( \partial \Omega \). Now \( p \) fulfills \( \nabla \cdot (\v \nabla p) = 0 \) (in the weak sense) with homogeneous boundary conditions and thus \( p = 0 \) and so \( \v = 0 \). This however contradicts \( \| \v \|_{L^2(\Omega)^3} = 1 \) \cite{26, Cor. 3.51, Cor. 4.8}.

\[ \text{Theorem 2.1.4.} \quad \text{Let} \quad \Omega \subset \mathbb{R}^3 \quad \text{and} \quad \varepsilon \quad \text{as in Assumption 2.1.1.} \quad \text{Then, for any given} \quad f \in L^2(\Omega)^3, \quad \text{there is a unique solution} \quad [u, p] \in V_{\varepsilon} \times Q \quad \text{to the weak curl–curl source problem (2.2) and it satisfies the a priori bound} \]
\[ \| u \|_V + \| p \|_Q \leq C \| f \|_{L^2(\Omega)^3} \]
for \( C := (C_F^2 + 2)\varepsilon \).

\[ \text{Proof.} \quad \text{We take} \quad a, b, F \quad \text{from (2.5)–(2.6) and identify} \quad H := V, \quad K := V_{\varepsilon}, \quad \text{and} \quad M := Q. \quad \text{From Theorem 2.1.3 we obtain the bound} \]
\[ \| \v \|_{L^2(\Omega)^3} \leq C_F \| \nabla \times \v \|_{L^2(\Omega)^3} \quad \text{for all} \quad \v \in V_{\varepsilon}. \]

Then we have coercivity of the bilinear form \( a \) on \( V_{\varepsilon} \), since then
\[ a(\v, \v) = \| \nabla \times \v \|_{L^2(\Omega)^3}^2 = C_F^2 \| \nabla \times \v \|_{L^2(\Omega)^3}^2 + \frac{1}{C_F^2 + 1} \| \nabla \times \v \|_{L^2(\Omega)^3}^2 \]
\[ \geq \frac{1}{C_F^2 + 1} \left( \| \v \|_{L^2(\Omega)^3}^2 + \| \nabla \times \v \|_{L^2(\Omega)^3}^2 \right) \]
\[ = \frac{1}{C_F^2 + 1} \| \v \|_V^2. \]
To prove the inf–sup–condition choose an arbitrary smooth \( q \in Q \) and let \( v_q := \nabla q \in L^2(\Omega)^3 \). With \( \nabla \times \nabla q = 0 \) we see that \( v_q \in H(\text{curl}, \Omega) \). Since \( q|_{\partial \Omega} = 0 \) we have that \( \nabla q|_{\partial \Omega} \) is proportional to the normal vector \( n \) to \( \partial \Omega \) and thus \( n \times \nabla q = 0 \), hence \( v_q \in V \). Thus it holds

\[
\sup_{v \in V \setminus \{0\}} \frac{b(q, v)}{\|v\|_V} \geq \frac{b(q, v_q)}{\|v_q\|_V} \geq \min_{x \in \Omega} \{\varepsilon_r(x)\} \frac{\|\nabla q\|^2_{L^2(\Omega)^3}}{\|\nabla q\|_{L^2(\Omega)^3}} \geq \|q\|_Q
\]

and the inf–sup–condition follows readily from this. Note, that the proof relies on the property \( \nabla Q \subset V \). The continuity of the right hand side in (2.8) is easily verified by

\[
|F(v)| = \left| \int_{\Omega} \varepsilon_r f \cdot v \right| \leq \|\varepsilon_r f\|_{L^2(\Omega)^3} \|v\|_{L^2(\Omega)^3} \leq \varepsilon_\infty \|f\|_{L^2(\Omega)^3} \|v\|_V
\]

for all \( v \in V \). Applying Theorem 1.2.6 proves existence and uniqueness. The estimate follows immediately from (2.8) and the given bounds on \( a \) and \( F \). \( \square \)

**Theorem 2.1.5.** Let \( \Omega \subset \mathbb{R}^3 \) and \( \varepsilon_r \) as in Assumption 2.1.1. Then the mapping \( T : L^2(\Omega)^3 \to \mathbf{V}_{\varepsilon_r} \subset L^2(\Omega)^3 \), \( f \mapsto Tf := u \), with \( u \) from Theorem 2.1.4, is linear and continuous. Moreover, \( u \in H^s(\Omega)^3 \) for some \( s > 0 \) and hence \( T \) is compact.

**Proof.** The first assertion is a direct consequence of the previous Theorem 2.1.4. The regularity of \( u \) and the compactness of \( T \) follows from Theorem 2.1.2. \( \square \)

**Remark 2.1.6.** In case \( f \in \mathbf{V}_{\varepsilon_r} \) we find \( p = 0 \). Indeed, taking \( v := \nabla q \in V \) for \( q \in Q \) as a test function, we obtain the weak form for \( -\nabla \cdot (\varepsilon_r \nabla p) = 0 \) in \( \Omega \), \( p = 0 \) on \( \partial \Omega \), which is uniquely solved by \( p = 0 \). However, if \( f \not\in \mathbf{V}_{\varepsilon_r} \), then \( p \neq 0 \) and thus \( u \) is not a weak solution of (2.1) but

\[
\nabla \times \nabla \times u + \varepsilon_r \nabla p = \varepsilon_r f \quad \text{in} \ \Omega,
\]

\[
\nabla \cdot (\varepsilon_r u) = 0 \quad \text{in} \ \Omega,
\]

\[
\n \times u = 0 \quad \text{on} \ \partial \Omega.
\]

Thus, (2.10) is the correct definition for \( Tf \) in the strong form.

**Theorem 2.1.7.** Let \( \Omega \subset \mathbb{R}^3 \) and \( \varepsilon_r \) as in Assumption 2.1.1. Then there exists a discrete set of positive Maxwell eigenvalues with eigenspaces of finite multiplicity.

**Proof.** The weak form of the eigenvalue problem is given by (2.2) with \( f \) replaced by \( \lambda u \). Taking \( v = u \) we see that all eigenvalues are a priori non-negative. Note that according to Remark 2.1.6 we will find \( p = 0 \). Since the weak curl–curl problem is uniquely solvable, there is no zero eigenvalue. Thus all Maxwell eigenvalues are eigenvalues of \( T \), since \( Tu = 1/\lambda u \). The assertion for \( T \) follows from its compactness (Theorem 2.1.5). \( \square \)
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2.1.3 The discrete curl–curl source problem

We choose a Galerkin method to find a numerical approximation to (2.1) in that we formulate (2.2) in terms of discrete spaces $V^h \subset V$ and $Q_h \subset Q$ with inherited norms. Usually, these spaces are defined to be piecewise polynomial functions on a decomposition of $\Omega$ into a collection of “elements” like tetrahedra or hexahedra. The regularity of these functions at the interfaces has to be such that the trace operators are well defined. The parameter $h$ symbolises the maximal diameter of such elements and it will be the quantity that we refer to in the error estimates which study the behaviour for $h \to 0$. We will here not consider the influence of an approximation of $\Omega$ ($\Omega = \Omega_h$) and the permittivity $\varepsilon_r (\varepsilon_r = \varepsilon_{r,h})$. Thus we seek $u^h \in V^h, p_h \in Q_h$ such that, with $a, b, F$ as in (2.4)–(2.4)

\begin{align}
  a(u^h, v^h) + b(v^h, p_h) &= F(v^h) \quad \text{for all } v^h \in V^h, \quad (2.11) \\
  b(u^h, q_h) &= 0 \quad \text{for all } q_h \in Q_h.
\end{align}

Again, as in Section 2.1.2, we can reduce this system to one equation on a constraint space. Let

$$V^h_{\varepsilon_r} := \{ w^h \in V^h : b(q_h, w^h) = 0 \text{ for all } q_h \in Q_h \}$$

and seek $u^h \in V^h_{\varepsilon_r}$ such that

$$a(u^h, v^h) = F(v^h) \quad \text{for all } v^h \in V^h_{\varepsilon_r}.$$

The discrete problem is again of the type (2.3) and existence and uniqueness requires the validity of the conditions in Theorem 1.2.6. By Theorem 2.1.4 the requirements can be stated as follows.

**Theorem 2.1.8.** Assume that an estimate like (2.9) holds with constant $C_{dF}$ for all $v^h \in V^h_{\varepsilon_r}$ and that $\nabla Q_h \subset V^h$. For any given $f \in L^2(\Omega)^3$, there is a unique solution $u^h \in V^h_{\varepsilon_r}$ to the discrete curl–curl source problem (2.11) and it satisfies the bound

$$\|u^h\|_V + \|p_h\|_Q \leq C\|f\|_{L^2(\Omega)^3}$$

for $C := (C_{dF}^2 + 1)\varepsilon_{\infty}$.

**Proof.** We recall the proof of Theorem 2.1.4 and note that the requirement (2.9) guarantees coercivity of $a$ on $V^h_{\varepsilon_r}$ and that the requirement $\nabla Q_h \subset V^h$ suffices to prove the inf–sup–condition. $\square$

**Remark 2.1.9.** Note that $V^h_{\varepsilon_r} \not\subset V_{\varepsilon_r}$, thus the required inequality cannot be derived from (2.9). It will be formulated as an assumption in Assumption 2.1.13 and later be proved in Lemma 2.1.23.

In analogy to Theorem 2.1.5 we have the following consequence.
Theorem 2.1.10. The mapping $T^h : L^2(\Omega)^3 \to V^h_{\varepsilon, r} \subset V^h \subset H(\text{curl}, \Omega)$, $f \mapsto T^h f := u^h$ with $u^h$ from Theorem 2.1.8 is linear, continuous, and compact.

Proof. This is a direct consequence of the previous Theorem 2.1.8. The compactness is trivial since $V^h_{\varepsilon, r}$ is finite dimensional. \qed

2.1.4 Problems of Maxwell eigenvalue computations

(1) Solutions in general Lipschitz domains can have strong singularities: if $\Phi$ is a solution to $\Delta \Phi = 0$ in an L–shaped domain $\Omega$ we have $\nabla \Phi \in H^s(\Omega)^3$ for some $s \in (\frac{1}{2}, 1)$. Since $\nabla \times \nabla \Phi = 0$ and $\nabla \cdot \nabla \Phi = 0$, $u = \nabla \Phi$ is an example of a singular solution of a curl–curl equation. In case of discontinuous permittivities, however, one may find examples that $u \in H^s(\Omega)^3$ for any given $s > 0$ [14].

(2) The operator curl has an infinite dimensional kernel, namely the space of all gradients (here $\nabla H^1_0(\Omega)$). The relevant eigenfunctions however lie in the orthogonal component to these gradients. This has been used for the coercivity estimate and for the inf–sup condition in the proof of Theorem 2.1.4.

(3) Finite elements space that do not fit to the curl–div structure will in general produce spurious eigenvalues since the gradient space is not well separated from its orthogonal component [2, Sect. 5].

(4) If one uses $H^1$–conforming spaces, the method will only compute the projection of the singular solution into $H^1(\Omega)^3$ since the ansatz space is only a proper subspace of the solution space: the method seems to converge, the result however is wrong [12] [26, Lem. 3.5.6] [2, Sect. 5].

2.1.5 Convergence of discrete eigenvalues

With notations from (2.4)–(2.6), the discrete curl–curl eigenvalue problem reads

$$a(u^h, v^h) + b(v^h, p_h) = \lambda_h \int_{\Omega} \varepsilon_r u^h \cdot v^h \quad \text{for all } v^h \in V^h,$$

$$b(u^h, q_h) = 0 \quad \text{for all } q_h \in Q^h.$$

An abstract framework

With the operator $T^h$ from Section 2.1.3 at hand, the discrete eigenvalue problem can be formulated as $T^h(\lambda_h u^h) = u^h$ or $T^h u^h = 1/\lambda_h u^h$ for $\lambda_h \neq 0$. The convergence of the eigenvalues $\lambda_h$ for $h$ to 0 is connected to the convergence of eigenvalues of $T^h$ towards eigenvalues of $T$. For linear spaces $X, Y$, $\mathcal{L}(X, Y)$ will denote the space of linear mappings $X \to Y$ together with the operator norm.

Theorem 2.1.11. For the uniform convergence of the spectrum of $T^h$ towards the spectrum of $T$ it is necessary and sufficient that

$$\lim_{h \to 0} \|T - T^h\|_{\mathcal{L}(L^2(\Omega)^3, L^2(\Omega)^3)} = 0.$$
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Proof. [6, p. 1288] □

Theorem 2.1.12. Assume that \( \| T - T^h \|_{L(L^2(\Omega)^3)} \leq C h^t \) for \( h \leq h_0 \) with some \( h_0, t > 0 \). Let \( \lambda \in \mathbb{C} \setminus \{0\} \) be an eigenvalue of \( T \) with multiplicity \( m_j \in \mathbb{N} \) and eigenspace \( E(\lambda_j) \subset V_{\varepsilon} \). Then there are exactly \( m_j \) discrete eigenvalues \( \lambda_{h,j_1} \ldots \lambda_{h,j_m} \) of \( T^h \) that converge to \( \lambda_j \). If we define the approximate eigenvalue by

\[
\tilde{\lambda}_{h,j} := \frac{1}{m_j} \sum_{l=1}^{m_j} \lambda_{h,j_l}
\]

and the corresponding approximate eigenspace in \( V_{\varepsilon}^h \) by

\[
\tilde{E}^h(\lambda_{h,j}) := \bigoplus_{l=1}^{m_j} E^h(\lambda_{h,j_l}),
\]

then there exist \( h_0 > 0 \) such that for all \( h \in (0, h_0) \)

\[
|\tilde{\lambda}_j - \tilde{\lambda}_{h,j}| \leq C h^{2t} \quad \text{and} \quad \delta(E(\lambda_j), \tilde{E}^h(\lambda_{h,j})) \leq C h^{t},
\]

where \( \delta \) measures the distance between linear spaces.

Proof. See e. g. [3], [6, Thm. 1]. □

Convergence of the discrete curl–curl source problem

Following [6] (or [2, Sect. 13]), we now establish the convergence of solutions of the discrete curl–curl source problem (2.11) towards those of (2.2) under sufficient conditions that are formulated in the following assumption. Here, we slightly changed condition (3) and separated it from the regularity requirement (4) for solutions of Maxwell equations.

For convenience we introduce, for \( r, s \geq 0 \), the space

\[
H^{(r,s)}(\text{curl}, \Omega) := \{ v \in H^r(\Omega)^3 : \nabla \times v \in H^s(\Omega)^3 \}
\]

with the norm, resp. semi-norm,

\[
|v|_{H^{(r,s)}(\text{curl}, \Omega)} := |v|_{H^r(\Omega)^3} + |\nabla \times v|_{H^s(\Omega)^3},
\]

\[
[v]_{H^{(r,s)}(\text{curl}, \Omega)} := [v]_{H^r(\Omega)^3} + [\nabla \times v]_{H^s(\Omega)^3}.
\]

For \( r = s \) we let \( H^{(r,r)}(\text{curl}, \Omega) = H^r(\text{curl}, \Omega) \).
2.1. Approximation of Maxwell eigenvalues and eigenfunctions

Assumption 2.1.13 (Convergence requirements).

(1) Ellipticity on the discrete kernel: Assume that there exists a constant $C_{dF} > 0$ such that

$$
\|v^h\|_{L^2(\Omega)^3} \leq C_{dF} \|\nabla \times v^h\|_{L^2(\Omega)^3}
$$

(2.12)

holds for all $v^h \in V^h_{\varepsilon_r}$.

(2) Weak approximability: For some $s > 0$ holds that for all $v^h \in V^h_{\varepsilon_r}$ there exists $v \in V_{\varepsilon_r}$ such that

$$
\|v^h - v\|_{L^2(\Omega)^3} \leq Ch^s \|\nabla \times v^h\|_{L^2(\Omega)^3}.
$$

(2.13)

(3) Strong approximability: For some $r, r' > 0$ holds that for all suitably regular $v \in V$, there exists $v^h \in V^h$ such that

$$
\|v - v^h\|_V \leq Ch^r \begin{cases} 
\|v\|_{H^{(r,r')}(\text{curl}, \Omega)} & \text{for } r, r' > 0, \\
\|v\|_{H^r(\Omega)^3} & \text{for } r > 1.
\end{cases}
$$

(2.14)

(4) Regularity: For the solution $u = Tf \in V_{\varepsilon_r}$ of the weak curl–curl problem (2.2) holds one of the a priori bounds

$$
\|u\|_{H^{(r,r')}(\text{curl}, \Omega)} \leq C\|f\|_{L^2(\Omega)^3} \quad \text{for } r, r' > 0
$$

or

$$
\|u\|_{H^r(\Omega)^3} \leq C\|f\|_{L^2(\Omega)^3} \quad \text{for } r > 1.
$$

Remark 2.1.14. The interpolation estimate (2.14) can actually be obtained with $\|v\|_{H^r(\Omega)^3} + \|\nabla \times v\|_{L^p(\Omega)}$, for $p > 2$, on the right hand side [6, p. 1286]. For $r > 1$, this last term can be estimated by $\|v\|_{H^r(\Omega)^3}$ using Sobolev embedding results, Section 1.1.4.

The basic error estimate can now be formulated as follows, a result often called Strang lemma in finite element theory [17, Ch. 2.3.2], see also [3].

Lemma 2.1.15. Using Assumption 2.1.13. (1) we have the error bound

$$
\|u - u^h\|_V \leq C\left( \inf_{w^h \in V^h} \|u - v^h\|_V + \sup_{w^h \in V^h} \inf_{w \in V_{\varepsilon_r}} \frac{|b(p, w^h - w)|}{\|\nabla \times w^h\|_{L^2(\Omega)^3}} \right)
$$

between the solutions of the continuous and discrete curl–curl source problem, $u = Tf \in V_{\varepsilon_r}$ and $u^h = T^h f \in V^h_{\varepsilon_r}$ (for $f \in L^2(\Omega)^3$), respectively. The constant $C$ can be chosen as $(C_{dF} + 2)(1 + \sqrt{\varepsilon_\infty})$. 
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Let \([u, p] \in V_{\varepsilon_r} \times Q\) and \([u^h, p_h] \in V_{\varepsilon_r}^h \times Q_h\) solve (2.2) and (2.11), respectively. We start to bound \(\|v^h - u^h\|_V\) for arbitrary \(v^h \in V_{\varepsilon_r}^h\) and get

\[
\left\| \nabla \times (v^h - u^h) \right\|^2_{L^2(\Omega)^3} = \int_{\Omega} \nabla \times (v^h - u^h) \cdot \nabla \times (v^h - u^h)
\]

\[
= \int_{\Omega} \nabla \times (v^h - u + u - u^h) \cdot \nabla \times (v^h - u^h)
\]

\[
\leq \left\| \nabla \times (v^h - u) \right\|_{L^2(\Omega)^3} \left\| \nabla \times (v^h - u^h) \right\|_{L^2(\Omega)^3} + \left| b(p - p_h, v^h - u^h) \right|
\]

hence with \(b(p - p_h, v^h - u^h) = b(p, v^h - u^h - w)\) for arbitrary \(w \in V_{\varepsilon_r}\)

\[
\left| b(p - p_h, v^h - u^h) \right| \leq \inf_{w \in V_{\varepsilon_r}} \left| b(p, v^h - u^h - w) \right|
\]

\[
\leq \sup_{w \in V_{\varepsilon_r}} \inf_{w \in V_{\varepsilon_r}} \left| b(p, w^h - w) \right| \left\| \nabla \times w^h \right\|_{L^2(\Omega)^3} \left\| \nabla \times (v^h - u^h) \right\|_{L^2(\Omega)^3}.
\]

This gives

\[
\left\| \nabla \times (v^h - u^h) \right\|_{L^2(\Omega)^3} \leq \left\| \nabla \times (v^h - u) \right\|_{L^2(\Omega)^3} + \sup_{w \in V_{\varepsilon_r}} \inf_{w \in V_{\varepsilon_r}} \left| b(p, w^h - w) \right| \left\| \nabla \times w^h \right\|_{L^2(\Omega)^3}.
\]

The assertion with \(\inf_{v^h \in V_{\varepsilon_r}^h}\) follows from

\[
\left\| u - u^h \right\|_V \leq \left\| u - v^h \right\|_V + \left\| v^h - u^h \right\|_V
\]

\[
\leq \left\| u - v^h \right\|_V + (C_{dF} + 1) \left\| \nabla \times (v^h - u^h) \right\|_{L^2(\Omega)^3}
\]

\[
\leq (C_{dF} + 2) \left\| u - v^h \right\|_V + (C_{dF} + 1) \sup_{w \in V_{\varepsilon_r}^h} \inf_{w \in V_{\varepsilon_r}} \left| b(p, w^h - w) \right| \left\| \nabla \times w^h \right\|_{L^2(\Omega)^3}.
\]

Now let \(v^h \in V^h\) and define \(z^h = \nabla \phi_h\) by \(\int_{\Omega} \varepsilon_{\tau_r} \nabla \phi_h \cdot \nabla q_h = \int_{\Omega} \varepsilon_{\tau_r}(u - v^h) \cdot \nabla q_h\) for all \(q_h \in Q_h\). \(z^h\) uniquely exists with \(\|z^h\|_{L^2(\Omega)^3} \leq \sqrt{\varepsilon_{\infty}} \|u - v^h\|_{L^2(\Omega)^3}\). But then \(v^h + z^h \in V_{\varepsilon_r}^h\) and

\[
\left\| u - (v^h + z^h) \right\|_V \leq \left\| u - v^h \right\|_V + \|z^h\|_{L^2(\Omega)^3} \leq (1 + \sqrt{\varepsilon_{\infty}}) \left\| u - v^h \right\|_V.
\]

This shows the assertion with \(\inf_{v^h \in V^h}\). \(\square\)

Now we can prove an error estimation under the condition that \(u\) is sufficiently regular as stated in Assumptions 2.1.13.(4) (cf. [6]).

**Theorem 2.1.16.** Under Assumptions 2.1.13 we have \(T^h \rightarrow T\) for \(h \rightarrow 0\) in \(L(L^2(\Omega)^3, L^2(\Omega)^3)\), and more precisely, with \(t := \min\{r, s\}\),

\[
\|Tf - T^h f\|_V \leq Ch^t \|f\|_{L^2(\Omega)^3}.
\]

Thus the assertions of Theorem 2.1.12 hold true and the convergence of the eigenvalues and eigenspaces can be deduced accordingly.
2.1. Approximation of Maxwell eigenvalues and eigenfunctions

Proof. We proceed with the result from Lemma 2.1.15 in order to establish an estimate for \( \|u - u_h\|_V \) in terms of \( \|f\|_{L^2(\Omega)^3} \).

Given \( w^h \), we see from Assumption 2.1.13.(2) that we can find \( w \in V_{\varepsilon_r} \) such that

\[
\frac{|b(p, w^h - w)|}{\|\nabla \times w^h\|_{L^2(\Omega)^3}} \leq \varepsilon_\infty \frac{\|w^h - w\|_{L^2(\Omega)^3}}{\|\nabla \times w^h\|_{L^2(\Omega)^3}} \|p\|_Q \leq C h^s \|f\|_{L^2(\Omega)^3}
\]

for some \( s > 0 \). Thanks to Assumption 2.1.13.(3-4) we can choose \( v^h \) so that

\[
\|u - v^h\|_V \leq C h^r \|f\|_{L^2(\Omega)^3},
\]

where one of the cases \( r \in (0, 1] \) or \( r > 1 \) is used. This proves

\[
\|u - u^h\|_V \leq C h^{\min\{r,s\}} \|f\|_{L^2(\Omega)^3}.
\]

□

Verification of Assumptions 2.1.13

We start with a modification of the Helmholtz decomposition Theorem 1.2.3 for nonconstant \( \varepsilon_r \) and a discrete version of it.

**Theorem 2.1.17.** Let \( \Omega \subset \mathbb{R}^3 \) and \( \varepsilon_r \) as in Assumption 2.1.1. For each \( v \in V \), there exists \( z \in V_{\varepsilon_r} \) and \( q \in H^1_0(\Omega) \) such that

\[
v = z + \nabla q.
\]

This splitting is orthogonal with respect to the \( \varepsilon_r \)-weighted \( L^2(\Omega)^3 \) and the \( H(\text{curl}, \Omega) \) inner product. The mappings \( v \mapsto z \) and \( v \mapsto \nabla q \) are continuous, that is, it holds

\[
\|z\|_V + \|\nabla q\|_{L^2(\Omega)^3} \leq \|v\|_V.
\]

**Proof.** See Theorem 1.2.3 or [26, Lem. 4.5].

□

**Corollary 2.1.18.** Let \( \Omega \subset \mathbb{R}^3 \) and \( \varepsilon_r \) as in Assumption 2.1.1. For each \( v \in V \), there exists a unique \( w \in V_{\varepsilon_r} \) such that

\[
\nabla \times w = \nabla \times v \quad \text{in} \ \Omega.
\]

Moreover, it holds \( w \in H^s(\Omega)^3 \) for some \( s > 0 \) with the bound

\[
\|w\|_{H^s(\Omega)^3} \leq C \|v\|_V
\]

for some constant \( C > 0 \). If \( \varepsilon_r \) is uniformly Lipschitz-continuous, then \( s > 1/2 \).

If, in addition to that, \( \Omega \) is convex, then we can take \( s = 1 \). The mapping \( v \mapsto w := H_{\varepsilon_r} v \) is also called Hodge mapping [19, Ch. 4.2].
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Proof. We apply Theorem 2.1.17 to $v \in V$ and define $w := z \in V_{\varepsilon_r}$. The first assertion then follows immediately. The second assertion then is verified using Theorem 2.1.2. □

Theorem 2.1.19. Let $\Omega \subset \mathbb{R}^3$ and $\varepsilon_r$ as in Assumption 2.1.1. Let $V^h$ and $Q^h$ as in Section 2.1.3 with $\nabla Q^h \subset V^h$. Then, for each $v^h \in V^h$, there exists $z^h \in V^h_{\varepsilon_r}$ and $q^h \in Q^h$ such that

$$v^h = z^h + \nabla q^h.$$ 

This splitting is orthogonal with respect to the $\varepsilon_r$-weighted $L^2(\Omega)^3$ and the $H(\text{curl}, \Omega)$ inner product. The mappings $v^h \mapsto z^h$ and $v^h \mapsto \nabla q^h$ are continuous, that is, it holds

$$||z^h||_{H(\text{curl}, \Omega)} + ||\nabla q^h ||_{L^2(\Omega)^3} \leq ||v^h||_{H(\text{curl}, \Omega)}.$$ 

Proof. See Theorem 1.2.3 for the proof or [26, Lem. 4.5]. □

To proceed, we first need some more specific assumptions on the discrete spaces formulated below. It is assumed that our finite element space $V^h$ is constructed on a collection of elements $T$ of tetrahedra or hexahedra denoted by $T$ with the usual requirements [8, Ch. 3], [17, Ch. 1.2]. In our case we can require $\Omega = \bigcup_{T \in T} T$. For $T \in T$ we let $h_T := \text{diam}(T)$ be the diameter of an element $T$ and $\omega_T := \bigcup_{T' \in T: T' \cap T \neq \emptyset} T'$.

Assumption 2.1.20. Assume that for $V^h$ there exists a linear projection $\Pi^h : V \cap H^{s_0}(\Omega)^3 \rightarrow V^h$, for some $s_0 \in (0, 1]$, such that

1. $\Pi^h v^h = v^h$ for all $v^h \in V^h$,
2. $\nabla \times v = 0$ implies $\Pi^h v \in \nabla Q^h$ for all $v \in V$,
3. For all sufficiently regular $v$ holds

$$||v - \Pi^h v||_{L^2(T)^3} \leq Ch_T^r \begin{cases} [v]_{H^{r,r'}(\text{curl}, \omega_T)} & \text{for } r \in [s_0, 1], r' > 0, \\
[v]_{H^r(\omega_T)^3} & \text{for } r > 1,
\end{cases}$$

$$||\nabla \times (v - \Pi^h v)||_{L^2(T)^3} \leq Ch_T^r [\nabla \times v]_{H^r(\omega_T)^3} \quad \text{for } r \geq s_0$$

(cf. Section 1.2.2). Moreover, if $\nabla \times v$ is piecewise polynomial on $T$, then

$$||v - \Pi^h v||_{L^2(T)^3} \leq C(h_T^s [v]_{H^s(\omega_T)^3} + h_T ||\nabla \times v||_{L^2(\omega_T)^3})$$

(2.16) for some $s \in [s_0, 1]$.

Lemma 2.1.21 (Strong approximability). Let $V^h$ satisfy Assumption 2.1.20. Then the strong approximability 2.1.13.(3) is valid for $r \geq s_0$. 

2.1. Approximation of Maxwell eigenvalues and eigenfunctions

Proof. Use Assumption 2.1.20.(3) and sum its square up over $T \in T$.

Lemma 2.1.22 (Weak approximability). Let $V^h$ satisfy Assumption 2.1.20. Then the weak approximability 2.1.13.(2) is valid for $s \geq s_0$.

Proof. (Cf. [19, Lem. 4.5]) Let $v^h \in V^h_{\varepsilon_r}$ be given. Define $v \in V_{\varepsilon_r}$ by $v = H_{\varepsilon_r}v^h \in H^s(\Omega)^3$ as in Corollary 2.1.18 for some $s \geq s_0$. By Assumption 2.1.20.(1) we have $v^h - \Pi^h v = \Pi^h(v^h - v)$ and by definition $\nabla \times (v^h - v) = 0$ which implies that $v^h - \Pi^h v = \nabla q_h$ for some $q_h \in Q_h$ by Assumption 2.1.20.(2). Thus we can derive the bound (note $Q_h \subset Q$)

$$\|\sqrt{\varepsilon_r}(v^h - v)\|_{L^2(\Omega)^3}^2 = \int_{\Omega} \varepsilon_r(v^h - v) \cdot (v^h - \Pi^h v + \Pi^h v - v)$$

$$= \int_{\Omega} \varepsilon_r(v^h - v) \cdot (\Pi^h v - v)$$

$$\leq \sqrt{\varepsilon_\infty} \|\sqrt{\varepsilon_r}(v^h - v)\|_{L^2(\Omega)^3} \|\Pi^h v - v\|_{L^2(\Omega)^3}$$

which gives

$$\|v^h - v\|_{L^2(\Omega)^3} \leq \|\sqrt{\varepsilon_r}(v^h - v)\|_{L^2(\Omega)^3} \leq \sqrt{\varepsilon_\infty} \|\Pi^h v - v\|_{L^2(\Omega)^3}.$$

Now observe that $\nabla \times v = \nabla \times v^h$ is piecewise polynomial so that for some $s \geq s_0$

$$\|v^h - v\|_{L^2(\Omega)^3} \leq C h^s (\|v\|_{H^s(\Omega)^3} + \|\nabla \times v\|_{L^2(\Omega)^3}) \leq C h^s \|\nabla \times v^h\|_{L^2(\Omega)^3},$$

where we have used Assumption 2.1.20.(3) (2.16) squared and summed up over $T \in T$ and the bound $\|v\|_{H^s(\Omega)^3} \leq C \|\nabla \times v\|_{L^2(\Omega)^3}$ resulting from Theorem 2.1.2 and Theorem 2.1.3. This gives the stated result.

Lemma 2.1.23 (Ellipticity on the discrete kernel). Let $V^h$ satisfy Assumption 2.1.20. Then the ellipticity on the discrete kernel 2.1.13.(1) is valid.

Proof. (Cf. [19, Lem. 4.7]) Let $v^h \in V^h_{\varepsilon_r}$. According to Theorem 2.1.17 and Theorem 2.1.19 there exists $z \in V_1$, $q \in Q$ and $z^h \in V^h_{\varepsilon_r}$ (that is, with permittivity 1!), $q_h \in Q_h$ such that $v^h = z + \nabla q$ and $v^h = z^h + \nabla q_h$. With this we get the estimate

$$\|\sqrt{\varepsilon_r}v^h\|_{L^2(\Omega)^3} = \int_{\Omega} \varepsilon_r v^h \cdot v^h = \int_{\Omega} \varepsilon_r v^h \cdot z^h$$

$$\leq \sqrt{\varepsilon_\infty} \|\varepsilon_r v^h\|_{L^2(\Omega)^3} (\|z\|_{L^2(\Omega)^3} + \|z - z^h\|_{L^2(\Omega)^3}).$$

The estimate $\|z\|_{L^2(\Omega)^3} \leq C F \|\nabla \times z\|_{L^2(\Omega)^3}$ follows from Theorem 2.1.3. Observe that $\nabla \times z = \nabla \times z^h = \nabla \times v^h$ by construction, so that actually it holds that $z = H_{\varepsilon_r}z^h$. From the proof of the weak approximability, Lemma 2.1.22, we thus get $\|z - z^h\|_{L^2(\Omega)^3} \leq C h^s \|\nabla \times z^h\|_{L^2(\Omega)^3}$ for some $s > 0$. By insertion of these equalities and inequalities we end up with the stated result. □
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Theorem 2.1.24 (Regularity of the electric field). Let $f \in L^2(\Omega)^3$. Then for the solution $E = Tf \in \mathcal{V}_{\varepsilon_r}$ of the weak curl–curl problem (2.2) holds the priori bound

$$
|E|_{H^{r',r''} (\text{curl},\Omega)} \leq C\|f\|_{L^2(\Omega)^3} \quad \text{for some } r', r'' > 1/2.
$$

Proof. (Cf. [26, Lem. 7.7]) We first note that the estimate for $|E|_{H^{r',r''} (\Omega)^3}$, for some $r' > 0$, is a consequence of Theorem 2.1.2. Thus it remains to prove a corresponding estimate for $w := \nabla \times E$. For arbitrary $f$, the solution $E$ of (2.2) satisfies $\nabla \times w = \nabla \times \nabla \times E = \varepsilon_r (f - \nabla p)$ and this right hand side is in $L^2(\Omega)^3$ by assumption and Theorem 2.1.4. Hence $w \in H(\text{curl},\Omega)$ and furthermore $\nabla \cdot w = 0$. Therefore, we can proceed as in the proof of Theorem 2.1.24 (Regularity of the electric field). Since $|\nabla \cdot w| = 0$, this proves $w \in X_T$ and by Theorem 1.2.1 that $w \in H^{r'',s''} (\Omega)^3$ for some $r'', s'' > 1/2$ (note that $\varepsilon_r$ does not appear in this argument).

Fix $x_0$ so that $\Omega$ is smooth near $x_0$. We may represent $E$ as $E = \alpha n + \beta t$, where $n, t$ are extended (into $\Omega$) normal and tangential vector fields with respect to $\partial \Omega$ and $\alpha, \beta$ some scalar coefficient functions. $n$ is assumed to be a gradient field, i.e., $n \sim \nabla \text{dist}(., \partial \Omega)$. Due to the boundary condition $n \times E = 0$ we have $\beta(y) = 0$ for all $y \in \partial \Omega$. For $w$ we therefore obtain

$$
n(x_0) \cdot w(x_0) = n(x_0) \cdot \left( \alpha(x_0) \nabla \times n(x_0) + \beta(x_0) \nabla \times t(x_0) \right)
+ \nabla \alpha(x_0) \times n(x_0) + \nabla \beta(x_0) \times t(x_0)
= \nabla \alpha(x_0) \cdot (n(x_0) \times n(x_0)) + t(x_0) \cdot (n(x_0) \times \nabla \beta(x_0)) = 0.
$$

The last term vanishes since $\nabla \beta(x_0)$ is normal. \hfill \Box

Theorem 2.1.25 (Regularity for time-harmonic fields). Let $E \in X_N(\Omega; \varepsilon_r)$ and $H \in X_T(\Omega; 1)$ be solutions of the time-harmonic Maxwell equations (1.12)-(1.15). Then $E \in H^{r',r''} (\text{curl},\Omega)$ with $r', r'' > 1/2$ and $H \in H^s(\Omega)^3$ with $s' > 1/2$, $\nabla \times H \in H^{s''} (K)^3$ with $s'' > 0$ for all $K \subset \Omega$ where $\varepsilon_r$ is constant.

Proof. $E$ is treated as in Theorem 2.1.24. For $H$ we proceed as in the proof of Theorem 2.1.24. Since $H \in X_T(\Omega; 1)$, we can apply Theorem 1.2.1 to get $H \in H^{s'}(\Omega)^3$ for some $s' > 1/2$. Now define $w := 1/\varepsilon_r \nabla \times H$. Clearly, $\nabla \times w \in L^2(\Omega)^3$, $\nabla \cdot (\varepsilon_r w) = 0$ in $\Omega$, and $n \times w = 0$ on $\partial \Omega$ from (1.12). Hence $w \in H^{s''} (\Omega)^3$ for some $s'' > 0$. This implies $\nabla \times H \in H^{s''} (K)^3$ for all subsets $K$ of $\Omega$ where $\varepsilon_r$ is constant. \hfill \Box

Remark 2.1.26.

(1) The assertion of the previous theorem applies to the nontrivial eigenfunctions of the eigenvalue problem, or to the solutions to the time-harmonic source problem with a suitable current $J$.

(2) The exponent $r'$ in Theorem 2.1.24 can be arbitrarily small, depending on $\partial \Omega$ and the jump discontinuity of $\varepsilon_r$ [14]. If $\varepsilon_r$ is Lipschitz-continuous (which
includes the case when $\varepsilon_r$ is constant), then $r' > 1/2$ and if moreover $\Omega$ is convex, then $r' = 1$, as already denoted in Theorem 2.1.2. If $\varepsilon_r$ is piecewise constant on two connected subdomains, then the electric field is piecewise in $(H^r)^3$ for $r' \geq 1/4$ and, if $\Omega$ is convex, for $r' \geq 1/2$ [14, Sect. 7a]. This holds especially in our applications for photonic crystals, Section 2.2.

The Nédélec edge elements

We now present a family of finite element methods that fulfills the requirements. Take $k \in \mathbb{N}$ and let $\mathcal{P}_k$ be the space of polynomials up to degree $k$, $\mathcal{P}_k'$ those of homogeneous degree $k$ (i.e. $\mathcal{P}_k = \cup_{l=0}^k \mathcal{P}_l'$) and $\mathcal{P}_3^k$ the vector fields with components in $\mathcal{P}_k$. Now one defines

$$\hat{V}_k := \mathcal{P}_3^k \oplus \{ v \in (\mathcal{P}_k')^3 : \mathbf{x} \cdot v(\mathbf{x}) = 0 \text{ for all } \mathbf{x} \in \mathbb{R}^3 \}.$$ 

This polynomial space satisfies

$$\mathcal{P}_3^k = \hat{V}_k \oplus \nabla(\mathcal{P}_{k+1})^3$$

and for $v \in \hat{V}_k$ with $\nabla \times v = \mathbf{0}$ one gets $v = \nabla q$ for some $q \in \mathcal{P}_{k+1}$.

We let $\Sigma_3$ be the standard simplex in $\mathbb{R}^3$ and we consider $R_k$ to be the finite element space on $\Sigma^3$. Let $T$ be the decomposition of $\Omega$ into tetrahedra and define for $T \in T$ a affine linear bijective mapping $F_T : \Sigma_3 \to T$ with $\det(F_T) > 0$. The local finite element space $V_h^T$ on $T$ is then defined by

$$V_h^T := \{ v = (DF_T^\top)^{-1} \hat{v} \circ F_T^{-1} : \hat{v} \in \hat{V}_k \}.$$ 

A consequence of this definition is that $\nabla \times v = \mathbf{0}$ on $T$ is equivalent to $\nabla \times \hat{v} = \mathbf{0}$ on $\Sigma_3$. Our global finite element space is now given as

$$V_h := \{ v \in H(\text{curl}, \Omega) : v|_T \in V_h^T \}.$$ 

This will give $V_h \subset H(\text{curl}, \Omega)$ and that the boundary condition $n \times v_h = \mathbf{0}$ can be fulfilled. A more detailed description can be found in [26, Ch. 5.5]. The construction of corresponding elements on quadrilaterals is given in [26, Ch. 6.3]. The lowest order method is also described and used in Chapter 2.2.3.

There is a second family of curl-conforming elements on tetrahedra where the local space is $\mathcal{P}_3^k$ [26, Ch. 8.2]. Although they have more degrees of freedom, they do not improve the convergence order in the curl-norm for a given degree. However, they show the improved $L^2$-convergence which the first family does not provide.

Theorem 2.1.27 (Strong approximation of Nédélec elements 1). There exists an interpolation operator $\Pi^h : H^{s_0}(\Omega)^3 \to V_h$ that satisfies the conditions of Assumption 2.1.20 for $s_0 > 1/2$. 

2.1. Approximation of Maxwell eigenvalues and eigenfunctions
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Both interpolation operators in Theorems 2.1.27 and 2.1.28 allow local and
in both cases \( \Omega \in \mathbb{R}^d \) with \( r \leq 1 \) and \( s \geq 1 \), respectively. It is shown in [26, Thm. 5.41] that for

\[ (0, \infty) \] is piecewise in \((0, \infty)\times(0, \infty)\) and \(\leq 1\) is piecewise constant and two-valued on a decomposition of \( r \in T \). Assume that \( v \in H^1(\Omega) \) and \( \Omega \) is a decomposi-
tion of \( \Omega \) into two disjoint connected subsets \( \Omega_1, \Omega_2 \) and \( T \) is a decomposi-
tion of \( \Omega \) with either \( T \subset \Omega_1 \) or \( T \subset \Omega_2 \) for all \( T \in T \). Assume that \( v \) is in \( H^{(r, r-1/2)}(\Omega_1) \cap H^{(r, r-1/2)}(\Omega_2) \). Then Assumption 2.1.20 holds true with a set \( \omega_T \) that is either in \( \Omega_1 \) or \( \Omega_2 \) in both cases [6, p. 1286].

Finally this yields for \( r > 1/2 \)

\[ \| v - \Pi^h v \|_{V} \leq C h_T^{r} \| v \|_{H^{(r, r-1/2)}(\Omega)} \].

The remaining properties follow from [26, Ch. 5.5].

Theorem 2.1.28 (Strong approximation of Nédélec elements 2). There exists an interpolation operator \( \Pi^h : L^2(\Omega)^3 \to V^h \) that satisfies the conditions of Assumption 2.1.20 for some \( s_0 > 0 \).

Proof. It has been shown in [27] that there exists an interpolation operator \( \Pi^h : L^2(\Omega)^3 \to V^h \) with \( \| \Pi^h v \|_{L^2(\Omega)} \leq C \| v \|_{L^2(\Omega)} \), \( \| v - \Pi^h v \|_{L^2(\Omega)} \leq C \| v \|_{H^1(\Omega)} \), and \( \| v - \Pi^h v \|_{L^2(\Omega)} \leq C h^s \| v \|_{H^1(\Omega)} \). By space interpolation [8, Ch. 14.2] we thus get \( \| v - \Pi^h v \|_{L^2(\Omega)} \leq C h^s \| v \|_{H^1(\Omega)} \) for \( s \in (0, 1) \) and \( h := \max\{ h_T : T \in T \} \).

Theorem 2.1.29 (Strong approximation of Nédélec elements 3). Assume that \( \Omega \) is decomposed into two disjoint connected subsets \( \Omega_1, \Omega_2 \) and \( T \) is a decomposi-
tion of \( \Omega \) with either \( T \subset \Omega_1 \) or \( T \subset \Omega_2 \) for all \( T \in T \). Assume that \( v \) is in \( H^{(r, r-1/2)}(\Omega_1) \cap H^{(r, r-1/2)}(\Omega_2) \). Then Assumption 2.1.20 holds true with a set \( \omega_T \) that is either in \( \Omega_1 \) or \( \Omega_2 \) in both cases [6, p. 1286].

Proof. Both interpolation operators in Theorems 2.1.27 and 2.1.28 allow local estimates where there is the freedom to choose \( \omega_T \) as required in the given situation.

Theorem 2.1.30 (Eigenvalue approximation in a periodic domain). Assume that \( \varepsilon_r \) is piecewise constant and two-valued on a decomposition of \( \Omega := [0, 1]^3 \) and \( T \) be a discretisation, both as in Theorem 2.1.29. If we discrétise the electric or magnetic eigenvalue problem (1.17), (1.16) by Nédélec edge elements, the discrete eigenvalues will converge to the exact eigenvalues for decreasing meshsize. The convergence rate for the eigenvalues approximation will be at least 1.

Proof. Electric field: Since \( \Omega \) is convex and \( \partial \Omega = \emptyset \) we have by Remark 2.1.26 that \( E \) is piecewise in \( (H^{r'})^3 \) for \( r' \geq 1/2 \) and by Theorem 2.1.24 that \( \nabla \times E \in H^{r''}(\Omega)^3 \) for \( r'' > 1/2 \). The result follows since Theorems 2.1.28 and 2.1.29 pave the way to apply Theorem 2.1.16. Note that the eigenvalue convergence is twice as large as the rate for the spatial approximation.

Magnetic field: We find solutions \( H \in H^{s'}(\Omega)^3 \) and \( \nabla \times H \in H^{s''}(\Omega)^3 \cap H^{s'''}(\Omega)^3 \) for \( s' > 1/2 \), \( s'' > 0 \). The results follow in the same way as above from Theorem 2.1.29.
2.1.6 Some Generalisations and Extensions

Collective compactness / Discrete compactness property

Convergence of the eigenvalues as in Theorem 2.1.12 (but without a rate) can also be obtained under the weaker condition that the family of discrete operators over a family of arbitrarily fine meshes is collectively compact [26, Ch. 2.3.3]. This can be reformulated in terms of a discrete compactness property of a family of approximation spaces [26, Ch. 7.3.2] and has been developed and used by many authors to prove convergence of different methods and elements, e.g. [22] [1] [10] [15] [5] [2, Sect. 19] and others.

$H^1$-conforming finite elements

Standard $H^1$-conforming spaces cannot be used in general, as already mentioned in Section 2.1.4, since solutions of Maxwell’s equation can exhibit strong singularities. However, it was found out that formulating the divergence constraint in a weaker space than $L^2(\Omega)^3$ can cure the problem. Let $Y$ be a Sobolev space in between $H^{-1}(\Omega)^3$ and $L^2(\Omega)^3$, $V_h$ and $Q_h$ be $H^1$-conforming finite element spaces of equal polynomial degree.

In the Weighted Residual Method [13] one considers $u$ such that $\nabla \cdot u \in Y := \{\phi \in L^2(\Omega) : |d\gamma \phi|_{L^2(\Omega)} < \infty\}$, where $d$ a distance function from the singularities and $\gamma$ some suitable positive number. One variant of the method is to seek $u_h$ such that

\[
\int_{\Omega} \{\nabla \times u_h \cdot \nabla \times v_h + d^2 \nabla \cdot u_h \nabla \cdot v_h + \nabla p_h \cdot v_h\} = \int_{\Omega} f \cdot v_h \quad \text{for all } v_h \in V_h
\]

\[
\int_{\Omega} u_h \cdot \nabla q_h = 0 \quad \text{for all } q_h \in Q_h.
\]

The $H^{-\alpha}$-regularisation considers $\nabla \cdot u \in Y := H^{-\alpha}(\Omega)$ for some $\alpha \in [1/2, 1]$ and in order to get computable expressions one uses grid-dependent norms [7]. Here we seek $u^h$ such that

\[
\int_{\Omega} \{\nabla \times u^h \cdot \nabla \times v^h + h^{2\alpha} \nabla \cdot u^h \nabla \cdot v^h + \nabla p_h \cdot v_h\} = \int_{\Omega} f \cdot v^h \quad \text{for all } v^h \in V_h
\]

\[
\int_{\Omega} \{-u^h \cdot \nabla q_h + h^{2(1-\alpha)} \nabla q_h \cdot \nabla q_h\} = 0 \quad \text{for all } q_h \in Q_h.
\]

An overview on this topic is given in [11]. Note that this theory follows also the scheme presented in Assumptions 2.1.13.

Differential forms

In the assumptions of this section we used a structural condition concerning $\nabla Q$ and $V$ (see Theorem 2.1.4 (proof), Theorem 2.1.8, or Assumption 2.1.20). This
comes naturally if one considers the electric and the magnetic field as differential forms. The underlying structure (“exact sequence”) should also show up in the discrete spaces (“commuting diagram”). More on this topic can be found in [19] [2, Part. IV].

2.2 Calculation of the photonic band structure

by Christian Wieners

2.2.1 The parameterised periodic eigenvalue problem

We consider the Maxwell eigenvalue problem for the magnetic field for optic waves in a periodic medium in \( \mathbb{R}^3 \) with \( \mu_r \equiv 1 \) for the magnetic permeability (so that there is no magnetic induction in the medium), and assume that the electric permittivity \( \varepsilon_r \) is a periodic function on the lattice \( \Gamma := \mathbb{Z}^3 \) (that is, \( \varepsilon_r(x) = \varepsilon_r(x+R) \) for all \( R \in \mathbb{Z}^3 \)). This eigenvalue problem has the following form: determine eigenfunctions \( H : \mathbb{R}^3 \rightarrow \mathbb{C}^3 \) and eigenvalues \( \lambda \in \mathbb{C} \) such that

\[
\nabla \times (\varepsilon_r^{-1} \nabla \times H) = \lambda H, \quad (2.17a)
\]

\[
\nabla \cdot H = 0, \quad (2.17b)
\]

in \( \mathbb{R}^3 \) (cf. Chapter 1.1.5).

Therefore, we proceed as in Chapter 1.1.7. If we take \( \Omega := (0,1)^3 \) to be the fundamental cell of the periodic structure, we have to find for any \( k \in \mathbb{R}^3 \) a series of (quasi-periodic) eigenfunctions \( H \) that can be represented as

\[
H(x) = e^{ik \cdot x} \widetilde{H}(x) \quad \text{for all } x \in \Omega, \quad (2.18)
\]

where \( \widetilde{H} \) is now a periodic function in the fundamental cell \( \Omega \). The curl-operator applied to this ansatz yields

\[
\nabla \times H(x) = e^{ik \cdot x} (\nabla \times \widetilde{H}(x) + ik \times \widetilde{H}(x)) = e^{ik \cdot x} \nabla_k \times \widetilde{H}(x).
\]

Here, we have introduced the shifted gradient operator

\[
\nabla_k = \nabla + ik \quad (2.19)
\]

and we consider the transformed eigenvalue problem: determine periodic eigenfunctions \( \widetilde{H} : \Omega \rightarrow \mathbb{C}^3 \) and eigenvalues \( \lambda \in \mathbb{C} \) satisfying

\[
\nabla_k \times (\varepsilon_r^{-1} \nabla_k \times \widetilde{H}) = \lambda \widetilde{H}, \quad (2.20a)
\]

\[
\nabla_k \cdot \widetilde{H} = 0 \quad (2.20b)
\]

in \( \Omega \). Then, defining \( H \) by (2.18) indeed gives an eigenfunction of (2.17).
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We recall (Theorem 2.1.7) that the spectrum is real and discrete with ordered real eigenvalues

\[ 0 \leq \lambda_1^k \leq \lambda_2^k \leq \cdots \leq \lambda_n^k \leq \cdots. \]

The Floquet–Bloch theory guarantees that the full spectrum of the Maxwell operator associated to problem (2.17) can be computed by a series of eigenvalue problems (2.20) in the fundamental cell \( \Omega = (0,1)^3 \) of the periodic structure, where it is sufficient that \( k \) is in the Brillouin zone \( B = [-\pi, \pi]^3 \). The spectrum of the problem (2.17) is given by

\[ \sigma = \bigcup_{n \in \mathbb{N}} [\inf_{k \in B} \lambda_n^k, \sup_{k \in B} \lambda_n^k] \]

and possible nonempty intervals

\[ (\sup_{k \in B} \lambda_n^k, \inf_{k \in B} \lambda_{n+1}^k) \]

are called band gaps. In the following we develop a numerical method to compute photonic band structures to find such band gaps.

2.2.2 Galerkin approximation of the eigenvalue problems

In the next step, we derive a weak formulation for the eigenvalue problem (2.20). This allows for general coefficients \( \varepsilon_r \in L^\infty(\Omega) \) with \( 1 \leq \varepsilon_r(x) \leq \varepsilon_\infty \) for almost all \( x \in \Omega \). In principle, it is also possible to consider a tensor-valued electric permittivity \( \varepsilon_r \) (as it is required, e.g., for anisotropic materials), but in our examples we will consider only the special case that we have a material with \( \varepsilon_\infty > 1 \) in a subset \( \omega \subset \Omega \) and empty space in \( \Omega \setminus \omega \), where we set \( \varepsilon_\infty = 1 \).

We use the spaces

\[ V = H_{\text{per}}(\text{curl},\Omega) := \{ u|_\Omega : u \in H(\text{curl},\mathbb{R}^3/\mathbb{Z}^3) \}, \]

\[ Q = H^1_{\text{per}}(\Omega) := \{ q|_\Omega : q \in H^1(\mathbb{R}^3/\mathbb{Z}^3) \} \]

of periodic functions on \( \Omega = (0,1)^3 \) (that is, with periodic boundary conditions on \( \partial \Omega \) for the corresponding trace operator), see Chapter 1.2.6. For \( u, v \in V \) and \( p, q \in Q \) we define the Hermitian sesqui-linear forms\(^1\)

\[ a_k(u,v) = \int_{\Omega} \varepsilon_r^{-1} \nabla_k \times u \cdot \nabla_k \times v \, dx, \]

\[ m(u,v) = \int_{\Omega} \vec{\pi} \cdot v \, dx, \]

---

\(^1\)Note that in our notation the sesqui-linear forms (and also all dual pairings) are anti-linear in the first component.
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\[ b_k(v, q) = \int_{\Omega} \nabla \cdot \nabla_k q \, dx, \]

\[ c_k(p, q) = \int_{\Omega} \nabla_k p \cdot \nabla_k q \, dx, \]

and we define — depending on the Floquet parameter \( k \) — the subspace which includes the \( k \)-divergence constraint (2.20b) by

\[ X_k = \{ v \in V : b_k(v, q) = 0 \text{ for all } q \in Q \} \]

(\( X_0 = V_1 \) in (2.7)). Now, we can rewrite the equation (2.20) in weak form: find \((u, \lambda) \in X_k \setminus \{0\} \times \mathbb{R} \) such that

\[ a_k(u, v) = \lambda m(u, v) \quad \text{for all } v \in X_k. \] (2.21)

Obviously, \( \nabla_k Q \) is contained in the kernel of the sesqui-linear form \( a_k(\cdot, \cdot) \), i.e., \( a_k(v, v) = 0 \) for \( v = \nabla_k q \) with \( q \in Q \). Moreover, for any \( \delta > 0 \), the sesqui-linear form

\[ a^\delta_k(u, v) = a_k(u, v) + \delta m(u, v) \] (2.22)

is elliptic in \( V \) (and thus also in \( X_k \)). Since \( X_k \) embeds compactly into \( L^2_{\text{per}}(\Omega)^3 \) (see Theorem 1.2.1 and Theorem 2.1.7), the spectrum of the corresponding self-adjoint operator is discrete, positive, and all eigenvalues have finite multiplicity. As a consequence, the eigenvalue problem (2.21) has a discrete non-negative spectrum, and the dimension of kernel of the sesqui-linear form \( a_k(\cdot, \cdot) \) in \( X_k \) is finite.

For the discrete Galerkin approximation of (2.21) we consider finite element subspaces \( V_h, k \subset V \) and \( Q_h, k \subset Q \), and we define the constrained discrete space

\[ X_{h, k} = \{ v_h \in V_h : b_k(v_h, q_h) = 0 \text{ for all } q_h \in Q_h \}. \]

Note that in \( X_{h, k} \) the \( k \)-divergence constraint is fulfilled only approximately, so that the discretisation is non-conforming, i.e., we have \( X_{h, k} \nsubseteq X_k \).

On the discrete space, we define the Galerkin approximation:

find \((u_{h, k}, \lambda_{h, k}) \in X_{h, k} \setminus \{0\} \times \mathbb{R} \) such that

\[ a_k(u_{h, k}, v_{h, k}) = \lambda_{h, k} m(u_{h, k}, v_{h, k}) \quad \text{for all } v_{h, k} \in X_{h, k}. \] (2.23)

Due to the nonconformity of the discretisation, it is not a priori clear that all eigenvalues of the discrete problem indeed approximate the eigenvalues of the continuous problem, compare Chapter 2.1.4. This requires a suitable choice of the finite element spaces.

For the numerical analysis of the eigenvalue problem (2.23) we refer to [4]. If the Assumptions 2.1.13 and 2.1.20 can be verified (as in the previous section for \( k = 0 \)), we can apply Theorem 2.1.16 which guarantees eigenvalue convergence.
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2.2.3 Lowest order conforming finite elements on hexahedral meshes

We now introduce a family of finite element spaces which satisfy the required conditions for eigenvalue convergence [4].

Let \( \Omega = \bigcup_{c \in C_h} \Omega_c \) be a decomposition into hexahedral cells \( c \in C_h \), and let \( \varphi_c : \Omega = [0,1]^3 \rightarrow \Omega_c \) be the transformation to the reference cell. For \( k = 0 \) we use the standard Nédélec elements with edge degrees of freedom [26, Chap. 6.3] and standard trilinear conforming \( H^1 \) elements, i.e.,

\[
V_{h,0} = \{ u \in X_0 : D\varphi_c^T u \circ \varphi_c \in P_{0,1,1} e_x + P_{1,0,1} e_y + P_{1,1,0} e_z \text{ for all } c \in C_h \},
\]

\[
Q_{h,0} = \{ q \in Q : q \circ \varphi_c \in P_{1,1,1} \text{ for all } c \in C_h \},
\]

where \( P_{i,j,k} \) denotes the space of polynomials with degree \( i,j,k \) in coordinate \( x_1, x_2, x_3 \), respectively. For the implementation we use a nodal basis in both cases, where each basis function is associated to a nodal point.

Let \( \{ z_v : v \in V_h \} \subset \Omega \) be the set of all vertices, where \( V_h \) denotes an index set enumerating the vertices, and let \( E_h \) be the set of all edges \( e = (x_e, y_e) \), i.e., \( e \) is understood as an ordered tuple of two vertices. Note that this defines an orientation for every edge which is independent of the cells. The midpoint of \( e \) is defined by \( z_e = (x_e + y_e)/2 \) and and its tangent by \( t_e = y_e - x_e \).

In \( V_{h,0} \) a nodal basis function \( \psi_{e,0} \) is associated to every edge \( e \in E_h \) such that for all \( u_{h,0} \in V_{h,0} \)

\[
\sum_{e \in E_h} \langle \psi_{e,0}', u_{h,0} \rangle \psi_{e,0} = \int_{x_e} y_e u_{h,0} \cdot t_e ds.
\]

Here, the dual functionals \( \psi_{e,0}' \in V_{h,0}' \) denote the degree of freedom associated to the edge \( e \). Note that due to the periodic boundary conditions the boundary degrees of freedom are not independent, i.e., we have \( \psi_{e_1,0}' = \psi_{e_2,0}' \) if \( z_{e_1}, z_{e_2} \in \partial \Omega \) with \( z_{e_1} - z_{e_2} \in \mathbb{Z}^3 \).

Analogously, we have nodal basis functions \( \phi_{v,0} \in Q_{h,0} \) associated to a vertex \( v \) such that for all \( q_{h,0} \in Q_{h,0} \)

\[
q_{h,0} = \sum_{v \in V_h} \langle \phi_{v,0}', q_{h,0} \rangle \phi_{v,0} \quad \langle \phi_{v,0}', q_{h,0} \rangle = q_{h,0}(z_v).
\]

Again, the degrees of freedom \( \phi_{v,0}' \in Q_{h,0} \) are periodic, i.e., \( \phi_{v_1,0}' = \phi_{v_2,0}' \) and thus \( q_{h,0}(z_{v_1}) = q_{h,0}(z_{v_2}) \) for \( z_{v_1}, z_{v_2} \in \partial \Omega \) with \( z_{v_1} - z_{v_2} \in \mathbb{Z}^3 \).

An important feature of the pair of finite element spaces \( V_{h,0} \times Q_{h,0} \) is the property \( \nabla Q_{h,0} \subset V_{h,0} \) (see Theorem 2.1.8), i.e., we have

\[
\nabla q_{h,0} = \sum_{e \in E_h} \langle \psi_{e,0}', \nabla q_{h,0} \rangle \psi_{e,0}
\]

for all \( q_{h,0} \in Q_{h,0} \).
2.2.4 Conforming elements with phase-shifted nodal basis

Starting from the standard nodal basis and degrees of freedom, we now consider modified elements for \( k \neq 0 \) with a phase shift: we define

\[
V_{h,k} = \text{Span}\{\psi_{e,k} : e \in \mathcal{E}_h\}, \quad \psi_{e,k}(x) = e^{-ik \cdot (x - z_v)} \psi_{e,0}(x),
\]

\[
Q_{h,k} = \text{Span}\{\phi_{v,k} : v \in \mathcal{V}_h\}, \quad \phi_{v,k}(x) = e^{-ik \cdot (x - z_v)} \phi_{v,0}(x)
\]

with the basis representation depending on the phase-shifted degrees of freedom

\[
u_{h,k} = \sum_{e \in \mathcal{E}_h} \langle \psi'_{e,k}, u_{h,k} \rangle \psi_{e,k}, \quad \langle \psi'_{e,k}, u_{h,k} \rangle = \int_{x_0}^{y_e} e^{ik \cdot (x - z_v)} u_{h,0} \cdot t_e \, ds,
\]

\[
q_{h,k} = \sum_{v \in \mathcal{V}_h} \langle \phi'_{v,k}, q_{h,k} \rangle \phi_{v,k}, \quad \langle \phi'_{v,k}, q_{h,k} \rangle = q_{h,k}(z_v).
\]

In the implementation we use the transformation properties of the phase-shifted basis functions: we have

\[
\nabla_k \phi_{v,k}(x) = e^{-ik \cdot (x - z_v)} \nabla \phi_{v,0}(x),
\]

\[
\nabla_k \times \psi_{e,k}(x) = e^{-ik \cdot (x - z_v)} \nabla \times \psi_{e,0}(x),
\]

\[
\nabla_k \cdot \psi_{e,k}(x) = e^{-ik \cdot (x - z_v)} \nabla \cdot \psi_{e,0}(x).
\]

As a consequence, all sesqui-linear forms are obtained by simple scaling, i.e.,

\[
a_k(\psi_{e_1,k}, \psi_{e_2,k}) = e^{-ik \cdot (z_{e_1} - z_{e_2})} a_0(\psi_{e_1,0}, \psi_{e_2,0}),
\]

\[
m(\psi_{e_1,k}, \psi_{e_2,k}) = e^{-ik \cdot (z_{e_1} - z_{e_2})} m(\psi_{e_1,0}, \psi_{e_2,0}),
\]

\[
b_k(\psi_{e,k}, \phi_{v,k}) = e^{-ik \cdot (z_e - z_v)} b_0(\psi_{e,0}, \phi_{v,0}),
\]

\[
c_k(\phi_{v_1,k}, \phi_{v_2,k}) = e^{-ik \cdot (z_{v_1} - z_{v_2})} c_0(\phi_{v_1,0}, \phi_{v_2,0})
\]

for all \( e, e_1, e_2 \in \mathcal{E}_h \) and \( v, v_1, v_2 \in \mathcal{V}_h \). This property makes the use of the phase-shifted basis very attractive, and only small modifications from the standard elements are required in the implementation. In particular, inserting (2.24) we obtain

\[
\nabla_k \phi_{v,k}(x) = e^{-ik \cdot (x - z_v)} \nabla \phi_{v,0}(x)
\]

\[
= e^{-ik \cdot (x - z_v)} \sum_{e \in \mathcal{E}_h} \langle \psi'_{e,0}, \nabla \phi_{v,0} \rangle \psi_{e,0}(x)
\]

\[
= e^{ik \cdot z_v} \sum_{e \in \mathcal{E}_h} \langle \psi'_{e,k}, \nabla \phi_{v,0} \rangle e^{-ik \cdot z_v} \psi_{e,k}(x),
\]

i.e., the inclusion \( \nabla_k Q_{h,k} \subset V_{h,k} \) is also satisfied for the phase-shifted elements.

The sesqui-linear form \( c_0(\cdot, \cdot) \) vanishes for all constants, i.e., \( c_0(\mathbf{v}, \mathbf{v}) = 0 \) if and only if \( \mathbf{v} \) is constant. Thus, \( c_0(\cdot, \cdot) \) is elliptic in \( Q_{h,0} = Q_{h,0}/\mathbb{R} \). For \( k \neq 0 \) we observe that the sesqui-linear form \( c_k(\cdot, \cdot) \) is elliptic in \( Q_{h,k} \), since the kernel of the operator \( \nabla_k \) is spanned by non-periodic functions \( e^{ik \cdot x} \). For \( k \neq 0 \) we set \( Q_{h,k} = Q_{h,k} \) in order to unify the notation.
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2.2.5 Discrete operators

For the formulation of the following algorithms we introduce discrete operators

\[ A_{h,k} : V_{h,k} \to V_{h,k}^\prime ; \]
\[ M_{h,k} : V_{h,k} \to V_{h,k}^\prime ; \]
\[ B_{h,k} : V_{h,k} \to Q_{h,k}^\prime ; \]
\[ C_{h,k} : Q_{h,k} \to Q_{h,k}^\prime \]

induced by the sesqui-linear forms, i.e.,

\[ \langle A_{h,k} \psi_{e_1,k}, \psi_{e_2,k} \rangle = a_k(\psi_{e_1,k}, \psi_{e_2,k}) , \]
\[ \langle M_{h,k} \psi_{e_1,k}, \psi_{e_2,k} \rangle = m(\psi_{e_1,k}, \psi_{e_2,k}) , \]
\[ \langle B_{h,k} \psi_{e_1,k}, \phi_{v,k} \rangle = b_k(\psi_{e_1,k}, \phi_{v,k}) , \]
\[ \langle C_{h,k} \phi_{v_1,k}, \phi_{v_2,k} \rangle = c_k(\phi_{v_1,k}, \phi_{v_2,k}) \]

for all \( e, e_1, e_2 \in \mathcal{E}_h \) and \( v, v_1, v_2 \in \mathcal{V}_h \). In the implementation, the operators are represented by matrices \( A_{h,k} = (A_{e_1,e_2})_{e_1,e_2 \in \mathcal{E}_h} , M_{h,k} = (M_{e_1,e_2})_{e_1,e_2 \in \mathcal{E}_h} \),
\[ B_{h,k} = (B_{v,e})_{v \in \mathcal{V}_h, e \in \mathcal{E}_h} , C_{h,k} = (C_{v_1,v_2})_{v_1,v_2 \in \mathcal{V}_h} \]

with

\[ A_{h,k} = \sum_{e_1,e_2 \in \mathcal{E}_h} A_{e_1,e_2} \psi_{e_2,k} \otimes \psi_{e_1,k} , \quad A_{e_1,e_2} = a_k(\psi_{e_2,k}, \psi_{e_1,k}) ; \]
\[ M_{h,k} = \sum_{e_1,e_2 \in \mathcal{E}_h} M_{e_1,e_2} \psi_{e_2,k} \otimes \psi_{e_1,k} , \quad M_{e_1,e_2} = m(\psi_{e_2,k}, \psi_{e_1,k}) ; \]
\[ B_{h,k} = \sum_{v \in \mathcal{V}_h, e \in \mathcal{E}_h} B_{v,e} \psi_{e,k} \otimes \phi_{v,k} , \quad B_{v,e} = b_k(\psi_{e,k}, \phi_{v,k}) ; \]
\[ C_{h,k} = \sum_{v_1,v_2 \in \mathcal{V}_h} C_{v_1,v_2} \phi_{v_2,k} \otimes \phi_{v_1,k} , \quad C_{v_1,v_2} = c_k(\phi_{v_2,k}, \phi_{v_1,k}) , \]

where the rank-one-operators are defined by \((\psi_1 \otimes \psi_2)u = (\psi_1, u) \psi_2\). In all cases, the matrix representation is sparse, i.e., the number of non-zero entries is proportional to the number of edges and vertices. The matrix representations of \( A_{h,k} \) and \( C_{h,k} \) are used in the construction of smoothers for the multigrid iteration. A matrix representation of \( B_{h,k} \) can be avoided in the implementation since the operator can be directly evaluated by

\[ B_{h,k} \psi_{h,k} = \sum_{v \in \mathcal{V}_h} b_k(\psi_{h,k}, \phi_{v,k}) \phi_{v,k}^\prime \]

and the coefficients can be computed by local integration. Nevertheless, using a matrix representation is far more efficient since this operation is applied very often.

The operator \( B_{h,k} : V_{h,k} \to Q_{h,k}^\prime \) is the phase-shifted divergence operator in weak form, and its adjoint \( B_{h,k}^* : Q_{h,k} \to V_{h,k}^\prime \) corresponds to the weak phase-shifted gradient. It is an important observation for our algorithms, that the strong
consistency property $\nabla_k Q_{h,k} \subset V_{h,k}$ of the discretisations allows also for a phase-shifted gradient operator in strong form

$$S_{h,k} : Q_{h,k} \to V_{h,k}$$

which is defined by nodal evaluation, i.e.,

$$S_{h,k} q_{h,k} = \sum_{e \in E_h} \langle \psi'_{e,k}, \nabla_k q_{h,k} \rangle \psi_{e,k}$$

$$= \sum_{e = (x_e, y_e) \in E_h} \left( q_{h,k}(y_e)e^{ik \cdot (y_e - z_e)} - q_{h,k}(x_e)e^{ik \cdot (x_e - z_e)} \right) \psi_{e,k}.$$ 

corresponding to the matrix representation $S_{h,k} = (S_{e,v})_{e \in E_h, v \in V_h}$ with

$$S_{h,k} = \sum_{e \in E_h, v \in V_h} S_{e,v} \phi'_{v,e,k} \otimes \psi_{e,k},$$

$$S_{e,v} = \phi_{v,k}(y_e)e^{ik \cdot (y_e - z_e)} - \phi_{v,k}(x_e)e^{ik \cdot (x_e - z_e)}.$$ 

Moreover, this operator satisfies the compatibility condition

$$b_k(S_{h,k} p_{h,k}, q_{h,k}) = c_k(p_{h,k}, q_{h,k}),$$

i.e., the operator equation $B_{h,k} S_{h,k} = C_{h,k}$.

A direct consequence of this compatibility is the inf-sup stability of the finite element pair $V_{h,k} \times Q_{h,k}$, i.e.,

$$\sup_{v_{h,k} \in V_{h,k} \setminus \{0\}} \frac{b_k(v_{h,k}, q_{h,k})}{\|v_{h,k}\|_{H(\text{curl}, \Omega)}} \geq \frac{b_k(S_{h,k} q_{h,k}, q_{h,k})}{\|S_{h,k} q_{h,k}\|_{H(\text{curl}, \Omega)}} = \frac{c_k(q_{h,k}, q_{h,k})}{\|S_{h,k} q_{h,k}\|_{L^2(\Omega, \mathbb{C}^3)}} \geq \beta \|q_{h,k}\|_{H^1(\Omega, \mathbb{C}^3)}$$

for all $q_{h,k} \in \hat{Q}_{h,k}$, where the constant $\beta > 0$ is independent of the mesh size and can be computed from the Poincaré–Friedrich constant. Recall how this is used to prove Theorem 2.1.8.

Further compatibility properties can be formulated as an exact sequence property, cf. [26, 19]. In particular, the operator $S_{h,k}$ maps into the kernel of $A_{h,k}$, i.e., $A_{h,k} S_{h,k} = 0$. In order to obtain a preconditioner for the LOBPCG method, we define the stabilised Maxwell operator $A^\delta_{h,k} = A_{h,k} + \delta M_{h,k}$ for $\delta > 0$. This operator is self-adjoint and regular, and we will see below how to construct a robust multigrid preconditioner for this operator.

### 2.2.6 The projection onto the constrained space

Since for the constrained space $X_{h,k}$ no local basis exists, we construct approximations in the full space $V_{h,k}$ and we provide a projection onto $X_{h,k}$. 

---
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This projection can be constructed as follows: for \( v_{h,k} \in V_{h,k} \) we construct \( p_{h,k} \in Q_{h,k} \) such that \( v_{h,k} - \nabla_k p_{h,k} \in X_{h,k} \), i.e.,

\[
0 = b_k(v_{h,k} - \nabla_k p_{h,k}, q_{h,k}) = b_k(v_{h,k}, q_{h,k}) - c_k(p_{h,k}, q_{h,k}) \quad \text{for all} \quad q_{h,k} \in Q_{h,k}.
\]

Thus, we have \( B_{h,k}v_{h,k} = C_{h,k}p_{h,k} \) and \( v_{h,k} = S_{h,k,p_{h,k}}. \) Since the kernels of \( S_{h,k} \) and \( C_{h,k} \) coincide, the identity \( S_{h,k,p_{h,k}} = S_{h,k} \hat{C}^{-1}_{h,k}C_{h,k}p_{h,k} \) holds. Together, this defines a projection operator

\[
P_{h,k} = \text{id} - S_{h,k} \circ \hat{C}^{-1}_{h,k} \circ B_{h,k} : V_{h,k} \rightarrow X_{h,k},
\]

where \( \hat{C}^{-1}_{h,k} : Q'_{h,k} \rightarrow \hat{Q}_{h,k} \) gives the solution to a Poisson problem.

In the algorithms below for the eigenvalue computation it will be required that the evaluation of the projection is quite accurate. More precisely, we use an iterative scheme which reduces the initial residual norm by a suitable factor, so that the algebraic error of the approximate projection is considerably smaller than the discretisation error.

2.2.7 Operator properties and finite element convergence

The discretisation \( X_{h,k} \) is non-conforming, i.e., \( X_{h,k} \not\subset X \). The consistency error of the non-conformity is controlled by the inf-sup stability (2.25), the well-posedness of the inverse follows from the discrete ellipticity (2.12).

The construction of the phase-shifted spaces allows to apply the arguments of Chapter 2.1 (that relate to the case \( k = 0 \)) to the actual setting. Especially we have refer to Theorem 2.1.30 for convergence of eigenvalues and eigenfunctions. This method has been developed in [4].

2.2.8 The preconditioned inverse iteration including projections

The inverse iteration is the most simple algorithm for the computation of the smallest eigenvalue and the corresponding eigenmode in the space \( V_{h,k} \) of divergence-free functions. Unfortunately, this requires to solve in every step a Maxwell problem in \( V_{h,k} \).

In order to get rid of the exact Maxwell solution in every step, we assume that it is sufficient to apply a (linear) preconditioner of the Maxwell problem. Since the Maxwell operator has a large kernel, we consider the shifted operator

\[
A^\delta_{h,k} = A_{h,k} + \delta M_{h,k} : V_{h,k} \rightarrow V'_{h,k}
\]

and the corresponding sesqui-linear form (2.22) for some fixed operator shift \( \delta > 0 \), and we use in the iteration a preconditioner

\[
T_{h,k} : V'_{h,k} \rightarrow V_{h,k}
\]
for \(A^\delta_{h,k}\). We require that the preconditioner is optimal in the sense that \(T_{h,k}\) is spectrally equivalent to the inverse of \(A^\delta_{h,k}\), i.e.,

\[
C_0 a^\delta_k(v_{h,k}, v_{h,k}) \leq a^\delta_k(T_{h,k}A^\delta_{h,k}v_{h,k}, v_{h,k}) \leq C_1 a^\delta_k(v_{h,k}, v_{h,k})
\]  

(2.26)

for all \(v_{h,k} \in V_{h,k}\) with constants \(C_1 > C_0 > 0\) independent of the mesh size \(h\) and the operator shift \(\delta\).

It turns out that it is not required to include the divergence constraint into the preconditioner \(T_{h,k}\); it is sufficient to include a projection step onto the constrained space \(X_{h,k}\) in every iteration. Together, this results in algorithm 1 for the projected inverse iteration.

### Algorithm 1 Preconditioned inverse iteration.

(S0) Choose randomly \(v_{h,k} \in V_{h,k} \setminus \{0\}\).
(S1) Compute the projection \(w_{h,k} = P_{h,k}v_{h,k} \in X_{h,k}\).
(S2) Compute a normalisation

\[
u_{h,k} = \frac{1}{\sqrt{m(w_{h,k}, w_{h,k})}} w_{h,k}.
\]

(S3) Compute the eigenvalue approximation

\[
\lambda_{h,k} = a_k(u_{h,k}, u_{h,k})
\]

and the residual

\[
r_{h,k} = A_{h,k}u_{h,k} - \lambda_{h,k}M_{h,k}u_{h,k} \in X'_{h,k}.
\]

(S4) If the residual norm \(\|r_{h,k}\|\) is small enough, then STOP.
(S5) Apply the preconditioner: Compute \(v_{h,k} := T_{h,k}r_{h,k}\). Go to step (S1).

This method is proposed and analysed in [20], where more details are given. It is observed that the spectral estimate (2.26) transfers to the combined method which includes the projection, i.e., the condition number of the combined operator \(P_{h,k}T_{h,k}A_{h,k}\) (restricted to the constrained space \(X_{h,k}\)) is bounded independently of the mesh size and the shift parameter.

It turns out that one or two preconditioning steps in (S5) are sufficient. On the other hand, for the evaluation of the projection the approximation by simple preconditioning is not enough (although an exact projection is not required): if the projection is approximated only roughly, the iteration will converge to a vector in the kernel of \(A_{h,k}\), i.e., to an eigenvector with eigenvalue 0.

The convergence of this algorithm is linear, provided that the first eigenvalue is isolated. The convergence rate depends on the quotient between first and second eigenvalue. In principle, this can be improved if the operator shift \(\delta\) is adapted in every iteration step. The optimal choice \(\delta = -\lambda_{h,k}\) with the approximated eigenvalue of step (S3) leads to cubic convergence of the eigenvalue iteration, but
it requires to solve nearly indefinite linear problems, so that the iteration with simple preconditioning in (S5) is far more efficient.

2.2.9 The Ritz–Galerkin projection

Since in our application we cannot guarantee that the first eigenvalue is simple, and since we aim for the simultaneous approximation of several eigenvalues in order to identify a band gap, we need a block version of the inverse iteration.

Let $N > 0$ be a small number, e.g., $N = 10$. For a given set $\{u_{h,k}^1, \ldots, u_{h,k}^N\} \subset X_{h,k}$ of linear independent functions we can define the Galerkin approximation of the eigenvalue problem (2.23) in the subspace $X_{n,h,k}^N = \text{Span}\{u_{h,k}^1, \ldots, u_{h,k}^N\}$: Set up the Hermitian matrices

$$A_N = \left( a_k(u_{h,k}^n, u_{h,k}^n) \right)_{l,n=1,\ldots,N}, \quad M_N = \left( m(u_{h,k}^1, u_{h,k}^n) \right)_{l,n=1,\ldots,N} \in \mathbb{C}^{N \times N}$$

and solve a matrix eigenvalue problem: find eigenvectors $z^n \in \mathbb{C}^N \setminus \{0\}$ and eigenvalues $\mu_n \in \mathbb{R}$ with

$$A_N z^n = \mu_n M_N z^n, \quad n = 1, \ldots, N,$$

where we assume that the eigenvalues are ordered such that $\mu_1 \leq \mu_2 \leq \cdots \leq \mu_N$. We set $(z^1, \ldots, z^N) = Z(u_{h,k}^1, \ldots, u_{h,k}^N)$ for this procedure. Then, compute the Ritz–Galerkin projection

$$y_{h,k}^n = \sum_{l=1}^N z^n_l u_{h,k}^l \in X_{h,k}, \quad n = 1, \ldots, N.$$  

By construction, we have for $l \neq n$

$$a_k(y_{h,k}^l, y_{h,k}^n) = 0, \quad m(y_{h,k}^l, y_{h,k}^n) = 0,$$

and for the Rayleigh quotient

$$\mu_n = \frac{a_k(y_{h,k}^n, y_{h,k}^n)}{m(y_{h,k}^n, y_{h,k}^n)}.$$  

The preconditioned inverse iteration can be started simultaneously for the $N$ vectors $u_{h,k}^n$, if in every step a Ritz–Galerkin projection is included. Again, we expect linear convergence of the eigenvalue approximations $\mu_1, \ldots, \mu_n$ to $\lambda_{h,k}^1 \leq \cdots \leq \lambda_{h,k}^n$, provided that for some $1 < n \leq N$ a spectral gap $\lambda_{h,k}^{n+1} - \lambda_{h,k}^n > 0$ exists. The convergence factor (in case of exact projections and suitable start vectors) can be estimated by

$$q = 1 - \frac{2}{1 + C_1/C_0} \left( 1 - \frac{\lambda_{h,k}^n + \delta}{\lambda_{h,k}^{n+1} + \delta} \right),$$  

cf. [25, Thm. 9].
2.2.10 The modified LOBPCG method including projections

The LOBPCG method is introduced in [24] in order to improve the convergence of the preconditioned inverse iteration by augmenting the subspace of the Ritz–Galerkin projection. The main idea is inspired by the tree-term recursion of Lanczos method: the Ritz–Galerkin subspace is built of three components, the actual approximations \( y_n^{h,k} \), the preconditioned residuals \( w_n^{h,k} \), and suitable conjugated directions \( d_n^{h,k} \).

Here, we consider the modification introduced by [30] where the preconditioned projected inverse iteration [20] is combined with the LOBPCG method [24], cf. Algorithm 2.

It turns out that this algorithm is far more robust than a simple block version of the preconditioned projected inverse iteration. Nevertheless, a careful choice of stopping criteria is required. In our implementation, we use the following strategies:

1. In every Ritz–Galerkin step it should be checked with a Gram–Schmidt orthogonalisation, whether the vectors \( u_1^{h,k}, \ldots, u_{n-1}^{h,k} \) spanning the Ritz–Galerkin subspace are linearly independent: for \( n = 2, \ldots, N \) compute
   \[
   v_n^{h,k} = u_n^{h,k} - \sum_{l=1}^{n-1} m(u_l^{h,k}, u_n^{h,k}) u_l^{h,k}
   \]
   so that \( v_n^{h,k} \) is orthogonal to \( u_1^{h,k}, \ldots, u_{n-1}^{h,k} \). If \( \|v_n^{h,k}\| = \sqrt{m(v_n^{h,k}, v_n^{h,k})} \geq \epsilon_1 \), set \( u_n^{h,k} = v_n^{h,k}/\|v_n^{h,k}\| \). Otherwise, the vector \( v_n^{h,k} \) is nearly linearly depending from \( u_1^{h,k}, \ldots, u_{n-1}^{h,k} \). Then, \( u_n^{h,k} \) is replaced by a new random vector and the orthogonalisation procedure is repeated. Here, \( \epsilon_1 = 10^{-8} \) is appropriate, if the stopping criterion for the residual is not too small.

2. The projections \( w_n^{h,k} = P_{h,k}v_n^{h,k} \) in (S0) and (S2) are computed only approximately: we compute \( q_h,k \in Q_{h,k} \) such that \( \|C_{h,k} q_h,k - B_{h,k} v_n^{h,k}\| \leq \epsilon_2 + \theta_2 \|B_{h,k} v_n^{h,k}\| \) and set \( w_n^{h,k} = v_n^{h,k} - S_{h,k} q_h,k \in V_{h,k} \), i.e., in general \( w_n^{h,k} \notin X_{h,k} \).

Here, \( \epsilon_2 = 10^{-8} \) and a residual reduction \( \theta_2 = 10^{-7} \) is appropriate. For simplicity, one can use a simple Euclidean vector norm since the strong residual reduction already ensures that the relative error is small enough.

Note that the eigenvalue accuracy which can be obtained with the projected LOBPCG method is strictly limited by the accuracy of the projection.

3. On the other hand, the algorithm does not require an accurate solution of the preconditioning step in (S2). In our implementation it is realised as follows: we apply a few iterations of a Krylov method (preconditioned with \( T_{h,k} \)) such that \( \|A_{h,k} S_{h,k} v_n^{h,k} - r_n^{h,k}\| \leq \epsilon_3 + \theta_3 \|r_n^{h,k}\| \). Moreover, we observe that the algorithm is not sensitive with respect to the operator shift \( \delta > 0 \) (in
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Algorithm 2 The modified LOPCG method

(S0) Choose random vectors \( v_{h,k}^1, \ldots, v_{h,k}^N \in V_{h,k} \). For \( n = 1, \ldots, N \), compute the projections and normalisations

\[
    w_{h,k}^n = P_{h,k} v_{h,k}^n \in X_{h,k}, \quad u_{h,k} = \frac{1}{\sqrt{m(w_{h,k}^n, w_{h,k}^n)}} w_{h,k}.
\]

Then, compute the Ritz–Galerkin eigenvalues \( \lambda^1, \ldots, \lambda^N \) and eigenvectors

\[
    (z^1, \ldots, z^N) = Z(u_{h,k}^1, \ldots, u_{h,k}^N)
\]

and the Ritz–Galerkin projection

\[
    y_{h,k}^n = \sum_{m=1}^N z_m^n u_{h,k}^m \in X_{h,k}, \quad n = 1, \ldots, N.
\]

(S1) For \( n = 1, \ldots, N \), compute the residuals

\[
    r_{h,k}^n = A_{h,k} y_{h,k}^n - \lambda^n M_{h,k} y_{h,k}^n \in V_{h,k}',
\]

and check for convergence.

(S2) For \( n = 1, \ldots, N \), apply the preconditioner

\[
    v_{h,k}^n = T_{h,k} r_{h,k}^n \in V_{h,k}
\]

and compute the projection

\[
    w_{h,k}^n = P_{h,k} v_{h,k}^n \in X_{h,k}.
\]

(S3) Perform this step in the first iteration; otherwise go to (S4).

Compute the Ritz–Galerkin eigenvectors

\[
    (z^1, \ldots, z^3N) = Z(w_{h,k}^1, \ldots, w_{h,k}^{N}, y_{h,k}^1, \ldots, y_{h,k}^{N}).
\]

For \( n = 1, \ldots, N \), set

\[
    d_{h,k}^n = \sum_{l=1}^N z_l^n w_{h,k}^l \in X_{h,k},
\]

\[
    \tilde{y}_{h,k}^n = d_{h,k}^n + \sum_{l=1}^N z_{N+l}^n y_{h,k}^l \in X_{h,k}.
\]

Then, set \( y_{h,k}^n = \tilde{y}_{h,k}^n \) for \( n = 1, \ldots, N \). Go to (S1).

(S4) Compute the Ritz–Galerkin eigenvectors

\[
    (z^1, \ldots, z^{3N}) = Z(w_{h,k}^1, \ldots, w_{h,k}^{N}, y_{h,k}^1, \ldots, y_{h,k}^{N}, d_{h,k}^1, \ldots, d_{h,k}^N).
\]

For \( n = 1, \ldots, N \), set

\[
    \tilde{d}_{h,k}^n = \sum_{l=1}^N z_l^n w_{h,k}^l + z_{2N+l}^n d_{h,k}^l,
\]

\[
    \tilde{y}_{h,k}^n = \tilde{d}_{h,k}^n + \sum_{l=1}^N z_{N+l}^n y_{h,k}^l.
\]

Then, set \( y_{h,k}^n = \tilde{y}_{h,k}^n \) and \( d_{h,k}^n = \tilde{d}_{h,k}^n \) for \( n = 1, \ldots, N \). Go to (S1).
Chapter 2. Photonic bandstructure calculations

particular, $A_{h,k}^{\delta}$ and $A_{h,k}$ have the same eigenvectors). From (2.29) we can estimate that a residual reduction $\theta_3 = 0.1$ and an operator shift $\delta = 0.1\lambda_{k,h}^1$ is a suitable choice (indeed, a further reduction to a smaller $\delta > 0$ or a smaller $\theta_3$ does not reduce the required number of LOBPCG steps).

(4) After a few LOBPCG iteration steps the smallest eigenvalues are already very accurate (if $N$ is large enough). Depending on the accuracy of the projection it may be not possible to improve the corresponding eigenmode. So in step (S1) we determine $0 \leq n_{\text{conv}} \leq N$ such that $\|r_{h,k}^n\| \leq \epsilon_4$ for $n = 1, \ldots, n_{\text{conv}}$. Then, we proceed the method with the vectors $w_{h,k}^{n_{\text{conv}}+1}, \ldots, w_{h,k}^N, y_{h,k}^{n_{\text{conv}}+1}, \ldots, y_{h,k}^N, d_{h,k}^{n_{\text{conv}}+1}, \ldots, d_{h,k}^N$ in step (S4).

The overall procedure is more efficient if $N$ is larger than the desired number of eigenvalues. Thus, one should stop the LOBPCG iteration if $n_{\text{conv}} \geq N/2$.

Here, $\epsilon_4 \approx \sqrt{\epsilon_2}$ is appropriate. Then, we can expect a relative accuracy of $\epsilon_4 \approx \epsilon_2$ for the eigenvalues. Since in this stopping criterion the residual norm is used for estimating the error, a mesh-independent evaluation is required. This is obtained, e.g., by the application of the preconditioner: set

$$\|r_{h,k}^n\| = \sqrt{\langle r_{h,k}^n, w_{h,k}^n \rangle} = \sqrt{\langle r_{h,k}^n, T_{k,k} r_{h,k}^n \rangle}.$$  

A simple alternative (which avoids to apply the preconditioner) is to use one sweep of a Gauss–Seidel relaxation $R_{j,k}: V_{j,k}^l \rightarrow V_{j,k}$ for $A_{j,k}$, i.e., to use

$$\|r_{h,k}^n\| = \sqrt{\langle r_{h,k}^n, R_{j,k} r_{h,k}^n \rangle}.$$  

More details on different variants of the LOBPCG method and the suitable choice of parameters are discussed in [9].

2.2.11 A multigrid preconditioner for the Maxwell operator

A suitable multigrid preconditioner $T_{j,k}: V_{j,k}^l \rightarrow V_{j,k}$ satisfying (2.26) with $C_1 > C_0 > 0$ independent of the mesh size and robust for $0 < \delta \leq \delta_0$ is introduced by Hiptmair [18]. Therefore, let $V_{0,k} \subset V_{1,k} \subset \cdots \subset V_{J,k} \subset V$ be a nested sequence of curl-conforming finite element spaces with phase-shifted basis and with mesh size $h_j = 2^{-j}h_0$ on level $j = 0, \ldots, J$, and let $Q_{0,k} \subset Q_{1,k} \subset \cdots \subset Q_{J,k} \subset Q$ be the corresponding $H^1$-conforming spaces with phase-shifted basis.

The main observation is that a stable splitting corresponding to the decomposition

$$V_{j,k} = V_{0,k} + \sum_{j=1}^{J} V_{j,k} + \sum_{j=1}^{J} \nabla_k Q_{j,k}$$

with respect to the energy norm of $A_{j,k}^\delta$ exists. As a consequence we obtain multigrid convergence for a hybrid smoother which alternatively operates on $V_{j,k}$ and
\( \nabla_k Q_{j,k} \). The multigrid preconditioner is defined recursively: for \( j = 0 \), define \( T_{0,k} = (A^\delta_{0,k})^{-1} \). For \( j > 0 \), the definition of \( T_{j,k} \) requires:

1) a prolongation operator \( I_{j,k} : V_{j-1,k} \rightarrow V_{j,k} \);
2) the adjoint operator (restriction operator) \( I'_{j,k} : V'_{j,k} \rightarrow V'_{j-1,k} \);
3) a smoother \( R_{j,k} : V'_{j,k} \rightarrow V_{j,k} \) for \( A_{j,k} \);
4) a smoother \( D_{j,k} : Q'_{j,k} \rightarrow Q_{j,k} \) for \( C_{j,k} \);
5) a transfer operator \( S_{j,k} : Q_{j,k} \rightarrow V_{j,k} \);
6) the adjoint transfer operator \( S'_{j,k} : V'_{j,k} \rightarrow Q'_{j,k} \).

Now, define \( T_{j,k} \) by

\[
id - A^\delta_{j,k} T_{j,k} = (id - A^\delta_{j,k} I_{j,k} T_{j-1,k} I'_{j,k}) (id - \delta^{-1} A^\delta_{j,k} S_{j,k} D_{j,k} S'_{j,k})^\nu (id - A^\delta_{j,k} R_{j,k})^\mu.
\]

For given residual \( r_{j,k} \), the result \( v_{j,k} = T_{j,k} r_{j,k} \) is computed by Algorithm 3.

**Algorithm 3** Multigrid preconditioner \( v_{j,k} = T_{j,k} r_{j,k} \) with hybrid smoother.

(S0) Set \( j = J \).
(S1) Set \( v_{j,k} = 0 \). For \( \kappa = 1, \ldots, \mu \) compute

\[
w_{j,k} = R_{j,k} r_{j,k}, \quad v_{j,k} = v_{j,k} + w_{j,k}, \quad r_{j,k} = r_{j,k} - A^\delta_{j,k} w_{j,k}.
\]

(S2) For \( \kappa = 1, \ldots, \nu \) compute

\[
w_{j,k} = \delta^{-1} A^\delta_{j,k} S_{j,k} D_{j,k} S'_{j,k} r_{j,k}, \quad v_{j,k} = v_{j,k} + w_{j,k}, \quad r_{j,k} = r_{j,k} - A^\delta_{j,k} w_{j,k}.
\]

(S3) If \( j > 0 \), set \( r_{j-1,k} = I'_{j,k} r_{j,k} \), \( j := j - 1 \), and go to (S1).
(S4) If \( j = 0 \), set \( v_{0,k} := T_{0,k} r_{0,k} \).
(S5) For \( j = 1, \ldots, J \) set

\[
v_{j,k} := v_{j,k} + I_{j,k} v_{j-1,k}.
\]

Return the result \( v_{j,k} \).

The prolongation is defined by the simple embedding \( V_{j-1,k} \subset V_{j,k} \), i.e.,

\[
I_{j,k} v_{j-1,k} = \sum_{e \in E_j} \langle \psi'_{e,k}, v_{j-1,k} \rangle \psi_{e,k},
\]
and it is represented by the matrix $I_{j,k} = \left( L_{e_1,e_2} \right)_{(e_1,e_2) \in E_j \times E_{j-1}}$

\[
I_{j,k} = \sum_{(e_1,e_2) \in E_j \times E_{j-1}} L_{e_1,e_2} \psi'_{e_2,k} \otimes \psi_{e_1,k}, \quad L_{e_1,e_2} = \langle \psi'_{e_1,k}, \psi_{e_2,k} \rangle.
\]

The restriction is represented by the transposed matrix $I_{j,k}^T$, i.e.,

\[
I'_{j,k} = \sum_{(e_2,e_1) \in E_{j-1} \times E_j} L_{e_1,e_2} \psi_{e_1,k} \otimes \psi'_{e_2,k}.
\]

Note that this implies that the transfer operators depend on the phase-shift, but again (as it is observed in Chapter 2.2.4) by a simple scaling the operators can be constructed from the standard operators for $k = 0$.

The smoothing operators are constructed algebraically from the matrix representations of $A_{j,k}$ and $C_{j,k}$. E.g., the Gauss–Seidel relaxation is defined by

\[
R_{j,k} = \sum_{e_1,e_2 \in E_j} R_{e_1,e_2} \psi_{e_2,k} \otimes \psi_{e_1,k}, \quad R_{j,k} = \left( \text{diag} A_{j,k} + \text{lower} A_{j,k} \right)^{-1},
\]

\[
D_{h,k} = \sum_{v_1,v_2 \in V_h} D_{v_1,v_2} \phi_{v_2,k} \otimes \phi_{v_1,k}, \quad D_{j,k} = \left( \text{diag} C_{j,k} + \text{lower} D_{j,k} \right)^{-1}.
\]

Note that Gauss–Seidel smoothing depends on the numbering of the indices.

For the parallel smoothers $R_{j,k}$ and $D_{j,k}$ suitable damping is required; in addition, we use multiple smoothing $\nu, \mu > 1$, and we use a symmetric variant of the presented algorithm.

In the same way, we construct the Laplace preconditioner $U_{j,k} : Q_{j,k} \rightarrow Q_{j,k}$ within the projection step. Again we set $U_{0,k} = C_{0,k}^{-1}$, and recursively $U_{j,k}$ is defined for $j > 0$ by

\[
\text{id} - C_{j,k} U_{j,k} = \left( \text{id} - C_{j,k} J_{j,k} U_{j-1,k} J'_{j,k} \right) \left( \text{id} - C_{j,k} D_{j-1,k} \right)^{\nu},
\]

where $J_{j,k} : Q_{j-1,k} \rightarrow Q_{j,k}$ and $J'_{j,k} : Q'_{j,k} \rightarrow Q'_{j-1,k}$ are the prolongation and restriction operators, respectively (again obtained from the standard transfer operators by a scaling with respect to the phase-shift).

### 2.2.12 Numerical results for a band gap computation

Finally, we summarise results from [9] for the eigenvalue computation of a specific configuration. The computation is realised in the parallel finite element code M++ [28] which supports fully parallel multigrid methods [29].

We consider a material distribution proposed in [16], where we use a material with permittivity $\varepsilon_r = 13$ (which is in a realistic range for, e.g., silicon), and for the empty space we have $\varepsilon_r = 1$. The distribution is a layered structure, cf. Fig. 2.1. The structure is highly symmetric in $xy$ plane, but is not symmetric
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in $z$ direction. The configuration consists of silicon blocks, the block thickness in the periodic structure is 0.25. We start in level 0 with one hexahedron, then we use regular refinement, see Tab. 2.1. Thus, level 3 is the minimal level where the material distribution is represented exactly, i.e., the distributions is aligned with the cells.

![Figure 2.1: A layered structure in the periodicity cell $[0, 1]^3$ (left) and (for illustration) in $[0, 2]^3$ showing 8 periodicity cells (right).](image)

<table>
<thead>
<tr>
<th>level $j$</th>
<th>number of cells</th>
<th>d.o.f. in $X_h$</th>
<th>d.o.f. in $Q_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>64</td>
<td>1944</td>
<td>729</td>
</tr>
<tr>
<td>3</td>
<td>512</td>
<td>13872</td>
<td>4913</td>
</tr>
<tr>
<td>4</td>
<td>4096</td>
<td>104544</td>
<td>35937</td>
</tr>
<tr>
<td>5</td>
<td>32768</td>
<td>811200</td>
<td>274625</td>
</tr>
<tr>
<td>6</td>
<td>262144</td>
<td>6390144</td>
<td>2146689</td>
</tr>
<tr>
<td>7</td>
<td>2097152</td>
<td>50725632</td>
<td>16974593</td>
</tr>
<tr>
<td>8</td>
<td>16777216</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1: Refinement levels, number of cells and degrees of freedom for the test configuration.

We test the convergence properties of the LOBPCG method for a fixed parameter $k = (3, 1, -2)$, where we use $\epsilon_4 = 10^{-4}$ as stopping criterion. The results in Tab. 2.2 indicates that the convergence is almost independent of the mesh size, and that the number of iterations only slowly increases with the number of computed eigenvalues.

All results are obtained on a parallel Linux cluster. Since the multigrid solver is of optimal complexity, we expect an optimal scaling behaviour of the parallel
Table 2.2: Number of iterations of the projected LOBPCG method for the convergence of the first $N$ eigenvalues and eigenvectors depending on the refinement level.

<table>
<thead>
<tr>
<th>$N$ #</th>
<th>level 3</th>
<th>level 4</th>
<th>level 5</th>
<th>level 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>7</td>
<td>11</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>8</td>
<td>11</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>9</td>
<td>12</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>10</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>14</td>
</tr>
</tbody>
</table>

algorithm, provided the coarse problem is fine enough. For a fixed-size numerical performance test (cf. Tab. 2.3) we observe good scalability only up to 256 processor kernels. Optimal scalability is obtain for fixed load per processor kernel up to 50 million unknowns, cf. Tab. 2.4.

<table>
<thead>
<tr>
<th>processor kernels</th>
<th>multigrid aver. conv. rate</th>
<th>computing time</th>
<th>scaling factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>0.28</td>
<td>37:47 min.</td>
<td>2.12</td>
</tr>
<tr>
<td>128</td>
<td>0.28</td>
<td>17:45 min.</td>
<td>1.80</td>
</tr>
<tr>
<td>256</td>
<td>0.27</td>
<td>9:54 min.</td>
<td>1.19</td>
</tr>
<tr>
<td>512</td>
<td>0.29</td>
<td>8:20 min.</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.3: Fixed-size parallel scalability and Maxwell multigrid convergence on refinement level 7.

Next, we study the eigenvalue convergence. Again, we fix the parameter $k = (3, 1, -2)$, and we set $\epsilon_4 = 10^{-4}$ for the defect precision. Then, at least for isolated eigenvalues we may expect algebraic eigenvector convergence $O(\epsilon_4^2)$ and eigenvalue convergence $O(\epsilon_4^2)$, so that we can assume that the discretisation error is much larger than the algebraic truncation error. The eigenvalue results are presented in Tab. 2.5, and from their asymptotic behaviour we estimate the convergence rate in Tab. 2.6. For smooth eigenfunctions $O(h^2)$ convergence can be expected, but due to the poor regularity resulting from the discontinuous permittivity the observed convergence rate with respect to the mesh size are smaller.
2.2. Calculation of the photonic band structure

<table>
<thead>
<tr>
<th>refinement level</th>
<th>d.o.f.</th>
<th>computing time</th>
<th>scaling factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>104,544</td>
<td>1:05 min.</td>
<td>1.78</td>
</tr>
<tr>
<td>6</td>
<td>811,200</td>
<td>1:56 min.</td>
<td>5.12</td>
</tr>
<tr>
<td>7</td>
<td>6,390,144</td>
<td>9:54 min.</td>
<td>8.09</td>
</tr>
<tr>
<td>8</td>
<td>50,725,632</td>
<td>80:21 min.</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.4: Fixed-load parallel performance on 256 processor kernels.

<table>
<thead>
<tr>
<th>n</th>
<th>level 3</th>
<th>level 4</th>
<th>level 5</th>
<th>level 6</th>
<th>level 7</th>
<th>level 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.86613</td>
<td>3.81920</td>
<td>3.80119</td>
<td>3.79449</td>
<td>3.79202</td>
<td>3.79111</td>
</tr>
<tr>
<td>3</td>
<td>5.01881</td>
<td>4.87990</td>
<td>4.82904</td>
<td>4.81021</td>
<td>4.80322</td>
<td>4.80063</td>
</tr>
<tr>
<td>4</td>
<td>5.38737</td>
<td>5.24131</td>
<td>5.18723</td>
<td>5.16714</td>
<td>5.15967</td>
<td>5.15690</td>
</tr>
<tr>
<td>7</td>
<td>12.22023</td>
<td>11.26907</td>
<td>11.02740</td>
<td>10.95948</td>
<td>10.93931</td>
<td>10.93307</td>
</tr>
<tr>
<td>8</td>
<td>12.35505</td>
<td>11.40819</td>
<td>11.16670</td>
<td>11.09883</td>
<td>11.07870</td>
<td>11.07247</td>
</tr>
</tbody>
</table>

Table 2.5: Eigenvalue results $\lambda^n_{j,k}$, $n = 1, \ldots, N$, for different refinement levels $j$.

Finally, we collect the results for different $k$ following a path in the Brillouin zone. The result illustrates the band structure, cf. Fig. 2.3. Although this path does not cover the full Brillouin zone, one expects extrema in the photonic bands on the boundary of the Brillouin zone or at points with high symmetry, so that we can assume that this figure provides the correct band gap information of the given material distribution. Guaranteed band gap computations can be obtained by a finite number of further eigenvalue computations (including upper and lower eigenvalue bounds) and a suitable perturbation argument (cf. [21]).

Note that the eigenfunctions within the Floquet theory are abstract constructions and not physical objects; nevertheless, some illustrations are presented in Fig. 2.4 and 2.5.
<table>
<thead>
<tr>
<th>$n$</th>
<th>$\Delta^n(3,4)$</th>
<th>$\Delta^n(4,5)$</th>
<th>$\Delta^n(5,6)$</th>
<th>$\Delta^n(6,7)$</th>
<th>$\Delta^n(7,8)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.04693</td>
<td>1.38</td>
<td>0.01801</td>
<td>1.44</td>
<td>0.00247</td>
</tr>
<tr>
<td>2</td>
<td>0.04945</td>
<td>1.38</td>
<td>0.01905</td>
<td>1.43</td>
<td>0.00260</td>
</tr>
<tr>
<td>3</td>
<td>0.13891</td>
<td>1.45</td>
<td>0.05087</td>
<td>1.43</td>
<td>0.01883</td>
</tr>
<tr>
<td>4</td>
<td>0.14607</td>
<td>1.43</td>
<td>0.05407</td>
<td>1.43</td>
<td>0.02009</td>
</tr>
<tr>
<td>5</td>
<td>0.51118</td>
<td>1.85</td>
<td>0.14144</td>
<td>1.78</td>
<td>0.04130</td>
</tr>
<tr>
<td>6</td>
<td>0.51284</td>
<td>1.83</td>
<td>0.14405</td>
<td>1.76</td>
<td>0.04240</td>
</tr>
<tr>
<td>7</td>
<td>0.95116</td>
<td>1.98</td>
<td>0.24167</td>
<td>1.83</td>
<td>0.06792</td>
</tr>
<tr>
<td>8</td>
<td>0.94685</td>
<td>1.97</td>
<td>0.24149</td>
<td>1.83</td>
<td>0.06787</td>
</tr>
<tr>
<td>9</td>
<td>1.00313</td>
<td>1.92</td>
<td>0.26573</td>
<td>1.79</td>
<td>0.07687</td>
</tr>
<tr>
<td>10</td>
<td>1.01493</td>
<td>1.92</td>
<td>0.26847</td>
<td>1.79</td>
<td>0.07761</td>
</tr>
</tbody>
</table>

Table 2.6: The eigenvalue convergence rate is estimated by $\Delta^n(j-1,j) = |\lambda^n_{j-1,k} - \lambda^n_{j,k}|$ and the factor $\log_2 (\Delta^n(j-1,j)/\Delta^n(j,j+1))$.
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Figure 2.2: The Brillouin zone and the points of high symmetry.


Figure 2.3: Band structure illustration along a curve in the Brillouin zone along the points Γ, X, M, R, T, and Z (cf. Fig. 2.2). A band gap is observed between the bands 4 and 5.


Figure 2.4: Illustration of the eigenfunction $u_{h,k}^\delta$. On the left, a surface plot of the amplitude of $|u_{h,k}^\delta|$ and on the right isosurfaces are displayed.


Figure 2.5: Illustration of the eigenfunction $u^6_{h,k}$ for $k = (3, 1, -2)$. The cutting planes (top row) show the amplitude of the magnetic energy distribution $|u^6_{h,k}|$, the streamlines and the arrow-plot (bottom row) represent the vector field $u^6_{h,k}$. 