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Abstract  This chapter focuses on five main literature models of geometric tolerance analysis – vector loop, variational, matrix, Jacobian, and torsor – and makes a comparison between them in order to highlight the advantages and the weaknesses of each, with the goal of providing a criterion for selecting the most suitable one, depending on the application. The comparison is done at two levels: the first is qualitative and is based on the analysis of the models according to a set of descriptors derived from what is available in the literature; the second is quantitative and is based on a case study which is solved by means of the five models. Finally, in addition to providing comparative insight into the five tolerance analysis models, some guidelines are provided as well, related to the development of a novel approach which is aimed at overcoming some of the limitations of those models.

2.1 Introduction

Increasing competition in industry leads to the adoption of cost-cutting programs in the manufacturing, design, and assembly of products. Current products are complex systems, often made of several assemblies and subassemblies, and including complex part geometries; a wide variety of different requirements must be satisfied at the design and manufacturing stages in order for such products to fulfill the desired functional requirements. The paradigm of concurrent engineering enforces an
approach where product design and manufacturing process planning activities are carried out in parallel in highly communicative and collaborative environments, with the aim of reducing reworking times and discard rates. In recent years, the importance of assessing the effects of part tolerances on assembly products has increasingly been acknowledged as one of the most strategic activities to be pursued with the goal of ensuring higher production qualities at lower costs. In fact, while the need for assigning some type of dimensional and geometric tolerances to assembly components is widely recognized as a necessary step for ensuring a standardized production process and for guaranteeing the correct working of the assembly to the required levels of satisfaction, the relationships between the values assigned to such tolerances and final product functionality are more subtle and need to be investigated in greater detail. As defined by designer intent, assembled products are built to satisfy one or more functional prerequisites. The degree to which each of such functional prerequisites is satisfied by the product is usually strongly related to a few key dimensions of the final assembly itself. In related literature, such key dimensions are often called key functional parameters or design dimensions, or functional requirements, which is the term that will be adopted in this chapter. Functional requirements are typically the result of the stack-up of geometries and dimensions of several parts; and their final variability, also fundamental in determining overall functional performance, arises from the combined effects of the variabilities associated with the parts involved in the stack-up. Tolerance values assigned to parts and subassemblies become critical in determining the overall variability of functional requirements and, consequently, the functional performance of the final product. Moreover, when analyzing the chain of connected parts, it becomes relevant to identify those tolerances that – more than others – have an influence on the final outcome, since it has been shown that often the 70–30 rule applies, meaning that 30% of the tolerances assigned to the components are responsible for 70% of the assembly geometric variation. The variabilities associated with dimensions and geometries of the assembly components combine, according to the assembly cycle, and generate the variability associated with the functional requirements. Tolerance stack-up functions are mathematical models aimed at capturing such combinations. They have that name because they are designed as functions whose output is the variation range of a functional requirement, and whose inputs are the tolerances assigned to assembly components. In other words, a tolerance analysis problem implies modeling and solving a tolerance stack-up function, in order to determine the nominal value and the tolerance range of a functional requirement starting from the nominal values and the tolerance ranges assigned to the relevant dimensions of assembly components.

In a typical tolerance analysis scenario, linear or nonlinear tolerance stack-up functions may need to be solved, depending on the problem being studied, and on the way it was modeled in the analysis. Alternative assembly cycles may be considered within the analysis in order to identify the one allowing assembly functionality with the maximum value of the tolerance range assigned to the components. The importance of an effectual tolerance analysis is widely recognized: significant problems may arise during the actual assembly process if the tolerance
analysis on a part or subassembly was not carried out or was done to an unsatisfactory level (Whitney 2004). It may even happen that the product is subjected to significant redesign because of unforeseen tolerance problems, which were not detected prior to actual assembly taking place. In this case business costs may be significantly high, especially when considering that 40–60% of the production costs are estimated as due to the assembly process (Delchambre 1996).

Many well-known approaches, or models, exist in the literature for tolerance analysis (Hong and Chang 2002; Shen et al. 2004). The vector loop model adopts a graph-like schematization where any relevant linear dimension in the assembly is represented by a vector, and an associated tolerance is represented as a small variation of such a vector (Chase et al. 1997; Chase 1999). Vectors are connected to form chains and/or loops, reflecting how assembly parts stack up together in determining the final functional requirements of the assembly. Stack-up functions are built by combining the variations associated with vectors involved in each chain into mathematical expressions, which can then be solved with different approaches.

The variational model has its roots in parametric geometric modeling, where geometry can be modeled by mathematical equations that allow shape and size attributes to be changed and controlled through a reduced set of parameters (Gupta and Turner 1993; Whitney et al. 1999; Li and Roy 2001). Parametric modeling can be used as the starting point for reproducing small variations in an assembly part, within the ranges defined by a given tolerance. In the matrix model, the approach aims at deriving the explicit mathematical representation of the geometry of each tolerance region (the portion of space where a feature is allowed to be, given a set of tolerances); this is done through displacement matrices, which describe the small displacements a feature is allowed to have without violating the tolerances (Desrochers and Rivière 1997; Clément et al. 1998).

In the Jacobian model, tolerance chains are modeled as sequences of connected pairs of relevant surfaces; displacement between such surfaces (whether nominal or due to variations allowed by tolerances) is modeled through homogeneous coordinate transformation matrices (Laperrière and Lafond 1999; Laperrière and Kabore 2001). The way the matrices are formulated draws inspiration from a common approach adopted in robotics which involves the use of Jacobian matrices.

Finally, in the torsor model, screw parameters are introduced to model 3D tolerance zones (Ballot and Bourdet 1995, 1997). The name derives from the data structure adopted to collect the screw parameters (i.e., the torsor).

The five modeling approaches introduced above propose different solutions to specific aspects of the tolerance analysis problem; all have strong points and weaknesses that may make them inadequate for specific applications. Most aspects differentiating the approaches are related to how geometric variability of parts and assemblies is modeled, how joints and clearance between parts are represented, how stack-up functions are solved, and so forth. Moreover, it is difficult to find literature work where the different approaches are compared systematically with the help of one or more case studies aimed at highlighting the advantages and disadvantages of each.
Section 2.2 describes a practical case study, which will be used as a reference to illustrate the tolerance analysis models presented in Sections 2.3–2.5. Section 2.6 provides some guidelines for the development of a new model aimed at overcoming the weaknesses of the literature models.

2.2 The Reference Case Study

To compare the tolerance analysis models, the case study shown in Figure 2.1 is introduced. The 2D geometry of the example assembly is made of a rectangular box containing two disk-shaped parts. The width $g$ of the gap between the top disk and the upper surface of the box is assumed as the functional requirement to be investigated by the analysis. The goal of the tolerance analysis problem is to identify the tolerance stack-up function that defines the variability of $g$, and describes it as a function of the geometries and tolerances of the components involved in the assembly.

Tolerance analysis is based on the dimensional and geometric tolerances illustrated in Figure 2.1. The example is adapted from a real-life industrial application and properly simplified to make it easier to present and discuss in this context. The tolerancing scheme applied, which may not appear as entirely rigorous under the

![Figure 2.1](image) Dimensional and geometric tolerances applied to the case study
viewpoint of a strict application of standardized tolerancing rules, is directly derived from the current practice adopted for the actual industrial product.

The case study is representative of all the main aspects and critical issues involved in a typical tolerance analysis problem, and it is simple enough to allow for the application of a simplified manual computation procedure to obtain the extreme values of the gap $g$ for the special case where only dimensional tolerances are considered. The manual computation is based on searching for the worst-case conditions, i.e., the combinations of part dimensions that give rise to the maximum and minimum gap values; since no geometric tolerances are considered, part geometries are assumed at nominal states.

The maximum value of the gap is calculated by considering the maximum height and width of the box, together with the minimum value of the radius of the disks:

$$g_{\text{max, dim}} = 80.5 - 19.95 - \sqrt{(19.95 \cdot 2)^2 - (50.40 - 19.95 - 19.95)^2}$$

$$-19.95 = 2.1064 \text{ mm.}$$

In the same way, the minimum value of the gap is

$$g_{\text{min, dim}} = 79.5 - 20.05 - \sqrt{(20.05 \cdot 2)^2 - (49.8 - 20.05 - 20.05)^2}$$

$$-20.05 = 0.4909 \text{ mm.}$$

The variability of the gap is the difference between the maximum or the minimum values and the nominal one:

$$\Delta g_{\text{dim, max}} = +\left( g_{\text{max, dim}} - g_N \right) = (2.1064 - 1.2702) = +0.84 \text{ mm,}$$

$$\Delta g_{\text{dim, min}} = -\left( g_N - g_{\text{min, dim}} \right) = -(1.2702 - 0.4909) = -0.78 \text{ mm.}$$

Albeit operating on a simplified problem (geometric tolerances are neglected) the manual computation of the gap boundary values provides a useful support for the quantitative comparison of the five methods, at least when they are applied by considering dimensional tolerances only. The manually obtained, extreme gap values will be used as reference values later on, then the results of the five methods will be discussed.

Furthermore, the manual computation procedure highlights one of the fundamental issues analyzed in this chapter, i.e., how hard it actually is to include geometric tolerances in any model attempting to represent geometric variability. The investigation of how this challenge is handled in the analysis of tolerance chains is of fundamental importance when analyzing the performance and limitations of the five approaches: under this assumption, it will be shown how each approach provides a different degree of support to the inclusion of geometric tolerances, and how each requires different modeling efforts, simplifications, and workarounds, in order to let geometric tolerances be included in the tolerance chain analysis problem.
2.3 The Vector Loop Model

The vector loop model uses vectors to represent relevant dimensions in an assembly (Chase et al. 1995, 1996). Each vector represents either a component dimension or an assembly dimension. Vectors are arranged in chains or loops to reproduce the effects of those dimensions that stack together to determine the resultant assembly dimensions. Three types of variations are modeled in the vector loop model: dimensional variations, kinematic variations, and geometric variations.

In a vector loop model, the magnitude of a geometric dimension is mapped to the length \((L_i)\) of the corresponding vector. Dimensional variations defined by dimensional tolerances are incorporated as \(\pm\) variations in the length of the vector. Kinematic variations describe the relative motions among mating parts, \(i.e.,\) small adjustments that occur at assembly time in response to the dimensional and geometric variations of the components. In the vector loop model, kinematic variations are modeled by means of kinematic joints, \(i.e.,\) schematizations such as the slider. In vector loop models, there are six common joint types available for 2D assemblies and 12 common joints for 3D assemblies. At each kinematic joint, assembly adjustments are turned into ranges for the motions allowed by the joint \((i.e.,\) degrees of freedom). A local datum reference frame (DRF) must be defined for each kinematic joint.

Geometric variations capture those variations that are imputable to geometric tolerances. These are modeled by adding additional degrees of freedom to the kinematic joints illustrated above. This introduces a simplification: although geometric tolerances may affect an entire surface, in vector loop models they are considered only in terms of the variations they induce at mating points, and only in the directions allowed by the type of kinematic joint. Depending on what type of geometric variation is represented by the tolerance and what motions are allowed at the kinematic joint, a geometric tolerance is typically modeled as an additional set of translational and rotational transformations \((e.g.,\) displacement vectors, rotation matrices) to be added at the joint.

To better understand the vector loop model, the basic steps for applying it to a tolerance analysis problem are provided below (Gao et al. 1998; Faerber 1999; Nigam and Turner 1995):

1. Create the assembly graph. The first step is to create an assembly graph. The assembly graph is a simplified diagram of the assembly representing the parts, their dimensions, the mating conditions, and functional requirements, \(i.e.,\) the final assembly dimensions that must be measured in order to verify that the product is capable of providing the required functionality. An assembly graph assists in identifying the number of vector chains and loops involved in the assembly.

2. Define the DRF for each part. The next step is to define the DRF for each part. DRFs are used to locate relevant features on each part. If there is a circular contact surface, its center is considered as a DRF too.
3. **Define kinematic joints and create datum paths.** Each mating relation among parts is translated into a kinematic joint. Kinematic joints are typically located at contact points between parts. Datum paths are geometric layouts specifying the direction and orientation of vectors forming the vector loops; they are created by chaining together the dimensions that locate the point of contact of a part with another, with respect to the DRF of the part itself.

4. **Create vector loops.** With use of the assembly graph and the datum paths, vector loops are created. Each vector loop is created by connecting datums. Vector loops may be open or closed; an open loop terminates with a functional requirement, which can be measured in the final assembly (it could be either the size of a relevant gap in the final assembly, or any other functionally relevant assembly dimension); a closed loop indicates the presence of one or more adjustable elements in the assembly.

5. **Derive the stack-up equations.** The assembly constraints defined within vector-loop-based models may be mathematically represented as a concatenation of homogeneous rigid body transformation matrices:

\[
R_1 \cdot T_1 \cdot \ldots \cdot R_i \cdot T_i \cdot \ldots \cdot R_n \cdot T_n \cdot R_f = H, \quad (2.4)
\]

where \( R_i \) is the rotational transformation matrix between the \( x \)-axis and the first vector; \( T_i \) is the translational matrix for the first vector, \( R_{i,n} \) and \( T_{i,n} \) are the corresponding matrices for the vector at node \( i \) or node \( n \), and \( R_f \) is the final closure rotation, again with respect to the \( x \)-axis. \( H \) is the resultant matrix. For example, in the 2D case the rotational and the translational matrices are as follows:

\[
R_i = \begin{bmatrix}
\cos \phi_i & \sin \phi_i & 0 \\
\sin \phi_i & \cos \phi_i & 0 \\
0 & 0 & 1
\end{bmatrix}
\]
\[
\text{and } T_i = \begin{bmatrix}
1 & 0 & L_i \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix},
\]

where \( \phi_i \) is the angle between the vectors at node \( i \), and \( L_i \) is the length of vector \( i \). If the assembly is described by a closed loop of constraints, \( H \) is equal to the identity matrix, otherwise \( H \) is equal to the \( g \) vector representing the resultant transformation that will lead to the identification of a functional requirement.

6. **Tolerance analysis** – assuming an assembly as made of \( p \) parts. Each part is represented by an \( x \) vector of its relevant dimensions and by an \( \alpha \) vector containing additional dimensions, added to take into account geometric tolerances. When parts are assembled together, the resulting product is characterized by a \( u \) vector of the assembly variables and by a \( g \) vector of measurable functional requirements. It is possible to write \( L = J - P + 1 \) closed loops, where \( J \) is the number of the mates among the parts and \( P \) is the number of parts. For each closed loop

\[
H(x, u, \alpha) = 0, \quad (2.5)
\]
while there is an open loop for each functional requirement that looks like

$$g = K(x, u, \alpha).$$  \hspace{1cm} (2.6)$$

Equation 2.5 allows one to calculate $g$ after having solved the system of equations in Equation 2.4. The equations in Equation 2.4 are usually not linear; they can be solved in different ways, for example, by means of the direct linearization method:

$$dH \equiv A \cdot dx + B \cdot du + F \cdot d\alpha = 0,$$  \hspace{1cm} (2.7)$$

$$dH \equiv -B^{-1} \cdot A \cdot dx - B^{-1} \cdot F \cdot d\alpha,$$  \hspace{1cm} (2.8)$$

$$dg \equiv C \cdot dx + D \cdot du + G \cdot d\alpha = 0,$$ \hspace{1cm} (2.9)$$

with $A_{ij} = \partial H / \partial x_j$, $B_{ij} = \partial H / \partial u_j$, $F_{ij} = \partial H / \partial \alpha_j$, $C_{ij} = \partial K / \partial x_j$, $D_{ij} = \partial K / \partial u_j$, and $G_{ij} = \partial K / \partial \alpha_j$.

From Equations 2.7–2.9,

$$dg \equiv [C - D \cdot B^{-1} \cdot A] \cdot dx + [G - D \cdot B^{-1} \cdot F] \cdot d\alpha = S_x \cdot dx + S_\alpha \cdot d\alpha,$$ \hspace{1cm} (2.10)$$

where $S_x = [C - D \cdot B^{-1} \cdot A]$ and $S_\alpha = [G - D \cdot B^{-1} \cdot F]$ are named the “sensitivity” matrices. When the sensitivity matrices are known, it is possible to calculate the solution in the worst-case scenario as

$$\Delta g_i = \sum_k |S_{x_i} \cdot t_{x_i}| + \sum_l |S_{\alpha_i} \cdot t_{\alpha_i}|,$$ \hspace{1cm} (2.11)$$

while in the statistical scenario the solution can be obtained as a root sum of squares, as follows:

$$\Delta g_i = \left[ \sum_k (S_{x_i} \cdot t_{x_i})^2 + \sum_l (S_{\alpha_i} \cdot t_{\alpha_i})^2 \right]^{1/2},$$ \hspace{1cm} (2.12)$$

where $k$ and $l$ are the number of $x$ dimensions and $\alpha$ geometric tolerances that influence the variable $g_i$, $S_{xik}$ is the matrix of the coefficients of the $k$ $x$ variables inside the $i$-stack-up function of Equation 2.10, $S_{aif}$ is the matrix of the coefficients of the $l$ $\alpha$ variables inside the $i$ stack-up function of Equation 2.10, and $t_{x_i}$ and $t_{\alpha_i}$ are the vectors of the dimensional or the geometric tolerances of the $xk$ and $\alpha l$ variables, respectively.

The direct linearization method is a very simple and rapid method, but it is approximated too. When an approximated solution is not acceptable, it is possible to use alternative approaches, such as numerical simulation by means of a Monte Carlo technique (Gao et al. 1998; Boyer and Stewart 1991).
2.3.1 Results of the Case Study with Dimensional Tolerances

With reference to Figure 2.2, let $x_1$ and $x_2$ be the dimensions of the box, and $x_3$ and $x_4$ the diameters of the two disks; $u_1$, $u_2$, $u_3$, and $u_4$ are the assembly (dependent) dimensions and $g$ is the width of the gap between the top side of the box and the second disk. The dimension $g$ is the functional requirement. Therefore, the assembly graph in Figure 2.3 has been built. It shows two joints of “cylinder slider” kind between the box and disk 1 at point A and point B, respectively; one joint of “parallel cylinder” kind between disk 1 and disk 2 at point C; one joint of “cylinder slider” kind between disk 2 and the box at point D; and the measurement to be performed ($g$).

DRFs have been assigned to each part; they are centered at point $\Omega$ for the box and at the centers $O_1$ and $O_2$ of the two disks. All the DRFs have a horizontal $x$-axis. Datum A has been assumed to be nominal. The DRF of the box is also assumed as the global DRF of the assembly. Figure 2.4 shows the created datum paths that chain together the points of contact of a part with another with respect to the DRF of the part itself. Vector loops are created using the datum paths as a guide. There are $L = J - P + 1 = 4 - 3 + 1 = 2$ closed loops and one open loop. The first closed loop joins the box and disk 1 passing through contact points A and B.
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**Figure 2.2** Assembly variables and tolerances of the vector loop model with dimensional tolerances.
The second closed loop joins the subassembly box disk 1 and disk 2 through contact points D and C. The open loop defines the gap width $g$. All the loops are defined counterclockwise. The $\mathbf{R}$ and $\mathbf{T}$ matrices are 2D; their elements are shown in Table 2.1.

![Assembly graph](Figure 2.3)

**Figure 2.3** Assembly graph

![Datum paths of the vector loop model](Figure 2.4)

**Figure 2.4** Datum paths of the vector loop model
Table 2.1  Elements of $R$ and $T$ matrices when the case study considers dimensional tolerances

<table>
<thead>
<tr>
<th>$i$</th>
<th>$\phi$ of $R_i$</th>
<th>$L_i$ of $T_i$</th>
<th>$\phi$ of $R_i$</th>
<th>$L_i$ of $T_i$</th>
<th>$\phi$ of $R_i$</th>
<th>$L_i$ of $T_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$0^\circ$</td>
<td>$u_1$</td>
<td>0</td>
<td>$x_1$</td>
<td>0</td>
<td>$x_1$</td>
</tr>
<tr>
<td>2</td>
<td>$90^\circ$</td>
<td>$x_3$</td>
<td>$90^\circ$</td>
<td>$u_4$</td>
<td>$90^\circ$</td>
<td>$u_4$</td>
</tr>
<tr>
<td>3</td>
<td>$\phi_{3}$</td>
<td>$x_3$</td>
<td>$90^\circ$</td>
<td>$x_4$</td>
<td>$90^\circ$</td>
<td>$x_4$</td>
</tr>
<tr>
<td>4</td>
<td>$90^\circ$</td>
<td>$u_2$</td>
<td>$\phi_{24}$</td>
<td>$x_4$</td>
<td>$\phi_{14}$</td>
<td>$x_4$</td>
</tr>
<tr>
<td>5</td>
<td>$90^\circ$</td>
<td>0</td>
<td>$0^\circ$</td>
<td>$x_3$</td>
<td>$0^\circ$</td>
<td>$g$</td>
</tr>
<tr>
<td>6</td>
<td>$\phi_{26}$</td>
<td>$x_3$</td>
<td>$90^\circ$</td>
<td>$u_3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>$90^\circ$</td>
<td>$u_2$</td>
<td>$90^\circ$</td>
<td>$x_2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>$90^\circ$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For the first loop, Equation 2.4 becomes

$$\mathbf{R}_1 \cdot \mathbf{T}_1 \cdot \mathbf{R}_2 \cdot \mathbf{T}_2 \cdot \mathbf{R}_3 \cdot \mathbf{T}_3 \cdot \mathbf{R}_4 \cdot \mathbf{T}_4 \cdot \mathbf{R}_f = \mathbf{I},$$

(2.13)

which gives the system

$$u_i + x_1 \cos(90 + \phi_{13}) + u_2 \cos(180 + \phi_{13}) = 0,$$

$$x_3 + x_2 \sin(90 + \phi_{13}) + u_2 \sin(180 + \phi_{13}) = 0,$$

(2.14)

$$\phi_{13} = 90 = 0.$$

For the second loop,

$$\mathbf{R}_1 \cdot \mathbf{T}_1 \cdot \mathbf{R}_2 \cdot \mathbf{T}_2 \cdot \mathbf{R}_3 \cdot \mathbf{T}_3 \cdot \mathbf{R}_4 \cdot \mathbf{T}_4 \cdot \mathbf{R}_5 \cdot \mathbf{T}_5 \cdot \mathbf{R}_6 \cdot \mathbf{T}_6 \cdot \mathbf{R}_7 \cdot \mathbf{T}_7 \cdot \mathbf{R}_f = \mathbf{I},$$

(2.15)

which gives the system

$$x_1 - x_4 + x_4 \cos(180 + \phi_{24}) + x_3 \cos(180 + \phi_{24}) +$$

$$+ x_3 \cos(180 + \phi_{24} + \phi_{26}) = 0,$$

$$x_1 - x_4 + x_4 \cos(180 + \phi_{24}) + x_3 \cos(180 + \phi_{24}) +$$

$$+ x_3 \cos(180 + \phi_{24} + \phi_{26}) = 0,$$

(2.16)

$$\phi_{24} + \phi_{26} = 0.$$

For the third loop,

$$\mathbf{R}_1 \cdot \mathbf{T}_1 \cdot \mathbf{R}_2 \cdot \mathbf{T}_2 \cdot \mathbf{R}_3 \cdot \mathbf{T}_3 \cdot \mathbf{R}_4 \cdot \mathbf{T}_4 \cdot \mathbf{R}_5 \cdot \mathbf{T}_5 \cdot \mathbf{R}_6 \cdot \mathbf{T}_6 \cdot \mathbf{R}_7 \cdot \mathbf{T}_7 \cdot \mathbf{R}_f = \mathbf{G},$$

(2.17)

which gives

$$g = x_2 - u_4 - x_4.$$  

(2.18)

From the “sensitivity” analysis,

$$\mathbf{A} \cdot \mathbf{dx} + \mathbf{B} \cdot \mathbf{du} = 0,$$

(2.19)

which gives

$$\mathbf{du} = -\mathbf{B}^{-1} \cdot \mathbf{A} \cdot \mathbf{dx} = \mathbf{S}^u \cdot \mathbf{dx},$$

(2.20)
where

\[ \mathbf{d}u = \{du_1, du_2, du_4, d\varphi_{13}, d\varphi_{24}, d\varphi_{26}\}^T, \quad (2.21) \]

\[ \mathbf{d}x = \{dx_1, dx_2, dx_3, dx_4\}^T = \{0.20, 0.50, 0.05, 0.05\}^T, \quad (2.22) \]

\[ \mathbf{S}^u = \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 \\ -0.2582 & 0 & 2.2910 & 1.2910 \\ 0 & 0 & 0 & 0 \\ -0.0258 & 0 & 0.0323 & 0.0323 \\ 0.0258 & 0 & -0.0323 & -0.0323 \end{bmatrix}. \quad (2.23) \]

The gap \( g \) depends on the following \( x \) variables through the sensitivity coefficients:

\[ dg = dx_2 - dx_4 - du_4 = 0.2582 \cdot dx_1 + dx_2 - 2.2910 \cdot dx_3 - 2.2910 \cdot dx_4. \quad (2.24) \]

It is possible to calculate the solution in the worst case as

\[ \Delta g_{WC} = \pm \sum |S_i| \cdot \Delta x_i = \pm 0.7807 \equiv \pm 0.78 \text{ mm}. \quad (2.25) \]

The solution obtained is lower than the value obtained by means of the manual resolution method of about 4\% \([= (1.56–1.62)/1.62]\).

It is possible to calculate the solution in the statistical scenario (root sum of square) as

\[ \Delta g_{Stat} = \left[ \sum \left( S_{x_i} \cdot t_{x_i} \right)^2 \right]^{1/2} = \pm 0.5158 \equiv \pm 0.52 \text{ mm}. \quad (2.26) \]

### 2.3.2 Results of the Case Study with Geometric Tolerances

With reference to Figure 2.5, let \( x_1 \) and \( x_2 \) be the dimensions of the box, and \( x_3 \) and \( x_4 \) the diameters of the two disks; \( u_1, u_2, u_3, \) and \( u_4 \) are the assembly (dependent) dimensions and \( g \) is the width of the gap between the top side of the box and the second disk. The DRFs and the datum paths are the same as in the previous case (see Section 2.3.1).

The vector loops are the same as in the previous case, but they have to take into consideration the geometric tolerances. To include geometric tolerances, the following variables must be added to the \( \mathbf{x} \) vector (note that mating points A and B are named after datums A and B the points lie upon):
− The flatness tolerance applied to the bottom surface of the box (datum A in the drawing) can be represented as a translation of the A point in the direction perpendicular to datum A, *i.e.*, perpendicular to the x-axis; this translation is described by the variable $\alpha_1 = T_{A1} = 0 \pm 0.10/2 = 0 \pm 0.05$ mm.

− The perpendicularity applied to the vertical left surface of the box (datum B) can be represented as a translation of point B in the direction perpendicular to datum B (the y-axis); this translation is described by the variable $\alpha_2 = T_{B2} = 0 \pm 0.10/2 = 0 \pm 0.05$ mm.

− The parallelism applied to the right side of the box (with respect to datum B) can be represented as a translation of point D, again in the direction perpendicular to datum B. It can be described by the variable $\alpha_3 = T_{D3} = 0 \pm 0.20/2 = 0 \pm 0.10$ mm.

− The circularity applied to disk 1 can be seen as points A, B, and C translating along the radius, and can be described by the variables $\alpha_4 = T_{A4} = 0 \pm 0.05/2 = 0 \pm 0.025$ mm, $\alpha_5 = T_{B4} = 0 \pm 0.05/2 = 0 \pm 0.025$ mm, and $\alpha_6 = T_{C4} = 0 \pm 0.05/2 = 0 \pm 0.025$ mm.

− The circularity applied to disk 2 can be represented as points C, D, and H translating along the radius, and can be described by the variables $\alpha_7 = T_{C5} = 0 \pm 0.05/2 = 0 \pm 0.025$ mm, $\alpha_8 = T_{D5} = 0 \pm 0.05/2 = 0 \pm 0.025$ mm, and $\alpha_9 = T_{H5} = 0 \pm 0.05/2 = 0 \pm 0.025$ mm.

− The parallelism applied to the top side of the box can be represented as a vertical translation of point G, and is described by the variable $\alpha_{10} = T_{G6} = 0 \pm 0.10/2 = 0 \pm 0.05$ mm.

The $\mathbf{R}$ and $\mathbf{T}$ matrices are 2D; their elements are shown in Table 2.2.

Figure 2.5  Assembly variables and tolerances of the vector loop model with geometric tolerances
Table 2.2  Elements of $R$ and $T$ matrices when the case study considers geometric tolerances

<table>
<thead>
<tr>
<th>$i$</th>
<th>$\phi$ of $R_i$</th>
<th>$L_i$ of $T_i$</th>
<th>$\phi$ of $R_i$</th>
<th>$L_i$ of $T_i$</th>
<th>$\phi$ of $R_i$</th>
<th>$L_i$ of $T_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>$u_1$</td>
<td>0</td>
<td>$x_1$</td>
<td>0</td>
<td>$x_1$</td>
</tr>
<tr>
<td>2</td>
<td>90°</td>
<td>$\alpha_1 = 0 \pm 0.05$</td>
<td>90°</td>
<td>$u_4$</td>
<td>90°</td>
<td>$u_4$</td>
</tr>
<tr>
<td>3</td>
<td>0°</td>
<td>$\alpha_2 = 0 \pm 0.025$</td>
<td>90°</td>
<td>$\alpha_5 = 0 \pm 0.1$</td>
<td>90°</td>
<td>$\alpha_6 = 0 \pm 0.1$</td>
</tr>
<tr>
<td>4</td>
<td>0°</td>
<td>$x_3$</td>
<td>0°</td>
<td>$\alpha_6 = 0 \pm 0.025$</td>
<td>0°</td>
<td>$\alpha_6 = 0 \pm 0.025$</td>
</tr>
<tr>
<td>5</td>
<td>$\phi_{13}$</td>
<td>$x_3$</td>
<td>0°</td>
<td>$x_4$</td>
<td>0°</td>
<td>$x_4$</td>
</tr>
<tr>
<td>6</td>
<td>0°</td>
<td>$\alpha_5 = 0 \pm 0.025$</td>
<td>$\phi_{24}$</td>
<td>$x_4$</td>
<td>$\phi_{24}$</td>
<td>$x_4$</td>
</tr>
<tr>
<td>7</td>
<td>0°</td>
<td>$\alpha_4 = 0 \pm 0.025$</td>
<td>0°</td>
<td>$\alpha_7 = 0 \pm 0.025$</td>
<td>0°</td>
<td>$\alpha_6 = 0 \pm 0.025$</td>
</tr>
<tr>
<td>8</td>
<td>90°</td>
<td>$u_2$</td>
<td>0°</td>
<td>$\alpha_6 = 0 \pm 0.025$</td>
<td>0°</td>
<td>$g$</td>
</tr>
<tr>
<td>9</td>
<td>90°</td>
<td>$x_3$</td>
<td>0°</td>
<td>$\alpha_8 = 0 \pm 0.025$</td>
<td>0°</td>
<td>$\alpha_10 = 0 \pm 0.05$</td>
</tr>
<tr>
<td>10</td>
<td>$\phi_{26}$</td>
<td>$x_3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0°</td>
<td>$\alpha_8 = 0 \pm 0.025$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0°</td>
<td>$\alpha_2 = 0 \pm 0.05$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>90°</td>
<td>$u_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>90°</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Once the vector loops have been generated, the relative equations can be defined and solved. For the first loop, Equation 2.4 becomes

$$
R_1 \cdot T_1 \cdot R_2 \cdot T_2 \cdot R_3 \cdot T_3 \cdot R_4 \cdot T_4 \cdot R_5 \cdot T_5 \cdot R_6 \cdot T_6 \cdot R_7 \cdot T_7 \cdot R_8 \cdot T_8 \cdot R_f = I,
$$

(2.27)

which gives the system

$$
\begin{align*}
&u_i + (x_3 + \alpha_2 + \alpha_5) \cdot \cos(90 + \phi_{13}) + u_2 \cos(180 + \phi_{13}) = 0, \\
x_3 + \alpha_1 + \alpha_4 + (x_3 + \alpha_2 + \alpha_5) \cdot \sin(90 + \phi_{13}) + u_2 \sin(180 + \phi_{13}) = 0, \\
\phi_{13} - 90 = 0.
\end{align*}
$$

(2.28)

For the second loop,

$$
R_1 \cdot T_1 \cdot R_2 \cdot T_2 \cdot R_3 \cdot T_3 \cdot R_4 \cdot T_4 \cdot R_5 \cdot T_5 \cdot R_6 \cdot T_6 \cdot \ldots \cdot R_{13} \cdot T_{13} \cdot R_f = I,
$$

(2.29)

which gives the system

$$
\begin{align*}
x_1 -(x_4 + \alpha_2 + \alpha_6) + (x_3 + x_4 + \alpha_6 + \alpha_7) \cdot \cos(180 + \phi_{24}) + \\
(x_5 + \alpha_2 + \alpha_5) \cdot \cos(180 + \phi_{24} + \phi_{26}) = 0, \\
u_4 + (x_3 + x_4 + \alpha_2 + \alpha_7) \cdot \sin(180 + \phi_{24}) + (x_3 + \alpha_2 + \alpha_5) \cdot \\
\sin(180 + \phi_{24} + \phi_{26}) - u_2 = 0, \\
\phi_{24} + \phi_{26} = 0.
\end{align*}
$$

(2.30)
For the third loop,
\[
\mathbf{R}_1 \cdot \mathbf{T}_1 \cdot \mathbf{R}_2 \cdot \mathbf{T}_2 \cdot \mathbf{R}_3 \cdot \mathbf{T}_3 \cdot \mathbf{R}_4 \cdot \mathbf{T}_4 \cdot \mathbf{R}_5 \cdot \mathbf{T}_5 \cdot \mathbf{R}_6 \cdot \mathbf{T}_6 \cdot \ldots \cdot \mathbf{R}_{11} \cdot \mathbf{T}_{11} \cdot \mathbf{R}_f = \mathbf{G},
\]  
(2.31)
which gives
\[
g = x_2 + \alpha_{10} - u_4 - x_4 - \alpha_9.
\]  
(2.32)
Concerning the “sensitivity” analysis,
\[
\mathbf{d}u = -\mathbf{B}^{-1} \cdot \mathbf{A} \cdot \mathbf{d}x - \mathbf{B}^{-1} \cdot \mathbf{C} \cdot \mathbf{d}\mathbf{\alpha} = \mathbf{S}^{ud} \cdot \mathbf{d}x + \mathbf{S}^{u\alpha} \cdot \mathbf{d}\mathbf{\alpha},
\]  
(2.33)
where
\[
\mathbf{d}u = \{du_1, du_2, du_4, d\varphi_{13}, d\varphi_{24}, d\varphi_{26}\}^T,
\]  
(2.34)
\[
\mathbf{d}x = \{dx_1, dx_2, dx_3, dx_4\}^T = \{0.20, 0.50, 0.05, 0.05\}^T,
\]  
(2.35)
\[
\mathbf{d}\mathbf{\alpha} = \{d\alpha_1, \ldots, d\alpha_{10}\}^T = \left\{0.05, 0.05, 0.10, 0.025, 0.025, 0.05, 0.025, 0.025, 0.025, 0.05\right\}^T,
\]  
(2.36)
\[
\mathbf{S}^{ud} = \begin{bmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 \\
-0.2582 & 0 & 2.2910 & 1.2910 \\
0 & 0 & 0 & 0 \\
-0.0258 & 0 & 0.0323 & 0.0323 \\
0.0258 & 0 & -0.0323 & -0.0323
\end{bmatrix},
\]  
(2.37)
\[
\mathbf{S}^{u\alpha} = \begin{bmatrix}
0 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0.2582 & 0 & 0.0258 & -0.0258 \\
0 & 0 & 0.2582 & 0 & 0.0258 & -0.0258 \\
0 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 0.2582 & 0 & 0.0258 & -0.0258 \\
0 & 0 & 1.0328 & 0 & 0.0064 & -0.0064 \\
0 & 0 & 1.0328 & 0 & 0.0064 & -0.0064 \\
0 & 0 & 0.2582 & 0 & 0.0258 & -0.0258 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}^T.
\]  
(2.38)
The solution shows that the variability of the gap width $g$ can be represented by the following function of the $x$ vector:

$$
dg = dx_2 + d\alpha_{10} - dx_4 - du_4 - d\alpha_y = 0.2582 \cdot dx_1 + dx_2
-2.2910 \cdot dx_3 - 2.2910 \cdot dx_4 - d\alpha_t - 0.2582 \cdot d\alpha_z - 0.2582 \cdot d\alpha_i
-0.2582 \cdot d\alpha_4 - 0.2582 \cdot d\alpha_5 - 1.0328 \cdot d\alpha_6 - 1.0328 \cdot d\alpha_7 - 0.2582 \cdot d\alpha_8
-0.2582 \cdot d\alpha_y + d\alpha_{10}$$

(2.39)

It is possible to compute the solution with the worst-case approach:

$$
\Delta g_{WC} = \pm \left( \sum |S_i| \cdot \Delta x_i + \sum |S_j| \cdot \Delta \alpha_j \right) = \pm 1.0340 \equiv \pm 1.03 \text{ mm.} \quad \text{(2.40)}
$$

It is also possible to compute the solution with the statistical approach (root sum of squares):

$$
\Delta g_{Stat} = \pm \left[ \sum (S_{x'i} \cdot t_{x'i})^2 + \sum (S_{y'i} \cdot \Delta \alpha_j)^2 \right]^{1/2} = \pm 0.5361 \equiv \pm 0.54 \text{ mm.} \quad \text{(2.41)}
$$

2.4 Further Geometric Tolerance Analysis Models

2.4.1 The Variational Model

A mathematical foundation of this model was proposed first by Boyer and Stewart (1991), and then by Gupta and Turner (1993). Later, several additional variants were proposed as well, and nowadays commercial computer aided tolerancing (CAT) software packages are based on this approach, such as eM-TolMate from UGS®, 3-DCS from Dimensional Control Systems®, and VisVSA from UGS®.

The basic idea of the variational model is to represent the variability of an assembly, due to tolerances and assembly conditions, through a parametric mathematical model.

To create an assembly, the designer must define the nominal shape and the dimensions of each assembly component (this information is usually retrieved from CAD files). Then, the designer identifies the relevant features of each component and assigns dimensional and geometric tolerances to them. Each feature has its local DRF, while each component and the whole assembly have their own global DRF. In nominal conditions, a homogeneous transformation matrix (called $TN$) is defined that identifies the position of the feature DRF with respect to the part DRF. In real conditions (i.e., manufactured part), the feature will be characterized by a roto-translational displacement with respect to its nominal position. This displacement is modeled to summarize the complete effects of the dimensional and geometric variations affecting the part by means of another matrix: the differential homogeneous transformation matrix (called $DT$). The variational model may take into account the precedence among the datums by setting the parameters of the $DT$ matrix.
The variational model is not able to deal with the form tolerances such as the vector loop model does; this means that the actual feature shape is assumed unchanged, \( i.e. \), feature shape variations are neglected. The position of the displaced feature in the part DRF can be simply obtained by matrix multiplication as a change of DRF.

The model is parametric because different types and amounts of variations can be modeled by simply altering the contents (parameters) of the DT matrix. In some cases, the localization of a feature affected by a variation may be defined by a transformation with respect to another feature in the same part which is affected by variations as well. Therefore, the material modifier condition is modeled by setting the parameters of the DT matrix.

Once the variabilities of the parts have been modeled, they must be assembled together. Another set of differential homogeneous transformation matrices is introduced to handle the roto-translational deviations introduced by each assembly mating relation. Such matrices are named \( DA \), with the letter \( A \) (for “assembly”) to distinguish them from the matrices that have been used for parts. Those matrices are hard to evaluate, since they depend on both the tolerances imposed on the parts in contact and the assembly conditions. This model is not able to represent mating conditions with clearance. The problem of evaluating the differential matrix is analyzed in several literature works. A possible strategy consists in modeling the joint between the coupled parts by reconstructing the coupling sequence between the features (Berman 2005). Another possibility is to impose some analytical constraints on the assembly parameters (Whitney 2004).

When all the transformation matrices have been obtained, it is possible to express all the features in the same global DRF of the assembly. Finally, the functional requirements can be modeled in the form of functions, as follows:

\[
FR = f(p_1, p_2, \ldots, p_n),
\]

where \( FR \) is the assembly functional requirement, \( p_1, \ldots, p_n \) are the model parameters, and \( f(p) \) is the stack-up function (usually not linear) obtained from the matrix multiplications described above. This model may be applied to assemblies involving joints which make a linear structure among the parts (linear stack-up function, see Figure 2.6a) and joints which make a complex structure among the parts (networks of stack-up functions, see Figure 2.6b), such as a vector loop does.

Once the stack-up functions have been modeled, there are two approaches to solve them: the worst-case approach and the statistical approach. The worst-case analysis consists in identifying the extreme configurations of the assembly under a given set of tolerances. In the variational approach, the problem is generally handled as an optimization (maximization and/or minimization) problem, under constraints defined by the tolerances themselves. The statistical approach is generally handled by assigning predefined probability density functions, \( e.g. \), Gaussian, to the parameters identifying the main elements that contribute to the variation of each feature (often assumed independent, by simplification), and then solving the stack-up functions accordingly (Salomons et al. 1996).
To better illustrate the variational method, its basic steps are illustrated in the following:

1. *Create the assembly graph.* The first step is to create an assembly graph. The assembly graph is a simplified diagram of the assembly representing the parts, the features, the mating conditions, and the functional requirements.

2. *Define the DRF of each feature, of each part, and of the assembly.* The next step is to identify the local DRF of each feature and the global DRF of each part and of the assembly (usually the DRF of the assembly coincides with the DRF of the first part). DRFs are positioned depending on the surface type; from the DRFs, local parameters and the differential homogeneous transformation matrices $\mathbf{DT}$ are defined.

3. *Transform the features.* Once the transformation matrices are known, each feature of a part is transformed into the global DRF of the part.

4. *Create the assembly.* With use of the assembly graph and the transformed features, the assembly conditions are extracted, i.e., the assembly parameters included in the matrix $\mathbf{DA}$ are calculated.

5. *Derive the equations of the functional requirements.* Once the assembly parameters are known, all the features can be expressed in the same global DRF of the assembly. At this point, the functional requirements are defined in terms of functions that can be solved by means of the previously described worst-case and/or statistical approaches.

### 2.4.2 The Matrix Model

Instead of deriving equations that model a specific displacement of a part or assembly as a function of given set of geometric dimensions (parameters) assuming specific values within the boundaries defined by tolerances (like in the variational approach), the matrix model aims at deriving an explicit mathematical representation of the boundary of the entire spatial region that encloses all possible displacements due to one or more variability sources. In order to do that, homogene-
ous transformation matrices are again considered as the foundation of the mathematical representation. A displacement matrix $DT$ is used to describe any roto-translational variation a feature may be subjected to; the matrix is defined with respect to a local DRF. Since the goal is to represent the boundaries of the region of possible variations (i.e., extreme values), the approach is intrinsically a worst-case approach. No statistical approach may be implemented, such as vector loop and variational models do. To represent boundaries, constraints must be added to the displacements modeled within the $DT$ matrices. Displacement boundaries resulting from complex series of tolerances are solved by modeling the effects of each tolerance separately and by combining the resulting regions. Analogously, gaps/clearances are represented as if they were tolerance regions. Finally, by classifying the surfaces into several classes, each characterized by some type of invariance with respect to specific displacement types (e.g., a cylinder is invariant to any rotation about its axis), one can simplify displacements and the resulting displacement matrix (Clément et al. 1994).

A similar approach is followed to model the dimensions acting as functional requirements of the assembly; since in this case the resulting region (of possible values) is essentially contained in a segment, segment boundaries must be computed by means of a worst-case approach (minimum–maximum distances between the two points). The two points defining the boundaries of the segment must be defined as the result of stack-up functions (Desrochers and Rivière 1997).

The matrix model is based on the positional tolerancing and the technologically and topologically related surfaces (TTRS) criteria (Clément et al. 1998). Geometric features are assumed as ideal, i.e., the form tolerances are neglected, such as in the variational model. To better understand the matrix method for tolerance analysis, its basic steps are provided below:

1. **Transform the tolerances applied to the drawing.** The first step is to transform the tolerances applied to the drawing to make them compliant with the positional tolerancing and the TTRS criteria.
2. **Create the assembly graph.** The second step is to create an assembly graph. The assembly graph allows for identification of the global DRF and the linkages among the features to which the tolerances are assigned. The assembly parts should be in contact; the joints with clearance may not be considered.
3. **Define the local DRF of each part feature.** A DRF must be assigned to each part feature.
4. **Identify the measurable points for each functional requirement.** Points that locate the boundaries of each functional requirement must be identified and the path that connects them to the global DRF must be defined, taking into account all the tolerances stacking up along the way.
5. **Define the contributions of each single displacement and the related constraints.** It is necessary to define the contribution of each displacement to the total displacement region, and the constraints necessary to identify its boundaries. Each surface can be classified into one of the seven classes of invariant surfaces; this allows one to discard some displacements and to obtain a simpli-
ified displacement matrix. Additional information is necessary to specify the constraints ensuring that the feature remains inside the boundaries of the tolerance zone.

6. **Apply the superimposition principle and run the optimization.** If more than one tolerance is applied to the same part, the total effect is computed through the superimposition principle. For example, if \( n \) tolerances are applied to the same feature, in the local DRF, the displacement of a generic point belonging to the feature is simply defined as a sum of the single contributions. The aggregation of expressions obtained for each tolerated feature results in a constrained optimization problem, which can be solved with known, standard approaches. This model has been developed for assemblies involving joints which make a linear structure among the parts (linear stack-up function), while it is not able to deal with joints which make a complex structure among the parts (network stack-up function). The worst-case approach may be applied to the matrix model, since the statistical one has not been developed yet.

All the details of the model are described in depth in Marziale and Polini (2009b).

### 2.4.3 The Jacobian Model

In the terminology adopted by the Jacobian model approach, any relevant surface involved in the tolerance stack-up is referred to as a *functional element*. In the tolerance chain, functional elements are considered in pairs: the two paired surfaces may belong to the same part (internal pair), or to two different parts, and are paired since they interact as mating elements (kinematic pair, also referred to as an external pair). The parts should be in contact to be modeled by this model.

Transformation matrices can be used to locate a functional element of a pair with respect to the other: such matrices can be used to model the nominal displacement between the two functional elements, but also additional small displacements due to the variabilities modeled by the tolerances. The form tolerances are neglected. The main peculiar aspect of the Jacobian approach is how such matrices are formulated, *i.e.*, by means of an approach derived from the description of kinematic chains in robotics. The transformation that links two functional elements belonging to a pair, and that includes both nominal displacement and small deviations due to tolerances, can be modeled by a set of six virtual joints, each associated with a DRF. Each virtual joint is oriented so that a functional element may have either a translation or a rotation along its \( z \)-axis. The aggregation of the six virtual joints gives rise to the transformation matrix linking one functional element to the other functional element of the pair (Laperrière and Lafond 1999; Laperrière and Kabore 2001). The position of a point lying on the second functional element of a pair, which may be assumed as depicting the functional requirement under scrutiny, with respect to the DRF of the first functional
element (assumed as the global DRF) may be expressed by considering the three small translations and the three small rotations of the point in the global DRF through the product of a Jacobian matrix associated with the functional element with tolerances of all the functional element pairs involved (internal or kinematic) and a vector of small deviations associated with the functional element with tolerances of all the functional element pairs involved, expressed in the local DRF. The main element of the expression is the Jacobian matrix, which is relatively easy to compute, starting from the nominal position of the geometric elements involved. The tricky part, however, is to turn the assembly tolerances into displacements to assign them to the virtual joints defined for each functional element pair in the chain.

The main steps of the approach are described below:

1. **Identify the functional element pairs.** The first step is the identification of the functional element pairs (i.e., pairs of relevant surfaces). The functional elements are arranged in consecutive pairs to form a stack-up function aimed at computing each functional requirement.

2. **Define the DRF for each functional element and the virtual joints.** The next step is to define a DRF for each functional element, and to create the chain of virtual joints representing the transformation that links the pair of functional elements. Once such information is available, the transformation matrix for each functional element can be obtained.

3. **Create the chain and obtain the overall Jacobian matrix.** The transformation matrices can be chained to obtain the stack-up function needed to evaluate each functional requirement. This model has been developed for assemblies involving joints which make a linear structure among the parts (linear stack-up function), while it is not able to deal with joints which make a complex structure among the parts (network of stack-up functions), such as the matrix model does.

4. Once the required stack-up function has been obtained, it may be solved by the usual methods in the literature (Salomons et al. 1996) for the worst-case or statistical approaches.

5. Finally, it is necessary to observe that this model is based on the TTRS criterion (Clément et al. 1998) and on the positional tolerancing criterion (Legoff et al. 1999). Therefore, the tolerances of a generic drawing need to be converted in accordance with the previously defined criteria, before carrying out the tolerance analysis.

### 2.4.4 The Torsor Model

The torsor model uses screw parameters to model 3D tolerance zones (Chase et al. 1996). Screw parameters are a common approach adopted in kinematics to describe motion, and since a tolerance zone can be seen as the region where a sur-
face is allowed to move, screw parameters can be used to describe it. Each real
surface of a part is modeled by a substitution surface. A substitution surface is a
nominal surface characterized by a set of screw parameters that model the devia-
tions from the nominal geometry due to the applied tolerances. Seven types of
tolerance zones are defined. Each one is identified by a subset of nonzero screw
parameters, while the remaining ones are set to zero as they leave the surface in-
vARIANT. The screw parameters are arranged in a particular mathematical operator
called a torsor, hence the name of the approach. Considering a generic surface, if
$u_A$, $v_A$, and $w_A$ are the translation components of its point A, and $\alpha$, $\beta$, and $\gamma$ are the
rotation angles (considered small) with respect to the nominal geometry, the corre-
sponding torsor is

$$
T_A = \begin{bmatrix}
\alpha & u_A \\
\beta & v_A \\
\gamma & w_A
\end{bmatrix}_R,
$$

(2.43)

where $R$ is the DRF that is used to evaluate the screw components.

To model the interactions between the parts of an assembly, three types of tor-
sors (or small displacement torsor, SDT) are defined (Ballot and Bourdet 1997):
a part SDT for each part of the assembly to model the displacement of the part; a
deviation SDT for each surface of each part to model the geometric deviations
from the nominal geometry; a gap SDT between two surfaces linking two parts to
model the mating relation. The form tolerances are neglected and they are not
included in the deviation SDT.

A union of SDTs is used to obtain the global behavior of the assembly. The ag-
gregation can be done by considering that the worst-case approach computes the
cumulative effect of a linear stack-up function of $n$ elements by adding the single
components of the torsors. This is not true for a network of stack-up functions,
which has not been developed by the torsor model yet. The torsor method does not
allow one to apply a statistical approach, since the torsor’s components are inter-
vals of the small displacements; they are not parameters to which it is possible to
assign easily a probability density function.

The torsor model operates under the assumption that the TTRS and the posi-
tional tolerancing criteria are adopted, which means that the tolerances in the
drawing may need to be updated before carrying out the tolerance analysis. The
solution of stack-up functions arranged in a network has not been completely
developed. Finally, it is worth pointing out that, in the relevant literature, the use
of SDTs for modeling tolerance analysis problems tends to follow two main ap-
proaches: on one hand, SDTs are used to develop functions for computing the
position of geometric elements (belonging to the assembly) as they are subjected
to displacement allowed by tolerances (e.g., see Chase et al. 1996); on the other
hand, SDTs are used to model entire spatial volumes that encapsulate all the pos-
sible points in space that may be occupied by geometric elements during their
variations (e.g., see Laperrière et al. 2002). In the analysis of the case study, only
the second approach has been considered, since it looks more promising.
The basic steps of the torsor model are described in the following (Villeneuve et al. 2001; Teissandier et al. 1999):

1. **Identify the relevant surfaces of each part and the relations among them.** The first step is to identify the relevant surfaces belonging to each part and the relationships among them; this information is usually collected in a *surfaces graph*. In this step the chains to relate the functional requirements to the relevant surfaces are identified.

2. **Derive the SDTs.** A deviation SDT needs to be associated with each relevant surface of each part. This leads to the evaluation of a global SDT for each part. Finally, the shape of the gap SDT is associated with each joint according to the functional conditions of the assembly.

3. ** Obtain the functional requirement stack-up functions.** Compute the cumulative effects of the displacements and obtain the final linear stack-up function of each functional requirement.

### 2.5 Comparison of the Models

A first comparison of the previously described five models can be done by devising a set of indicators describing features, capabilities, and issues related to the application of such models to given tolerance stack-up problems. The indicators and their results for the five models are summarized in Table 2.3. The indicators were designed by drawing inspiration from what is available from the literature (Salomons et al. 1996), with the necessary adaptations. Each descriptor may assume one of the following three states: “X” if the model has a property, or it is capable of handling a specific aspect or issue of the problem, “–” if the same property is missing, or the model is not able to handle the aspect of the problem; “?” if the answer is uncertain, because it may depend on the specific tolerance analysis problem, or because there is not enough information to verify the capability. The first descriptor is the “analysis type”, which refers to the type of approach that can be adopted to solve the stack-up functions, *i.e.*, worst-case or statistical. The descriptor “tolerance type” indicates the kind of tolerance that the model may take into account: dimensional, form, or other geometric (no form) tolerances. The “envelope and independence” descriptors refer to the possibility of the model representing a dimensional tolerance when the envelope principle or the independence principle is specified. The “parameters from tolerances” descriptor indicates whether the model allows for translation of the applied tolerance ranges into the model parameter ranges. The “tolerance stack-up type” descriptor refers to the possibility of a model building and solving linear stack-up functions or networks of stack-up functions. The “joint type” descriptor refers to the joint types that the model may take into account, either with contact between the surfaces or with clearance. The “functional requirement schematization” descriptor refers to how a functional requirement can be represented by a feature or by a set of points belonging to a feature. The “tolerance zones interaction” descriptor indicates the capability of representing the interaction
among more than one tolerance applied to the same surface. The “datum precedence” descriptor indicates whether a model can represent a sequence of datums. Finally, the “material modifiers condition” descriptor indicates the capability of a model to take into account material modifiers.

According to the results of the first comparison, the vector loop model and the variational model appear more developed than the others; they are the only ones that provide support for solving tolerance stack-up functions involving networks. Moreover, they provide a method for assigning probability density functions to model parameters, given the applied tolerances. However, the vector loop model and the variational model are not completely consistent with the actual ISO and ASME standards and they do not provide support handling interactions among tolerance zones.

The vector loop model is the only model providing actual support for modeling form tolerances; all the other models adopt the simplification consisting in considering the real features as coincident with their substitute ones.

The variational model supports the inclusion of precedence constraints among datums, and also the presence of material modifiers conditions.

The matrix model and the torsor model support only the worst-case approach for solving the tolerance analysis problem. This is a limitation, but their formalization allows them to handle joints with clearance, and interaction among tolerance zones.

### Table 2.3 Results of the comparison by descriptors

<table>
<thead>
<tr>
<th>Analysis type</th>
<th>Vector loop</th>
<th>Variational</th>
<th>Matrix</th>
<th>Jacobian</th>
<th>Torsor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worst case</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Statistical</td>
<td>X</td>
<td>X</td>
<td>–</td>
<td>X</td>
<td>–</td>
</tr>
<tr>
<td>Dimensional</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Form</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Other geometric</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Envelope and independence</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Parameters from tolerances</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Linear</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Network</td>
<td>X</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>With contact</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>With clearance</td>
<td>–</td>
<td>?</td>
<td>X</td>
<td>?</td>
<td>X</td>
</tr>
<tr>
<td>With feature</td>
<td>X</td>
<td>X</td>
<td>–</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>With points</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Tolerance zones interaction</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Datum precedence</td>
<td>?</td>
<td>X</td>
<td>?</td>
<td>?</td>
<td>X</td>
</tr>
<tr>
<td>Material modifiers condition</td>
<td>?</td>
<td>X</td>
<td>?</td>
<td>?</td>
<td>?</td>
</tr>
</tbody>
</table>

$X$ possible, – not possible, ? unclear
The *Jacobian* model has the advantage that the Jacobian matrix can be easily calculated from nominal conditions, while displacements of the functional requirements can be directly related to displacements of the virtual joints; however, it is difficult to derive such virtual joint displacements from the tolerances applied to the assembly components. On the other hand, the *torsor* model may allow for an easy evaluation of the ranges of the small displacements directly from the tolerances applied to the assembly components, but then it is very difficult to relate these ranges to the ranges of the functional requirements of the assembly.

These two considerations have suggested the idea of a *unified Jacobian–torsor model* to evaluate the displacements of the virtual joints from the tolerances applied to the assembly components through the torsors and, then, to relate the displacements of the functional requirements to the virtual joint displacements through the Jacobian matrix (Laperrière *et al.* 2002; Desrochers *et al.* 2003). Although this is theoretically possible, since the deviations are usually small and, therefore, the equations can be linearized, the actual feasibility of this approach is still the subject of research.

Finally, the models considered have some common limitations. The first deals with the envelope rule: the models do not allow one to apply the envelope rule and the independence rule to different tolerances of the same part. The second is that there do not exist any criteria to assign a probability density function to the model parameters joined to the applied tolerances and that considers the interaction among the tolerance zones. The last point deals with the assembly cycle: the models are not able to represent all the types of coupling with clearance between two parts.

The solution of the case study by the five models considered is described in detail in Marziale and Polini (2009b). Table 2.4 summarizes the results for the functional requirement $\Delta g$ as obtained by the application of the five models and compared with the solution obtained with manual computation when only dimensional tolerances are taken into account.

<table>
<thead>
<tr>
<th>Model</th>
<th>Type of analysis</th>
<th>Results (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exact solution</td>
<td>Worst case</td>
<td>+0.84</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−0.78</td>
</tr>
<tr>
<td>Vector loop</td>
<td>Worst case</td>
<td>±0.78</td>
</tr>
<tr>
<td></td>
<td>Statistical case</td>
<td>±0.52</td>
</tr>
<tr>
<td>Variational</td>
<td>Worst case</td>
<td>±0.78</td>
</tr>
<tr>
<td></td>
<td>Statistical case</td>
<td>±0.51</td>
</tr>
<tr>
<td>Matrix</td>
<td>Worst case</td>
<td>±0.70</td>
</tr>
<tr>
<td></td>
<td>Statistical case</td>
<td>−</td>
</tr>
<tr>
<td>Jacobian</td>
<td>Worst case</td>
<td>±0.78</td>
</tr>
<tr>
<td></td>
<td>Statistical case</td>
<td>±0.53</td>
</tr>
<tr>
<td>Torsor</td>
<td>Worst case</td>
<td>±0.78</td>
</tr>
<tr>
<td></td>
<td>Statistical case</td>
<td>−</td>
</tr>
</tbody>
</table>
tolerances are considered. Table 2.5 shows the results when both dimensional and geometric tolerances are applied.

The results obtained by considering only the dimensional tolerances show that all the models give slightly underestimated results with the worst-case approach, when compared with the results obtained manually with the approach described earlier. The matrix model has the highest error (−14%), while all the other models provide the same result (−4%). This is probably due to the way the dimensional tolerances are schematized (i.e., the first datum is nominal, the variability due to the dimensional tolerance is considered to be applied only on one of the two features delimiting the dimension). Moreover, the statistical approach gives similar results for all the models considered.

The results obtained by considering both dimensional and geometric tolerances show that all the models, except the vector loop model, give similar results with the worst-case approach. This is probably due to the fact that the vector loop model considers the effect of a set of tolerances applied to a surface as the sum of the effects due to each single tolerance applied to the same surface. The effects of the different tolerances are considered to be independent. Therefore, increasing the number of tolerances applied to the same surface increases the variability of the functional requirement. This means that the interaction among tolerances defined on the same surface are not properly handled.

All five models produce very similar results when the statistical approach is applied.

Moreover, the results in Tables 2.4 and 2.5 obtained from the Jacobian model and from the torsor model are basically identical. This is due to the fact that a simplification was adopted when modeling the problem, i.e., the angles of the box were considered fixed at 90°. This assumption is due to the need to avoid the networks of stack-up functions that the two models are not able to deal with. It means that all the tolerances applied may involve only translations of the sides of the box.

Table 2.5  Results of the comparison among the models applied to the case study with dimensional and geometric tolerances

<table>
<thead>
<tr>
<th>Model</th>
<th>Type of analysis</th>
<th>Results (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vector loop</td>
<td>Worst case</td>
<td>±1.03</td>
</tr>
<tr>
<td></td>
<td>Statistical case</td>
<td>±0.54</td>
</tr>
<tr>
<td>Variational</td>
<td>Worst case</td>
<td>±0.78</td>
</tr>
<tr>
<td></td>
<td>Statistical case</td>
<td>±0.50</td>
</tr>
<tr>
<td>Matrix</td>
<td>Worst case</td>
<td>±0.69</td>
</tr>
<tr>
<td></td>
<td>Statistical case</td>
<td>–</td>
</tr>
<tr>
<td>Jacobian</td>
<td>Worst case</td>
<td>±0.78</td>
</tr>
<tr>
<td></td>
<td>Statistical case</td>
<td>±0.53</td>
</tr>
<tr>
<td>Torsor</td>
<td>Worst case</td>
<td>±0.78</td>
</tr>
<tr>
<td></td>
<td>Statistical case</td>
<td>–</td>
</tr>
</tbody>
</table>
2.6 Guidelines for the Development of a New Tolerance Analysis Model

None of the models proposed in the literature provide a complete and clear mechanism for handling all the requirements included in the tolerancing standards (Shen et al. 2004). This limitation is reflected also in the available commercial CAT software applications, which are based on the same models (Prisco and Giorleo 2002). As already discussed in detail in previous work (Marziale and Polini 2009b), the main limitations of the actual models are the following: they do not properly support the application of the envelope rule and of the independence rule to different dimensional tolerances on the same part as prescribed by the ISO and ASME standards; they do not handle form tolerances (except for the vector loop model); they do not provide mechanisms for assigning probability density functions to model parameters starting from tolerances and considering tolerance zone interactions; finally, they are not capable of representing all the possible types of part couplings that may include clearance.

Some guidelines are now presented, aimed at the development of a new model that addresses at least some of the limitations highlighted above.

A dimensional tolerance assigned to the distance between two features of a part or of an assembly (Figure 2.7) may be required with the application of the envelope rule or of the independence principle. In the second case, to correctly define the relationship between the features, it is necessary to add a geometric tolerance in order to limit the form and the orientation deviations. The envelope principle states that when a feature is produced at its maximum material condition (MMC), the feature must have a perfect form. The MMC of a feature is the size at which the most material is in the part. The MMC size establishes a perfect form boundary and no part of the feature must extend outside this boundary. As the size of a feature departs from the MMC, its form is permitted to vary. Any amount of variation is permitted, as long as the perfect form boundary is not violated. However, the size limits must not be violated either. Therefore, if the envelope principle is applied to a dimensional tolerance, an additional constraint has to be considered to build and to solve the stack-up functions of the assembly. Both the ASME Y14.5M (1994) and the ISO 8015 (1985) standards foresee the possibility that, also on the same part, dimensional tolerances may be assigned with or without the application of the envelope principle. Consequently the mathematical model that is used to schematize a dimensional tolerance in order to build and to solve the stack-up functions should necessarily take into consideration these two possibilities. To overcome this limitation of the models in the literature that are not able to consider these two cases (Desrochers et al. 2003), a possible solution is to consider a greater set of parameters to model the degrees of freedom of the planes delimiting the dimension considered due to the applied tolerances (dimensional, orientation, form). The envelope rule and the independence rule constrain those parameters in different ways.
To model the form tolerance, it is possible to introduce a virtual transformation that is assigned to points of the surface to which a form tolerance is assigned. This approach was introduced by Chase et al. (1996) in their vector loop method for tolerance analysis.

In a statistical approach, a probability density function is assigned to each model parameter. Therefore, the tolerance analysis model has to determine the probability density function of each parameter according to the interaction of the tolerance zones. To do this, a possible solution is to decompose the possible deviation of a feature into different contributions – the dimensional, the form, the position, and the orientation ones – whose thickness is described by a model parameter. Each parameter may be considered independent of the others and it may be simulated by a probability density function which may be modeled by a Gaussian probability density function with a standard deviation equal to one sixth of the corresponding tolerance range. If more than one tolerance is applied to the same feature, the sum of the squares of the ranges of the applied tolerances is equal to the square of the range of the overall tolerance. For example, if the envelope principle is applied, the overall tolerance is the dimensional tolerance applied to the feature.

When two parts are assembled together, the mating surfaces form a joint. If the joint involves clearance, the clearance affects only some of the six small kinematic adjustments that define the position of a part with respect to the other. To evaluate the model parameters of the joint, it must be observed that they depend on the cumulative effects of the assembly constraints that must be satisfied by the coupled surfaces of the joint. The admissible values of the model parameters must be considered for each assembly constraint; therefore, all the constraints have to be considered and the resulting admissible values of the model parameters may be calculated as the intersection of the values previously defined. If the calculated domain of the admissible values of the model parameters is empty, the assembly is not possible. If the admissible domain contains a set of points, the convex hull, representing the boundary that encloses the points, may be determined. Once the boundary has been evaluated, it can be used in the tolerance analysis model as an additional constraint acting on the model parameters in the worst-case approach. It can be used to define the range of the probability density function that is assigned to the model parameters in the statistical approach (Marziale and Polini 2009a).
2.7 Conclusions

In this work, five different models available from the literature on tolerance analysis were compared through their application to a case study. None of the models proposed in the literature provide a complete and clear mechanism for handling all the requirements included in the tolerancing standards, and this limitation is reflected also in the available commercial CAT software. The main limitations include the following: no proper support for the application of the envelope rule and of the independence rule; cannot handle form tolerances (except for the vector loop model); no mechanisms for assigning probability density functions to model parameters starting from tolerances and considering tolerance zone interactions; no proper representation of all the possible types of part couplings that include clearance.

Guidelines were presented for the development of a new model aimed at addressing such highlighted limitations. Some suggestions were given to consider dimensional tolerance with the application of both the envelope principle and the independence principle, to take into account the real features and the interaction of the tolerance zones, to consider joints with clearance among the assembly components, and to adopt both the worst-case and the statistical approaches to solve the stack-up functions. The implementation of those suggestions in a new model and its application to case studies is the subject of ongoing research.
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