Aims and Objectives

This book focuses on key theoretical topics of computing, in particular formal languages and abstract machines. It is intended primarily to support the theoretical modules on a computer science or computing-related undergraduate degree scheme.

Though the book is primarily theoretical in nature, it attempts to avoid the overly mathematical approach of many books on the subject and for the most part focuses on encouraging the reader to gain an intuitive understanding. Proofs are often only sketched and, in many cases, supported by diagrams. Wherever possible, the book links the theory to practical considerations, in particular the implications for programming, computation and problem solving.

Organisation and Features of the Book

There is a short introductory chapter that provides an overview of the book and its main features. The remainder of the book is in two parts, Languages and Machines and Machines and Computation.

Part 1, Languages and Machines, is concerned with formal language theory as it applies to Computer Science. It begins with an introduction to the notation and concepts that support the theory, such as strings, the various ways in which a formal language can be defined, and the Chomsky hierarchy of formal language. It then focuses on the languages of the Chomsky hierarchy, in each case also introducing the abstract machines associated with each type of language.
The topics are regular languages and finite state recognisers, context free languages and pushdown recognisers, and context sensitive and unrestricted languages and the Turing machine. Many important theoretical properties of regular and context free languages are established. The more intellectually demanding of these results are mostly confined to a single chapter, so that the reader can focus on the general thrust of the argument of Part 1, which is to demonstrate that the Chomsky hierarchy is indeed a proper hierarchy for both languages and machines, and to consider some of the implications of this.

In the first part of the book the finite state machine, the pushdown machine and the Turing machine are considered as language recognisers, though many hints are given about the potential computational properties of these abstract machines.

Part 2, Machines and Computation, considers the computational properties of the machines from Part 1 in more detail. The relationship between finite state machines and the digital computer is explored. This leads us on to the need for a more powerful machine to deal with arbitrary computation. This machine is shown to be the Turing machine, introduced in Part 1 as a language processor.

The Turing machine is used to explore key aspects of computation, such as non-determinism, parallel processing and the efficiency of computational processes. The latter is considered in the context of a brief introduction to algorithm analysis, using big O notation.

The book also considers the limitations of computation, both in terms of language processing (simply defined formal languages that cannot be processed by any machine) and computation (the halting problem and related issues).

The book contains numerous illustrative figures, and proofs are often partly accomplished through diagrammatic means.

From Chapter 2 onwards, each chapter concludes with exercises, some of which are programming exercises. Solutions and hints for many of the exercises appear at the end of the book.

The book also contains a list of recommended reading material.

For Students

I wrote this book partly because when I studied this material as part of my own Computing degree, I had to work really hard to understand the material, a situation which arose not because the material is too difficult, but because it was not well presented and the books seemed to assume I was a pure mathematician, which I am not.
This book is primarily for undergraduate students of computing, though it can also be used by students of computational linguistics and researchers, particularly those entering computer science from other disciplines, who find that they require a foundation or a refresher course in the theoretical aspects of computing.

Some aspects of the book are certainly clearer if the student has some experience of programming, though such experience is not essential for understanding most of the book.

The reader is advised where especially demanding material can be omitted, though he or she is encouraged to appreciate the implications of that material, as such an appreciation may be assumed later in the book.

For Instructors

I wrote this book partly because when I taught this material to undergraduates, as a Computer Science lecturer in a UK university, I had to work really hard to present the material in an appropriate way, and at the appropriate level, a situation which arose mainly because the available books seemed to assume the students were pure mathematicians, which mostly they are not.

This is intended to be not only a book to promote understanding of the topics for students, but also a recommendation of the core material that should be covered in a theoretical computer science module for undergraduates. I suggest that to cover all of the material would require at least a module in each semester of one year of the degree course. If possible, the linguistic aspects should precede a compiler course and the computational aspects should precede an algorithm analysis course. If the student has programming experience the material is much more accessible. This should influence the way it is presented if it appears early on in the degree scheme.

There is, of course, much more theory relating to programming language design, compiler writing, parallel processing and advanced algorithm analysis than presented in this book. However, such additional theory is best covered in the modules that concern these subjects, some of which are often optional in a computing degree scheme.
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