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Abstract

Epi-fluorescence microscopy is available in most life sciences research laboratories, and when optimized can be a central laboratory tool. In this chapter, the epi-fluorescence light path is introduced and the various components are discussed in detail. Recommendations are made for incident lamp light sources, excitation and emission filters, dichroic mirrors, objective lenses, and charge-coupled device (CCD) cameras in order to obtain the most sensitive epi-fluorescence microscope. The even illumination of metal-halide lamps combined with new “hard” coated filters and mirrors, a high resolution monochrome CCD camera, and a high NA objective lens are all recommended for high resolution and high sensitivity fluorescence imaging. Recommendations are also made for multicolor imaging with the use of monochrome cameras, motorized filter turrets, individual filter cubes, and corresponding dyes that are the best choice for sensitive, high resolution multicolor imaging. Images should be collected using Nyquist sampling and should be corrected for background intensity contributions and nonuniform illumination across the field of view. Photostable fluorescent probes and proteins that absorb a lot of light (i.e., high extinction coefficients) and generate a lot of fluorescence signal (i.e., high quantum yields) are optimal. A neuronal immune-fluorescence labeling protocol is also presented. Finally, in order to maximize the utility of sensitive wide-field microscopes and generate the highest resolution images with high signal-to-noise, advice for combining wide-field epi-fluorescence imaging with restorative image deconvolution is presented.

Key words: Epi-fluorescence, CCD camera, Light sources, Filters, Dichroic mirrors, Image collection, Objective lenses, Fluorophore, Fluorescent protein, Deconvolution, 3D rendering

1. Introduction

Epi-fluorescence microscopy is a tool used in virtually all fields of the life sciences. The high specificity of immuno-fluorescent antibodies enables targeting of specific proteins of interest and even
specific phosphorylation sites within proteins (1, 2). Advances in filter, mirror, and camera technologies continue to make optical microscopes increasingly sensitive with the ability to detect single fluorescent molecules (3–5). In addition, many possibilities for researchers have been created by the advances in fluorescent protein development and optimization. This has led to the generation of an array of fluorescent proteins with colors spanning the visible spectrum. These probes are available for multicolor live imaging of protein dynamics within single cells, tissues, and organisms (6–8). Lastly, innovations in fluorescent probes allow researchers not only to specifically label cellular organelles and substructures but also to observe protein function in living cells. For example, probes are available for measuring dynamic changes in the concentrations of small molecules such as calcium (9). Taken together, these tools enable studies of the architecture of the cell, of both intra- and intercellular molecular interactions, and of protein function to be carried out with amazing specificity. Combining the images collected on an epi-fluorescence microscope with state-of-the-art image processing and analysis software allows researchers to study the cell in ways that were once inaccessible.

This chapter will present the epi-fluorescence microscope optical train (i.e., light path), details about the components within the light path, and recommendations for these components. The recommendations will focus on ways to develop the most sensitive epi-fluorescence microscope possible in order to minimize light damage to the sample and high background intensities due to autofluorescence and light scattering. Furthermore, immunofluorescence labeling will be discussed along with an optimized protocol for labeling neurons. Fluorescent probes and proteins will be briefly introduced and readers will be referred to more comprehensive reviews for additional details. Proper techniques for image acquisition, analysis, and processing will be presented including 3D imaging, image deconvolution, and 3D rendering of data.

2. The Fluorescence Light Path

The key to high resolution and high signal-to-noise (S/N) epi-fluorescence imaging is to be able to excite the sample with a specific color of relatively bright incident light, while having the capacity to separate and detect the much dimmer fluorescence being emitted from the sample. If the wavelength (i.e., color) of the incident excitation light is not well separated from the wavelength of the fluorescence, then there can be reflections of incident light off of optical surfaces (e.g., filters, mirrors, lenses) within the microscope. These reflections will increase the background intensity of the image decreasing S/N which will lead to reduced image quality.
The fluorescence microscope light path is made up of many components (Fig. 1a). Incident light from a lamp is focused through a collector lens system, which may include heat and neutral density (ND) filters. Infrared wavelengths from the light source can generate a great deal of heat when they are focused by the objective lens onto the specimen. ND filters, which uniformly attenuate most visible wavelengths of light, reduce incident lamp power and any potential photo-bleaching (Fig. 1b). The light source is aligned (if required) and the light passes through a diffuser to provide an even illumination across the microscope’s field of view. The field and aperture diaphragms are aligned and opened so that they are just larger than the field of view. This reduces stray incident light in the system that can lead to sample degradation and decreased S/N. A manual or automatic shutter should be present to block incident light when the sample is not being viewed. This will reduce photo-bleaching, and is essential for live cell time-lapse imaging to reduce photo-toxicity. Some shutters are built into the microscope while other systems require external shutters between the lamp and the microscope stand (10) (Fig. 1b).

The subsequent component in the optical train is the fluorescence filter cube (Fig. 1a, b). The first filter in the cube is the excitation filter (Fig. 1c). It is typically a band pass filter that selects a specific range of wavelengths of light from the white light source in order to excite the fluorophore of interest. For example, for EGFP excitation a 470/40 blue band pass filter could be used. The filter nomenclature gives the central transmitted wavelength (470 nm) followed by the band width (40 nm). Thus, the 470/40 filter will transmit light between 450 and 490 nm (Fig. 2a, solid line and solid line with open circles). Incident light then comes to a dichroic mirror (mounted at 45°), which is designed to reflect light below a certain wavelength and pass light above that same wavelength (Fig. 1c; Fig. 2a, dashed line and line with triangles). The selected excitation light is reflected off of the dichroic mirror and is directed at 90° towards the sample. For an inverted microscope, the incident excitation light travels up through the objective lens and is focused onto the sample. The fluorophores within the sample are excited and give off fluorescence. Some light energy is always lost during the fluorescence process, so the emission light is always of lower energy (longer wavelength) than the incident light (e.g., blue light is used to excite green probes). This shift to a longer wavelength is termed the Stokes shift of the fluorophore (11). Fluorescence will be emitted from the dye molecules within the sample in all directions. The emission light reaching the objective lens is focused down through the microscope and passes through the dichroic mirror (Fig. 1c).

The final filter within the cube is the emission filter which is green for an EGFP cube (525/50), and is designed to both pass fluorescence emission and block any potential reflections from the incident light that may have passed through the dichroic mirror.
Fig. 1. (a) Cut through of an Olympus IX81 fully motorized epi-fluorescence microscope showing details of the fluorescence light path. (b) Detailed view of the epi-illumination arm for the IX81 microscope showing components of the fluorescence light path. Images (a, b) are courtesy of Michael Davidson, Florida State University, National High Magnetic Field Laboratory, Tallahassee, FL. (c) Schematic of a fluorescence cube for EGFP imaging. Blue light is selected from the white incident light from the lamp using a blue band pass excitation filter. The blue light reflects off the dichroic mirror and is directed upwards to the objective lens then focused on the sample. Green emission light from the sample passes through the dichroic mirror and through a green band pass emission filter to the detector. The emission filter also reduces image background by rejecting any reflected blue incident light.
Fig. 2. (a) Filter transmission curves for EGFP cubes using either standard soft coated filters (HQ series) or hard coated filters (ET series) from Chroma Technology. (b, c) Cells stained with phalloidin AlexaFluor<sup>®</sup> fluorophore 488 (Invitrogen) were imaged on a Zeiss Axiovert 200 M microscope with a 63×/1.4 NA oil immersion lens and Axiocam HR camera at full resolution with 500 ms exposure times. Images were taken with either (b) the Zeiss soft coated 13 FITC; or the (c) Chroma Technology ET-GFP 49002 filter cube sets. The mercury lamp was attenuated to 5% power with neutral density filters. The image contrast, brightness, and gamma factor were all adjusted to the same levels for images displayed in (b, c). (d) Intensity profile from the white line shown in (b, c) for the hard coated ET (solid line) and soft coated HQ (dashed and dotted line) filter sets. The gamma factor was used to bring up dim features within the images so that they are visible by eye. Scale bar is 10 μm.
(Figs. 1c and 2a, dotted line and line with open squares). Most modern fluorescence microscopes are equipped with a multi-position filter cube turret so that multiple fluorescence cubes can be moved in and out of place rapidly. With motorized microscopes these turrets can be automated to facilitate multicolor image acquisition over time (10). Fluorescence emission is then either directed to the eyepieces generating an image on the retina of the observer or sent through another microscope port to a camera detector. The key components of the optical train and how to choose them appropriately will be discussed in detail in the following sections.

3. Components

3.1. Light Sources

(a) **Tungsten-Halogen:** An incandescent tungsten-halogen bulb (50–100 W) is placed inside of a reflective housing. Lamp intensity is controlled by varying the applied voltage on the bulb. These lamps are typically used for bright field applications but can be used for fluorescence imaging as well (12). Tungsten-halogen lamps use inexpensive bulbs that are long lasting and do not need to be aligned. In addition, for fluorescence live cell imaging there is reduced photo-toxicity due to the low incident light power and the lack of a UV light component. However, since there is no UV component, these lamps cannot be used to image blue dyes, and sometimes the power levels are not high enough to image weak fluorophores such as cyan fluorescent protein (CFP).

(b) **Mercury and Xenon Arc:** The HBO mercury vapor arc lamp is commonly used for fluorescence microscopy. The lamp is a white light source, but the spectrum shows many bright intensity peaks. Thus, the power of the excitation light for different wavelengths is NOT uniform from the UV to the IR range of wavelengths (13). Bulbs are expensive, last only about 200 h, decay in brightness over time, and have to be disposed of in hazardous waste due to their mercury content. The bulbs also have to be precisely aligned in order to ensure an even illumination across the field of view. At lower magnifications there is typically nonuniform illumination, even if the lamp is well aligned, resulting in a field of view with a bright center. This nonuniformity should always be corrected for when performing quantitative imaging. Details on how to perform this correction will be presented later in this chapter. Arc lamps are intense and can be used to see even very dim fluorescent samples. Typically, it is best to attenuate these lamps using ND filters (to <10%). With reduced incident light, longer camera exposure times will be required in order to generate high S/N images; however, photo-bleaching will be reduced. The XBO
xenon arc lamp has a much more even intensity profile across the visible spectrum and into the IR wavelengths (13). This makes it ideally suited for quantitative fluorescence imaging. In general, it is not as intense as the mercury lamp, especially at wavelengths where the mercury lamp spectrum shows intense peaks. Xenon bulbs suffer from the same issues as mercury bulbs. They are expensive, have a short lifetime, and their brightness decays over time.

(c) Metal Halide (e.g., Chroma Technologies-Photofluor; Lumen Dynamics—X-cite®; Zeiss-Illuminator HXP 120): Metal halide lamps offer many advantages over mercury arc lamps. The bulbs last about ten times longer (>1,500 h) and come with the reflector attached, so no bulb alignment is required. The light is coupled to the microscope by a liquid light guide, providing uniform excitation intensity across the microscope field of view. The liquid light guides do have to be replaced every couple of years. However, if there is an internal shutter within the light source, the life of the light guide can be extended. This would also negate the need for an internal shutter within the microscope. The metal halide lamp emission spectrum is similar to the mercury arc lamp, but the intensity between peak illumination bands is up to 50% brighter. This allows for access to the excitation of a broader range of fluorophores (10).

(d) Light emitting diodes (LEDs): The most recent light source technology is based on LEDs. Commercial systems that are currently available include the Colibri™ (Carl Zeiss, Jena, Germany) (14), PrecisExcite™ (CoolLED Ltd., Hampshire, UK), LED4C (Thorlabs, Newton, NY), X-Cite® X-LED1 (Lumen Dynamics, Mississauga, ON), DM IL LED (Leica Microsystems, Wetzlar, Germany), and AURA light engine (Lumencor Inc., Beaverton, OR). Highly affordable systems can also be custom built with LEDs that are commercially available (15, 16). Essentially, the lamp consists of a number of discrete LED light sources each of a different color with relatively narrow bands of wavelengths. However, many of the LED sources in the green to yellow region of the spectrum are relatively broad (>50 nm) and do require excitation filters in order to avoid the excitation of multiple dyes with one LED. The LEDs can be turned on and off electronically within milliseconds. This eliminates the need for a mechanical shutter for the lamp. In many cases, excitation band pass filters are no longer required. The lamp brightness does not decay over time and ND filters are not needed since LED intensities can be precisely controlled electronically. LED lifetimes are on the order of 10,000 h and they are only turned on during image acquisition. LEDs eliminate the bleed through of unwanted wavelengths (e.g., UV, IR) found with arc lamps and filter-based wavelength selection; they do not produce heat and do
not require any alignment. The disadvantages are that systems directly coupled to the microscope often have only three to four different wavelength LEDs available at one time. Other systems combine seven to eight LEDs together making a white light source that can be coupled to the microscope with a liquid light guide. The LED power levels have been steadily increasing, making them suitable for photo-bleaching and photo-activation experiments.

(c) Monochromator: The DeltaRAM X™ (Optical Building Blocks Corp.) and the RatioMaster™ (Photon Technology International, NJ) are commercially available monochromators with ~2 ms switching times between excitation wavelengths. These slit-based systems allow the width of the band pass to be adjusted giving a lot of flexibility so that virtually any dye excited from the UV to the visible range (250–650 nm) can be imaged with a few dichroic mirror sets. These systems eliminate the need for excitation filter wheels, making them ideal for rapid ratio imaging. Nonetheless, monochromators suffer from the same drawbacks as the light sources they use, which are typically Xenon Arc lamps.

### 3.2. Objective Choice

Phase contrast objectives should not be used in combination with fluorescence microscopy because the phase ring in the objective blocks some of the fluorescence emission light. DIC objectives are preferred when combined with fluorescence imaging. However, the DIC prism and analyzer should be removed from the light path during fluorescence imaging to avoid large losses in light throughput and resolution (17). The brightness (efficiency of transmission of excitation light and collection of emission light) of any objective lens is proportional to the numerical aperture (NA) of the lens to the fourth power and to the inverse of the magnification ($M^2$) squared (18, 19).

$$\text{Brightness} \propto (\text{NA}_{\text{obj}})^4 / M^2$$

This should be taken into consideration when choosing between objective lenses. For example, a 60×/1.4 NA oil immersion lens will have a higher light throughput than a 100×/1.4 NA lens with the same resolving power. In fact, a 40×/1.2 NA water immersion lens will have ~20% higher light throughput than a 60×/1.4 NA lens at the expense of some resolution. Since the NA dependence is to the fourth power, even small changes in NA can lead to significant changes in lens brightness. For example, when comparing the intensities of the images collected in Figure 3 using three different 20x lenses, the 0.75 NA lens has the highest brightness (Fig. 3c) while the 0.5 NA lens collects only 40% of the relative signal (Fig. 3b) and the 0.4 NA lens only 23% (Fig. 3a). In general, the lowest magnification needed to see the features of interest should be used because higher magnification decreases
Fig. 3. Images of BPAE cell slide from Molecular Expressions labeled with DAPI, AlexaFluor® 488 Phalloidin, and MitoTracker® CMXRos. Images were collected on an Olympus IX71 microscope coupled with a mercury HBO lamp and using DAPI, FITC, and Texas Red BrightLine® hard coated filter sets (Semrock). Images were collected on a Retiga 2000R camera at full resolution with the same settings using three different 20× lenses. The lamp intensity was attenuated to 6%, with exposure times of 250 ms for DAPI, 1,000 ms for AlexaFluor® 488, and 500 ms for MitoTracker® used. Lenses used were (a) Plan 20×/0.4 NA; (b) UPlanFL N 20×/0.5NA; (c) UPlanSApo 20×/0.75NA. Images of the same sample as in (a–c) were collected using a 40×/0.6NA LWD, U PLAN FL lens with a coverslip thickness correction collar. Images were collected with the collar set correctly to 0.17 mm (d) or incorrectly to 1 mm (e). The image contrast, brightness, and gamma factor were all adjusted to the same levels for the images displayed in (a–c) as well as for (d, e). The gamma factor was used to bring up dim features so they are visible within the images by eye. Scale bar is 10 μm.
brightness with a squared dependence. Ordinarily, plan-apochromatic lenses are recommended because they are corrected for field curvature, spherical aberrations, and chromatic aberrations. In other words, images are in focus in the center and at the edges of the field of view, there is little distortion when focusing through the sample, and focus differences between different colors are minimized.

All high NA immersion objectives are corrected for imaging through a glass coverslip that is ~170 μm thick; therefore, it is important to mount samples using #1.5 coverslips and not the thinner #1 or thicker #2 coverslips. Some objectives actually have a correction collar that can be adjusted such that samples on glass or thick plastic tissue culture plates (~2 mm thick) can be imaged with the same lens. It is important to adjust the correction collar for the correct substrate thickness or images will be of low resolution and light throughput will be significantly reduced (Fig. 3d, e). If imaging more than a cell layer or two, it is also important to match the index of refraction of the media to the lens. For example, water immersion lenses when working with thick biological samples, because there is a reduction in spherical aberrations when imaging into tissue with a high water content (20).

3.3. Filter Choice

Traditionally, produce higher resolution images fluorescence filters and mirrors have been designed using “soft” coatings whereby layers of low-optical-index material are evaporated onto optical quality glass surfaces. Blocking and transmission of different wavelengths of light to different degrees depends on the thickness, number of layers, and the order that the different types of materials are coated onto the filter. These coatings are often made on colored glass to further block undesired wavelengths of light, but this causes a reduction in transmission of specific wavelengths as well. “Soft” coated filters are not very durable, are difficult to clean without damaging the coatings, and degrade over time due to exposure to high intensity light and humidity. Technologies for reliably producing “hard” coated filters by depositing metal-oxide films on optical quality glass have been developed (Chroma Technology—ET Series, Omega Optical—QMAX, Semrock—Brightline) (21, 22). These filters are very robust, do not degrade under normal conditions within the microscope, and are atomically flat thereby reducing nonspecific light scatter. Since the metal-oxide layer thickness can be precisely controlled, these filters have much better blocking and transmission properties as well as sharper cutoffs between blocking and transmission wavelengths (Fig. 2a, compare ET (Hard coated) with the HQ (Soft coated)). Images taken with traditional soft coated filters (Fig. 2b, d) are ~30% dimmer than images taken with exactly the same imaging conditions using a hard coated filter (Fig. 2c, d). Importantly, since the efficiency of fluorescence light transmission is nearing 100%, the incident lamp power can be reduced, minimizing photo-bleaching, photo-toxicity, and background. It is recommended to replace soft coated filters with “hard”
coated filters. The new filter sets can be mounted in existing filter cubes so the cost of upgrading is minimal. This is especially important for live cell applications in order to reduce photo-toxicity.

For multicolor imaging, if time is not an issue, it is best to image each fluorophore separately with single fluorophore fluorescence cubes. If speed is an issue, or the filter turret is not motorized, then multiband mirrors can be used in place of dichroic mirrors. There are two main disadvantages when using multicolor cubes: (1) to avoid excitation and emission cross-talk between different dyes, the band pass filtering for both the excitation and emission filters has to be very narrow; (2) the coating on the multi-chroic mirror for excitation of one dye often reflects fluorescence emission from another dye. For example, red fluorescence is excited by green light, but some of the light coming from the green dye will also reflect off the mirror and will not be detected. Taken together, these factors result in multicolor cubes having a much lower light throughput.

**3.4. Cameras**

Charge-coupled device (CCD)-based cameras are most commonly used for high resolution fluorescence imaging. In general, color cameras should not be used for fluorescence imaging because they have lower resolution and lower sensitivity than monochrome cameras. Most color CCD cameras use a Bayer filter placed over the CCD pixel array making 25% of the pixels red, 50% green, and 25% blue. Therefore, much of the emitted light is not collected (Compare Fig. 4a, b) and the resolution is lower (Compare Fig. 4c, d). In this example, images were collected with exactly the same conditions, but with the color camera only ~12% of the blue light, ~20% of the green light, and ~11% of the red light is detected relative to the monochrome camera (Fig. 4). Therefore, it is preferable to use red, green, and blue filter sets, take three images on a monochrome camera, and use software to apply false color post-acquisition.

There are many ways to automate multicolor imaging. For maximum sensitivity, it is best to put the different filter cube sets for each dye in a motorized microscope turret. For increased speed, a multiband dichroic mirror can be used in combination with motorized excitation and emission filter wheels. LED- or monochromator-based light sources can be used instead of excitation filter wheels. Liquid crystal filters (e.g., QImaging Corporation, Tucson, AZ) can be used to select for red, green, or blue emission; however, a lot of light is also lost. For maximal sensitivity and speed, there are color cameras equipped with three CCD chips and filters within the camera head to split the light to red, green, and blue components with minimal light loss and no resolution loss (e.g., ORCA-3CCD, Hamamatsu, Japan). Many of the high resolution scientific grade CCD cameras on the market are based on the Sony ICX285 sensor with 1,392 × 1,040, 6.45 × 6.45 μm pixels (e.g., Andor Technologies Clara; Hamamatsu OrcaER; Photometrics CoolSNAP ES2; QImaging Retiga EXi). This chip
Fig. 4. Images of the same sample collected on the same microscope as in Fig. 2. Images were captured with a Retiga 2000R monochrome (a, c) or color (b, d) camera at full resolution with a 60×/1.42 NA, PlanApoN objective. All images were collected with the same settings with the lamp intensity attenuated to 6% and exposures of 200 ms for DAPI, 500 ms for AlexaFluor® 488, and 50 ms for MitoTracker®. Images in (a, b) are presented with the same image display settings. The gamma factor is used to bring up dim features so they are visible within the images. Images in (c, d) are zoomed in areas of the images in (a, b). Images in (d) were further adjusted for brightness and contrast so they appear to have similar brightness when compared to (c) in order to provide a fair comparison of the image resolution. Scale bars are 10 μm.
has a quantum efficiency (QE) of 60–70% in the visible range meaning 60–70% of the photons that reach the camera will be detected. What differs between the manufacturers is the electronics surrounding the chip and the acquisition software. All cameras should be tested for a given application before a purchase is made.

For high speed applications, electron multiplied (EM) CCD cameras are recommended. The EM-CCD sensor array includes an electron multiplication gain register that all pixel signals pass through before being read out, thus signal, but not read noise, is amplified. The top of the line EM-CCD cameras use back thinned sensors with >90% QE in the visible range (e.g., Andor Technologies iXON; Hamamatsu ImagEM; Photometrics Evolve; QImaging Rolera MGi Plus).

There are also high resolution EM-CCD models with a 1,024 × 1,024 pixel array with 13 × 13 μm pixels; however, these chips are not back-thinned so the QE is in the 60–70% range (Andor Technology LucaEM; Hamamatsu ImageEM 1K; Photometrics Cascade II:1024). Nevertheless, if speed is not an issue, standard CCD sensors still have at least twice the resolution when compared to EM-CCDs. A nice option is to have a high resolution CCD camera on one detector port of the microscope for high resolution imaging and an EM-CCD on another detector port for high speed imaging. Devices are also available to split multiple colors of light onto the two halves/quarters of the CCD array allowing for simultaneous two/four color imaging (Dual-View, Quad-View—Photometrics, Tuzson, AZ), which is great for high speed applications.

Cooling of cameras to 0°C or slightly below is usually significant for the exposure times used with biological samples. Cooling to below −30°C is typically not necessary as dark currents (caused by thermal noise) are not significant with exposure times of a few seconds or less. More information on cameras for fluorescence microscopy is also available (23–25).

Finally, the latest development in camera technology is the advent of scientific CMOS (sCMOS) camera technology (Andor Technology—Fairchild Imaging—PCO.imaging sCMOS; Hamamatsu-Orca-Flash2.8). Early results suggest that these cameras have the potential to replace CCD devices with similar sensitivity, higher imaging speeds, lower noise, and higher resolution.

4. Fluorescence
Probes and Immuno-fluorescence

Introduction to Fluorescence: This section will serve as a brief introduction to the process of fluorescence. Readers are referred to other publications for more in-depth discussions (11, 26, 27). Incident lamp excitation light is focused by the objective onto a
fluorescently labeled specimen. Fluorophores within the specimen absorb light energy and consequently enter the singlet excited state. The singlet excited state is unstable and therefore the molecules want to emit excess energy and relax back to the ground state. Some of the excited molecules can relax back to the ground state by emitting light energy in the form of fluorescence. Some energy is inevitably lost through vibrations of the molecule during this process, so emitted fluorescent light is always of lower energy, or longer wavelength, than the incident light. This process is termed the Stokes shift (11, 27) and allows for the separation of the excitation light and the emission light using filters. During epi-fluorescence microscope imaging, incident light is continuously exciting fluorophores within the specimen. Each fluorophore will cycle between the ground state and the excited state, repeatedly giving off many photons of light with each cycle.

The quality of a fluorophore can be characterized by three fundamental properties: (1) the extinction coefficient or the ability of the fluorophore to absorb light energy at a given wavelength; (2) the quantum yield or the percentage of absorbed light that produces fluorescence emission vs. other non-radiative processes (e.g., intersystem crossing, vibrational relaxation); and (3) the photo-stability of the fluorophore which is dependent on how stable the chemical structure of the dye is in the excited state. Optimization of all three of these properties is important; for example, a molecule may absorb a lot of light energy, but very little of it may result in fluorescence, or it may photo-bleach rapidly. In turn, if a molecule does not absorb a lot of light, but most of it results in fluorescence, and the molecule does not photo-bleach, it could be a very robust fluorophore.

Most photo-bleaching occurs when excited molecules undergo intersystem crossing and enter a long lived highly reactive excited triplet state (11, 26, 27). A molecule in the triplet state can absorb a second photon of light, and this excess energy can induce chemical reactions between the dye and other molecules. Triple state reactions can cause the nonreversible destruction of the fluorophore so that it can no longer cycle between the ground and excited states and give off fluorescent light. Triplet state reactions can also cause the generation of oxygen radicals which in turn can cause the destruction of the fluorophore and/or cause photo-toxicity to living cells and tissues. The best way to combat photo-bleaching is to use a stable fluorophore that is not likely to enter the triplet state in combination with minimal light exposure. For fixed samples, photobleaching can be minimized by using mounting medium containing anti-fade reagents.

An example of the importance of considering the extinction coefficient, the quantum yield and the photo-stability of fluorophores is provided from the AlexaFluor® fluorophore series (Life Technologies–Molecular Probes). AlexaFluor® 633 is often a
fluorophore of choice because the excitation is well matched with the 633 nm LASER excitation found on many confocal systems. However, AlexaFluor® 633 has a relatively low quantum yield and photo-bleaches quite readily when compared to AlexaFluor® 647. In addition, the extinction co-efficient for AlexaFluor® 647 is 237,000, while for AlexaFluor® 633 it is 100,000; thus AlexaFluor® 647 absorbs ~2.4 times more light when compared to AlexaFluor® 633. Therefore, the AlexaFluor® 647 is a much better fluorophore even when using a 633 nm excitation source.

The importance of green fluorescent protein (GFP) was recognized with a Nobel prize in 2008 for Osamu Shimomura who first isolated the protein (28), Martin Chalfie who first demonstrated that GFP could be used as a genetic tag (29), and Roger Y. Tsien who characterized the photochemistry and photophysics of GFP as well as extended the color palette, generating new FPs with an array of colors (30). These FPs can be characterized by the same three parameters as any fluorophore, namely absorption, quantum yield, and photo-stability. There are several reviews that discuss and compare the rapidly changing array of available fluorescent proteins (6, 8, 31–33). It is also important that the FPs are not causing protein–protein interactions via dimerization sites in the FP itself. Thus, monomeric versions of the proteins (e.g., mEGFP) should be used (34), and expression levels should always be kept low to avoid over-expression artifacts. Aside from EGFP, some of the brightest and most photostable FPs include mCitrine (35) or venus-YFP (36); killer orange (KO) (37); mCherry (8); and teal FP (TFP) (38), although this list is constantly evolving (39–41).

4.1. Fluorescent Proteins (FP)

4.2. Fluorescent Probes and Biosensors

Thousands of fluorescent probes are commercially available, and it is not a trivial task to make the best choice for labeling cellular tissue. Publications are available, that provide advice about choosing the appropriate fluorescent probes (42, 43). Fluorescent probes are also available for many organelle and subcellular compartments (e.g., lysosomes—LysoTracker; Life Technologies), for measuring calcium concentrations (e.g., Fura-2AM, Premo-Cameleon; Life Technologies), for measuring intracellular pH (e.g., pH sensitive FPs (44), BCECF; Life Technologies), or for chloride ion concentrations (45). More sophisticated FP-based biosensor probes are also available for activation of the Rho family of proteins (46–48). Quantum dots are nanoparticles that are very photostable, absorb a lot of light, and have large fluorescence quantum yields. Recent developments have begun to solve some of the problems associated with the use of these heavy metal particles in living cells, and they are emerging as a useful fluorescence tool, particularly in the field of single molecule imaging (49, 50).
Immuno-fluorescence antibody availability has literally exploded over the last decade with commercial constructs available for thousands of proteins, including direct targets such as phospho-specific and kinase-specific antibodies (Biosource, Cell Signaling Technology, Affinity BioReagents). Immuno-fluorescence is particularly valuable for detecting endogenous proteins, which can serve as molecular markers in many cell types, including fibroblasts and neurons. In hippocampal neurons, immuno-fluorescence staining is especially useful for detecting synaptic proteins on both pre- and postsynaptic terminals. A commonly used presynaptic marker is the synaptic vesicle protein SV2, which is found in the presynaptic terminals of both excitatory and inhibitory synapses. The postsynaptic density (PSD) protein PSD-95 localizes to the postsynaptic side of the shaft and the spine excitatory endings. As such, it is an excellent marker for the PSD of excitatory synapses.

**5. Sample Immuno-Fluorescence Staining Protocol**

1. Fix cells grown *in vitro* on coverslips by incubating as follows:
   
   (a) **Presynaptic Proteins**: 4% paraformaldehyde (PFA)/4% sucrose in phosphate buffered saline (PBS) for 15 min at room temperature.

   (b) **Postsynaptic Density Proteins**: methanol at −20°C for 20 min.

   (c) **PSD and EGFP Fluorescence**: 1% PFA/4% sucrose in PBS for 3 min at room temperature, followed by methanol at −20°C for 10 min.

2. Rinse three times with PBS.

3. Permeabilize cells with 0.2% Triton X-100 for 5 min at room temperature.

4. Rinse three times with PBS.

5. Place coverslips in a humid environment to prevent them from drying out. To create a humid environment, wet Kimwipes can be placed in the incubation chamber.

6. Incubate with 100 μL of 20% goat serum at room temperature for 1 h to block nonspecific binding.

7. Dilute primary antibody in 5% goat serum at a dilution of 1:100. Note: This is a good starting concentration but lower or higher concentrations may be fine depending on the antibody. Always test a number of concentrations and use the lowest concentration that gives good specific binding and little nonspecific binding.

8. Incubate the coverslips with 100 μL of primary antibody for 1 h at room temperature or overnight at 4°C.
9. Rinse three times with PBS.

10. Dilute a fluorophore-conjugated secondary antibody 1:500 in 5% goat serum, and store in the dark. Again, the concentration of secondary antibody should be tested and the lowest concentration that gives good specific and minimal nonspecific labeling should be used.

11. Incubate the coverslip with 100 μL of secondary antibody for 1 h at room temperature. Do not incubate with secondary antibodies overnight, as it typically increases nonspecific binding without any significant improvement in specific binding. This may not be the case for thick tissue samples where it may take time for the secondary antibody to penetrate the tissue.

12. Rinse three times with PBS.

13. Place ~10 μL of mounting media containing an anti-fade agent (e.g., Aquamount; ThermoFisher) on a microscope slide and invert the coverslip onto the slide. Use a cotton swab to press down gently on the coverslip and direct any air bubbles to the edges.

14. Coverslips can be sealed with clear nail polish to prevent evaporation. However, there is evidence that the solvents in nail polish can alter the specimen integrity or the fluorescence of certain dyes. A more benign sealant is VALAP, which is a 1:1:1 mixture of Vaseline, lanolin, and paraffin. This mixture can be made by melting the three components in a beaker on a hot plate, letting it cool and then cutting it into small blocks. These blocks can be melted and dripped onto the edges of coverslips using a glue gun or soldering iron. A third option is to use a product called Twinseal available from Picodent, Wipperfurth, Germany. The yellow and blue components are mixed 1:1 and spread around the coverslip and left for 5 minutes to harden.

15. In general, a mounting media that cures and hardens is the best for specimen preservation (e.g., Shandon Immu-Mount-ThermoFisher; CytoSeal-Edmund Scientific; Prolong Gold-Invitrogen). Slides can be kept for weeks or months when stored in the dark at 4°C.

Neurons were stained for synapses with an SV2 (Fig. 5a) primary antibody and AlexaFluor® 488 (Life Technologies) secondary antibody. Filamentous actin was stained with phalloidin-TRITC (Fig. 5b). Phalloidin-TRITC was incubated in the same step as the primary anti-SV2 antibody after goat serum blocking. Phalloidin is commonly used to visualize dendritic spines since filamentous actin is abundant in these structures (Fig. 5b) (51, 52). Note: phalloidin staining does not work well with methanol fixation. For live cell work, transfection with plasmids for the membrane localized GAP-GFP protein conjugate (the palmitoylation and membrane targeting domain of neuromodulin (GAP-43)) provides a nice outline of dendrites and axons (53).
Fig. 5. Neurons were fixed with 4% paraformaldehyde/4% sucrose in phosphate buffered saline (PBS) for 15 min at room temperature and permeabilized with 0.2% Triton X-100 for 5 min at room temperature. (a) Cells were stained with a SV2 mouse monoclonal antibody (1:250 dilution) from the Developmental Studies Hybridoma Bank (The University of Iowa, Iowa City, IA) and anti-mouse Alexa Fluor® 488 (1:500 dilution). (b) Cells were co-stained with phalloidin-TRITC (1:250 dilution) from Sigma (St. Louis, MO) by incubating for 1 h at room temperature in the same step as the primary SV2 antibody. Neurons were imaged with a Retiga EXi CCD camera (QImaging, Surrey, BC) attached to an Olympus IX71 inverted microscope (Melville, NY) with a 60×, PlanApo/1.45 NA objective (Olympus). Image acquisition was controlled by MetaMorph software (Molecular Devices, Sunnyvale, CA) interfaced with a Lambda 10-2 automated controller (Sutter Instruments, Novato, CA). For SV2, an Endow GFP Band pass filter cube (excitation HQ470/40, emission HQ525/50, Q495LP dichroic mirror) (Chroma, Brattleboro, VT) was used. Phalloidin was imaged with a Chroma TRITC/Cy3 cube (excitation HQ545/30, emission HQ610/75, Q570LP dichroic mirror). Scale Bar is 10 μm.
When collecting fluorescence images, it is important that the camera settings are optimized. Camera pixels can be thought of as “buckets” that are filled up with photo-electrons. For fixed specimens, it is possible to use most of the dynamic range of the camera, namely for each image acquisition fill up each pixel nearly to capacity with photo-electrons. Under these conditions, high S/N images with many intensity values (i.e., gray levels) are generated. However, it is critical to make sure that no pixels, of the camera are saturated (over filled with photo-electrons). Saturated pixels no longer contain quantitative data. In addition, photons can spill over to neighboring pixels, affecting the quantitative nature of the intensity data within them as well (54). It is critical to make sure the camera and the objective resolutions match so that the pixel size is ~2–3 times higher than the resolution of the objective lens for a given wavelength. Set the exposure time to fill the camera dynamic range to ~75% with your brightest sample in order to leave room for sample variability. In general, it is better to use lower incident light powers and longer camera exposure times. This will increase the signal while reducing camera noise and fluorophore photo-bleaching. When imaging living samples light exposure needs to be reduced, so it is rare that the full dynamic range of the detector can be used.

It is also important to let your incident light source warm up. You should use a fluorescent plastic test slide in order to measure the light source intensity during warm up and the intensity stability over time to ensure it does not vary during your experimental timeframe (55). Some light sources may need more time to warm up (mercury arc lamps), while others may not need to be warmed up at all (LED light sources).

To perform accurate quantitative image analysis, it is crucial that images are saved in a format that maintains the raw data intact. Often software programs will default to formats such as .jpg which use compression algorithms that result in data loss. If a 12-bit camera has 4,096 gray levels, but the image is saved as an 8 bit image with 256 gray levels, a great deal of image detail will be lost, potentially losing the ability to differentiate between subtle changes in fluorescence intensity. In general, images should always be saved in the format of the software platform to retain the “meta” data about the image acquisition (e.g., exposure time, pixel size, objective used). Then, if need be, images can also be saved in .tif or .raw format for use in other software programs. Other image formats such as jpg, bmp, or png are useful for visualization but not for quantification. Always retain a copy of the original images when performing any data processing or analysis.
With any quantitative fluorescence imaging, it is important to do proper corrections for background intensities within the images (54). Simply taking the intensity of a region of interest (ROI) within the image where there are no cells and subtracting it from the image is often not sufficient. Mercury- or xenon-based light sources deliver a nonuniform illumination of the field of view. This results in a bright region in the center of the field of view with darker regions at the edges (Fig. 6a; background intensity values vary by 200–300 intensity units). To correct for this nonuniform incident light, an image should be acquired in a region of the sample where there are no cells (Fig. 4b), or by using a fluorescence plastic slide (Chroma Technology Corp; Rockingham, VT) that is the same color as the dye you are imaging (e.g., yellow-green if imaging EGFP). The fluorescent slide will give a better result because images will have higher S/N and will not add noise to the specimen images when performing corrections. Shading correction features within image processing software can be used to correct images. However, if these programs are not available the basic process is the following: (1) normalize the image of the fluorescent plastic slide and the image of the specimen by dividing by the maximum intensity and then multiplying a scale factor of 100 (8 bit images) or 1,000 (12 bit images) to maintain integer intensity values; (2) divide each normalized specimen image by the normalized background image to remove field nonuniformity. Ensure no pixel values read below 1; if they do, the scaling factor will need to be adjusted; (3) take the corrected specimen image and subtract the average intensity of an ROI where there are no cells from each pixel in the image (Fig. 4c). Background images should be taken for each color being acquired, and more importantly, for each objective lens being used. If these corrections are not done, cells in the center of the field will appear to have more fluorescent protein or dye than those at the edges, producing erroneous intensity information.
Many of the problems with obtaining fluorescence images result from default image display settings within the acquisition or image processing and analysis software. Often images are displayed with auto-contrast on and samples that have very different intensities appear to have the same brightness. Other times, an image appears black, but the data are simply not filling up a large part of the dynamic range of the camera. This is often the case when taking images from a 12-bit camera in .tif format into Photoshop. The images are saved on the computer as 16-bit and therefore they appear black in Photoshop because most of the 16-bits are empty. This can be corrected by adjusting the image brightness and contrast so the data can be observed. Care must be taken, however, as Photoshop, unlike most scientific image analysis programs, will change the raw intensity data within the images when brightness and contrast are changed. The gamma factor is a nonlinear adjustment of the image intensity that can be useful when observing both bright and dim image features, such as actin filaments and soluble actin at the edge of the cell (54). When displaying images for figures it is best to use monochrome or grayscale look up tables (LUTs) as the human eye is not very sensitive to blue and red. Specialized rainbow, fire, or spectrum LUTs are very useful when trying to display subtle differences in intensity within or between images. When displaying images for publication, it is important to disclose any image manipulations including brightness, contrast, and gamma factor adjustments in the figure captions. It is also important to manipulate all images within a panel or sequence in the same way if the images are to be compared. Furthermore, all quantitative analysis must be done on the raw image data, not on images that have been manipulated.

As discussed above, there are many ways to collect multicolor image data. The method of choice depends on the hardware available and the need for sensitivity vs. speed. In all cases; for quantitative imaging it is critical to perform proper controls and correct for any excitation or emission cross-talk within the system. Excitation cross-talk occurs when a dye is excited by the same color of incident light as another dye. One common example is RFP or DsRed and EGFP, because RFP and DsRed absorb a substantial amount of light at 488 nm. Emission cross-talk is far more common and results from the fact that most organic dyes have a fluorescence emission curve with a long tail out into the red end of the visible spectrum. Therefore, cross-talk usually occurs from shorter wavelength dyes into the longer wavelength detector. In this case, the EGFP signal would be detected in the RFP imaging channel. Both types of cross-talk can be minimized by imaging dyes sequentially rather than simultaneously. However, if speed is required, this is not an option. In any case, images should be collected for control samples independently labeled for each dye as well as for unlabelled...
cells to assess any contributions from cellular autofluorescence. Control images should be collected with exactly the same settings that are used during experimentation on multiple labeled samples. If no significant cross-talk is seen (e.g., no image in the RFP channel with a sample only containing EGFP), corrections may not need to be done. Otherwise, corrections are relatively straightforward. Take the EGFP and RFP example. A sample with EGFP alone is imaged for EGFP (green channel) and RFP (red channel). If there is significant emission cross-talk, there will be some signal in the RFP channel even though the sample does not contain RFP. The EGFP and RFP images should be corrected for field nonuniformity and background. Then, bright features within the EGFP image can be selected using the thresholding feature of any image analysis program. A mask of the EGFP staining can be created and the average intensity of these regions can be measured. This mask can then be transferred onto the RFP image and the average intensity of the emission cross-talk can be measured. Cells can also be manually outlined or several regions of interest can be drawn and the intensities can be averaged. This analysis should be done for 10–20 cells, and the average percentage of cross-talk can then be calculated. For the experimental data, the corrected EGFP images should be multiplied by the cross-talk percentage and then this image should be subtracted from the corrected RFP image. In other words, 25% of the signal from the EGFP would be removed from the RFP image. These types of corrections need to be done for all of the fluorophores within a given experiment. Although it is preferable to use dyes that have well-separated excitation and emission spectra, in general, as long as control images are available, it is relatively straightforward to correct or “un-mix” the fluorescence signals (56).

7. 3D Imaging and Deconvolution

When 3D imaging and deconvolution are applied to widefield images, they make the epi-fluorescence microscope a much more powerful research tool. In fact, widefield microscopes can be much more sensitive than confocal microscopes because out-of-focus light that is rejected by the confocal pinhole is detected (57). This combined with the use of highly sensitive CCD cameras (QE >60%) make the widefield microscope the preferred choice for low light applications, such as single molecule or livecell microscopy (58). Traditionally, two things have made image deconvolution difficult: (1) the requirement of powerful computers and hours of computation time; and (2) the need to wade through the many algorithms—published and proprietary—for performing image deconvolution. Recent improvements in computer power such as quad processors have helped to overcome the computing power
and time issues, while many references have been written to try and
guide researchers through deconvolution algorithms (59–65). An
introduction to the concepts and utility of deconvolution will be
presented here, thus showing that a more affordable epi-fluorescence
microscope can perform just as well as a laser scanning confocal
microscope for many applications. Of course, for thick samples
(>20–30 μm) where there is a high amount of light scattering
and out-of-focus light, confocal microscopes will still be required.

7.1. Collecting 3D image series

When collecting a 3D image series, it is important to use the least
amount of incident light required to achieve enough S/N in order
to see the objects of interest. This is especially true if many image
planes need to be imaged so that photo-bleaching is minimized. In
general, to make the most of the imaging system, sampling in x, y,
and z should be consistent with Nyquist sampling, or the sampling
rate (pixel size) should be ~2.3× higher than the resolving power
of the system (66). For example, when imaging with a 60×/1.4
NA oil immersion objective and 550 nm emission light, the resolu-
tion of the system is ~0.2 μm. Therefore, the pixel size in x and y
should be ~90 nm. The resolution along the z-axis is typically ~3
times lower than in the image plane. Therefore, an image spacing
of ~250 nm along the z-axis would be optimal for this objective
lens. However, for image deconvolution the specimen is often
oversampled with slightly higher x, y, and z-axis sampling. The
specimen should be imaged in z to a distance equal to the depth-
of-field for the objective lens above and below the focal point (59).
In practice, this distance can be estimated using a fast of live cam-
era mode and moving the z-focus to a position where the image
minimum and maximum intensity values do not change between
successive z-planes (59). For live cell imaging, undersampling
along the z-axis will reduce photo-toxicity and help to maintain
cell viability.

7.2. Image deconvolution

When imaging point sources through a microscope, the image that
is measured is actually the result of light diffraction. As light from
the point sources travels through the microscope, it spreads out due
to diffraction so that sub-resolution objects within images appear to
be much bigger than they are. Therefore, all sub-resolution objects
will appear to be the same size within the image regardless of their
actual size (62). Because the light is spread out by the optics of the
system, the 3D image of a point source is termed the point spread
function (PSF). The shape of the PSF is determined by the wave-
length of light, the objective lens, the refractive index of the
medium, and many other factors. Sub-resolution fluorescent micro-
spheres can be used to measure the PSF of the microscope. This
PSF can then be used to test the quality of the microscopes objec-
tive lens and to determine the microscope resolution (67). When a
more complex fluorescently labeled specimen is imaged with the
epi-fluorescence microscope, the image that is generated can be
considered to be the sum of thousands or millions of PSFs generated by each fluorophore molecule. Due to the spreading out of the fluorescence light along the z-axis, there are contributions within each image plane from objects that are out-of-focus. This “blur” reduces the image S/N and contrast. Image deconvolution is essentially a mathematical technique whereby images are processed post acquisition in order to remove the “blur.”

Some deconvolution techniques are designed to work very quickly, generating “deblurred” images within seconds. These algorithms typically rely on the assumption that the out-of-focus light in the image plane is mainly derived from light coming from the two adjacent image planes, one above and one below. Out-of-focus light from other planes is assumed to be negligible. These algorithms remove the out-of-focus light by creating blurred images from the planes directly above and below a selected image plane and subtracting them from the in-focus image. These techniques use subtraction, so sensitivity is lost, and because they use estimates of the out-of-focus light and ignore light coming from other image, planes, they are only useful for visualization and are not quantitative (60, 61).

If the PSF of the optical system has been measured, then 3D image stacks can be de-convolved in order to make an estimate of what the actual specimen looks like before being convolved with the microscope optics (59–65). The basic process is an iterative one. The theoretical PSF is calculated, or the PSF of the microscope is measured using sub-resolution fluorescent microspheres. An initial estimate of what the specimen looks like is generated based on the resulting fluorescence image. This estimated image of the “object” is then mathematically convolved with the PSF to generate a “theoretical” image. This add quotes around theoretical theoretical image is then compared by statistical analysis to the actual image. This comparison is used to refine the “theoretical” image and the process is repeated difference between the “theoretical” image and the actual image reaches a user defined minimum (59–65). A choice has to be made with restorative deconvolution as to whether the algorithm operates using a theoretical PSF calculated from the optical properties of the microscope (i.e., objective lens, numerical aperture, x, y, z sampling frequency, color of light), or a PSF measured on the actual optical platform using sub-resolution (~100 nm) fluorescent microspheres. In general, if the measured PSF is of poor quality the theoretical PSF will give better results. However, there are subtle changes in the PSF for each objective lens, sample preparation, mounting media, and so on, and thus, a well-measured PSF will provide the most accurate results. It is important to collect the PSF using the same imaging conditions as for the sample. Therefore, measuring the PSF with microspheres in mounting media is not appropriate if images will be
collected from cells mounted in aqueous buffer. The optimal preparation is to make an unlabelled sample and place microspheres on the surface of the sample, for example, microspheres on top of a cellular monolayer. It is even better if microspheres are within the sample (i.e., inside the cell), but this can be difficult to do without introducing other artifacts, such as microsphere aggregation or accumulation in internal vesicles. Commercial software packages, such as Huygens software (Scientific Volume Imaging) and AutoQuant (Media Cybernetics), are available for performing restorative deconvolution.

7.5. Blind Deconvolution

Blind deconvolution is a modification of restorative deconvolution that minimizes the need to accurately measure the PSF of the microscope. In simple terms, the algorithm starts with a calculated theoretical PSF; however, during successive iterations not only is the original guess at the object modified, but the PSF itself is also modified. In a sense the PSF is determined from the specimen images themselves, or the PSF is “found” in the data (64). The images can even be broken up into small subsections for deconvolution so that different regions of the cell (e.g., cytosol vs. nucleus), which likely have different optical properties, can be treated separately. This type of localized PSF image restoration is not available using traditional restorative deconvolution software platforms. To ensure accurate image restoration, it is always advisable to have a specimen containing sub-resolution fluorescent microspheres in order to ascertain that the algorithms accurately restore the microsphere shape.

One software platform that performs blind deconvolution is the AutoQuant AutoDeblur software (Media Cybernetics). Many standard image processing software packages use AutoQuant as their deconvolution solution including ImagePro Plus (Media Cybernetics), Imaris (Bitplane Inc.), and MetaMorph (Molecular Devices). Images of the nucleus, actin fibers, and mitochondria in BPAE cells were collected at high resolution with an oil immersion objective (Fig. 7). Maximum projections of nine images of the raw data, including the focal plane and four image planes above and below, are shown in the widefield panel (Fig. 7). These images were then deconvolved using AutoQuant X AutoDeblur software for widefield microscopes resulting in the maximum projections shown in the deconvolution panel (Fig. 7). Details within the nucleus are restored following deconvolution (Fig. 7a). All of the diffuse actin staining through the cell has been reassigned to the filamentous structures from where it originated, revealing beautiful high contrast actin filaments (Fig. 7b). Similarly, the mitochondrial staining is highly localized and the diffuse staining throughout the cell has been reassigned (Fig. 7c). An important benefit of restorative deconvolution is that out-of-focus light is not simply removed as it is with confocal microscopy, or with simple nearest neighbor deconvolution, but rather reassigned to the location from
Fig. 7. Images of (a) DAPI (Zeiss 49 DAPI cube; 250 ms), (b) phalloidin AlexaFluor® 488 (Zeiss 13 FITC cube; 400 ms), and (c) MitoTracker® Red CMXRos (Chroma Technology ET-Texas Red cube, 600 ms) taken on the same microscope with the same camera settings as in Fig. 2. The mercury lamp was attenuated to 5% power with neutral density filters. Z-axis images were taken every 0.1 μm for a total of 82 image frames. (a–c) Images are maximum projections of nine images centered about the focal plane for the raw widefield images (first column), and images deconvolved with AutoQuant X (third column). The second and third columns are displayed with the same brightness, contrast, and gamma factor settings to show the increase in S/N with deconvolution. The gamma factor was used to bring up dim features so they are visible in the images. The first column is displayed with enhanced brightness and contrast so that image resolution can be visualized. Scale bar is 10 μm.
whence it originated. This results in deconvolved images that have a much higher S/N when compared to raw widefield data (compare intensity of second and third columns in Fig. 7a–c).

The significant improvement of image quality and S/N with image deconvolution can also be seen in color overlays of the image data, once again comparing widefield (Fig. 8a) with deconvolved (Fig. 8c) images. In fact, 3D visualization software (Imaris, Bitplane Inc.) has a difficult time even generating iso-surfaces of widefield

Fig. 8. A color overlay of the maximum projection of the same data from Fig. 7 with blue (DAPI), green (actin phalloidin AlexaFluor® 488), and red (MitoTracker® Red) using AutoQuant X (Media Cybernetics) software for the (a) raw data and (c) deconvolved data. (a, c) also show x-z (bottom) and y-z (right side) axial profiles through the image stack emphasizing reduction in out-of-focus light following deconvolution. The same images were processed with Imaris 6.1.5 software (Bitplane Inc.) and 3D iso-surfaces were automatically produced from the (b) raw and (c) deconvolved images. Scale bar is 10 μm.
data (Fig. 8b). In contrast, deconvolved data not only generates beautiful iso-surfaces (Fig. 8d), but these images can also be used to perform intensity analysis, as well as measurements of filament volumes and lengths. These types of measurements would be difficult to perform on the raw widefield data. As a cautionary note, deconvolved algorithms should always be thoroughly tested to ensure that no feature within the original data set is lost, no new features are generated and that quantitative relationships are maintained (e.g., if one cell is twice as bright as another before deconvolution, it should also be twice as bright after deconvolution) (59).

8. Conclusions

Epi-fluorescence microscopy is an important tool for life sciences research enabling the visualization of cellular compartments and very specific cellular markers. Advances in microscope optics, filters, light sources, and cameras allow researchers to peer into the microscopic workings of cells, tissues, and organisms. The availability of an array of highly specific immuno-fluorescence agents as well as cellular markers, sensors, and fluorescent proteins will continue to light up the architecture and complex biochemical pathways that regulate cellular function. Improved sensitivity has enabled the use of epi-fluorescence microscopy on the most precious of tissues, for example, primary neurons, by immuno-fluorescence imaging and also live-cell imaging. When combined with restorative image deconvolution to generate beautiful high resolution quantitative images, the epi-fluorescence microscope can be a fundamental tool in any life sciences research lab.
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