Preface

The first three chapters review all prerequisites from applied probability needed for a basic course in queueing systems. Yet, this book does not suit beginners in applied probability. It is recommended only to those who have taken a course that dealt at length with (discrete-and continuous-time) Markov processes, the Poisson process, and some basics in renewal theory. On the other hand, the mathematical level required here is not that advanced. There is no need for any knowledge in advanced probability or measure theory, or any skills in differential equations. There is only one instance in the last chapter where difference equations are utilized. Thus, this text suits an advanced undergraduate or first-year graduate program in operations research, statistics, computer science, electrical engineering, or industrial engineering.

A note on notation: I use the standard Kendall notation. Thus, service stations, i.e. stations that possess their own arrival process for customers (or jobs), are treated in isolation. The arrival process is always assumed to be a renewal process, as is the service process in each server (looked at when the server under consideration is busy). All servers are identical and service is provided on a first-come first-served basis. All random variables involved are independent. The notation contains four fields: $F_1/F_2/n/m$. The first entry denotes the family of distributions for which a result holds. The letter “G” (for “general”) is used when any (continuous) distribution is assumed. The letter “M” (short for “Markov” or “memoryless”) is used when exponential distributions are assumed. The same holds for the second field, yet now with regard to the service processes. The third field states the number of servers while the fourth states the maximum content of the system (including those who are served). The default value is an unlimited buffer so that when the fourth field is omitted, it means that no bound on the queue length is assumed.

Why do we need another book on queues? The main reason is the order of the chapters. Usually, the M/M/1 model is the first to be introduced and analyzed in detail. Here this is done only in Chap. 8 and as part of a more general treatment of memoryless queueing models. I tried to begin with what I think are the most important topics, while giving the students enough tools to start building themselves up as queueing theorists. I find M/G/1 to be the single most important model
(and not M/M/1). The reason is twofold: first, the impact of the variability of service time is too implicit in the M/M/1 model. This variability is highlighted in the M/G/1 model (via the Khintchine–Pollaczek formula). Moreover, this result can be proved with basics in renewal theory and the introduction of the PASTA phenomenon. Second, in M/M/1 the residual service time of a customer in service and the queue length are independent. This is not the case in the M/G/1 queue (a phenomenon sometimes overlooked). In M/G/1 the connection between waiting times and queue length upon arrival is more involved. At the same time I tried to include in the book all material that I find important for anyone who considers a career in queuing theory.

The book is organized as follows. The first three chapters state many needed preliminaries to a study of exponential distributions, the Poisson process and generating functions (Chap. 1), renewal theory (Chap. 2), and Markov chains (Chap. 3). I do not claim to be comprehensive here and the content of these chapters is more for those who have seen it before in an applied or introductory course in probability than for those who are seeing it here for the first time. At the same time, it is recommended that you read through these three chapters as it is possible that some of their content was not covered (or was covered differently) in an earlier course. This is in particular true regarding Chap. 2 where the point of departure is an axiomatic statement of the length bias distribution and the distribution of the age given total longevity.

Most texts would switch here to first-come first-served memoryless queues, commencing with the M/M/1 model. I find this model too simple and some of the key phenomena associated with queues not sufficiently transparent. Thus, after dealing with the queueing property in Chap. 4, I discuss the M/G/1 model. Finding mean values for this model is quite straightforward and basically all that is needed here is the understanding of the Poisson process and results from renewal theory. Chapter 5 deals with priority queues and here, too, in spite of the supposedly advanced model assumed, no further prerequisites are needed in order to derive various mean values.

Chapter 6 examines the distributions of the queue length, of the waiting time and of the length of the busy period of the M/G/1 model. Chapter 7 does the same for the G/M/1 model. Only in Chap. 8 memoryless queues are introduced as a model in their own right (and not merely as special cases of the M/G/1 and G/M/1 models). I start by defining continuous time Markov processes and state 13 examples of such models, all dealing with various queueing models. I then define the limit probabilities and exemplify how they can be found using the balance equations. The concepts of time-reversed Markov processes and time-reversible Markov processes are introduced and utilized extensively.

Chapters 9 and 10 present two related important queueing models, namely, open and closed networks of memoryless queues. The product form limit probabilities are derived, customers’ processes are considered, and conditional and unconditional mean waiting times are computed.

Chapter 11 deals with queueing regimes that lead to many of their parameters being insensitive, namely, those that are functions of the service times only through their mean value. Chapter 12 concludes with two-dimensional queueing models.
that are in fact quasi-birth-and-death processes. Such models lead to the powerful computation method of matrix-geometric. This technique is introduced and exemplified in various queueing models, among them parallel two-server queues.
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