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Abstract Cellular communication and information processing is performed by complex, dynamic, and context specific signaling networks. Mathematical modeling is a very useful tool to make sense of this complexity. Building a model relies on two main ingredients: data and an adequate model formalism. In the case of signaling networks, we build mainly upon data at the proteome level, in particular about the phosphorylation of proteins. In this chapter we review recent developments in both data acquisition and computational analysis. We describe two approaches, antibody based technologies and mass spectrometry (MS), along with their main features and limitations. We then go on to describe some model formalisms that have been applied to such high-throughput phospho-proteomics data sets. We consider a variety of formalisms from clustering and data mining approaches to differential equation-based mechanistic models, rule-based, and logic based models, and on through Bayesian network inference and linear regressions.

1 Introduction

Whatever their nature, identity, and environment, cells are continuously exposed to signals, whether reflecting their internal state, or emerging from growth factors, neighboring cells or the extracellular matrix. All these signals need to be received, interpreted and possibly transmitted or propagated, in an integrated manner so
as to produce the appropriate response. This information processing is performed through the use of highly dynamic and context specific networks assembled from a multitude of signaling molecules [32]. Given their fundamental role in cellular function and intercellular coordination, deregulation of signaling networks is often involved in the development of diseases [3, 27]. Furthermore, although development of resistance to drugs can happen through accumulation of mutations, it seems that another underlying mechanism can be the rewiring and adaptation of the signaling network. Combinatorial genetic perturbations in yeast suggest that signaling networks are extremely adaptive to such perturbations [32]. Studying signaling networks as a whole, in physiological and disease contexts, is therefore essential to understand how cells function and respond to their environment and how this process is deregulated in diseases, to potentially provide new venues for therapies.

Understanding how the elements that make up signaling systems are organized and function together to allow the cell to respond to a perturbation is a challenge. This is only the beginning that is to be investigated [28]. Therefore, it has been argued that mathematical modeling is necessary to make sense of the sheer amount of elements that enter into play [1, 13, 28, 32, 40]. A key point when modeling is to be aware of the assumptions made in building the model (level of detail, scope, etc.), and to interpret the model outputs correctly [5, 65]. Indeed, there are many ways to model biochemical and in particular signaling networks, and the choice of a particular formalism depends on the system under investigation, the data at hand, and the question to be answered.

Ideally, one builds a model based on good quality data of the system under study; in the case of signal transduction data is at the proteome level, since proteins are the ultimate agents of cellular activity. Events occurring at the transcriptional levels can however also be included in models of signaling systems (see [34] for a review on cellular regulatory networks encompassing regulation at different levels). Proteomics is the field of biology that studies the expression, modification, conformation, and activity of proteins in a system [2, 30]. This is challenging for many reasons, mainly because screening of the entire proteome (as can be done for the genome or transcriptome) is impractical with current technology and because the proteome cannot be defined using a list of proteins. Indeed, the wide varieties of post-translational modifications (PTMs) and their combinations lead to a combinatorial explosion of the number of states that need to be assessed. To add to the complexity of this picture, protein abundance in a single cell population frequently spans more than 6 orders of magnitude [2], which is broader than the dynamic range of any routine proteomics technology currently available. In addition, limited information can be inferred from investigations at the mRNA level since transcripts levels are poorly correlated with protein abundance [23, 73]. An ideal technology to probe the proteome of human cells in a signaling framework would have to be able to measure accurately the concentrations of more than 30,000 different proteins and their splice variants, each possibly subject to a variety of post-translational modifications (e.g., an estimated 100,000 sites for phosphorylation alone) and should be able to measure all this in a time-dependent,
cell and compartment specific manner, under various conditions such as genomic background and stimulations by drugs [62]. Although no single platform is currently capable of such an achievement, some progress has been made with regards to capabilities of medium to high-throughput proteomics technologies, which we will discuss further in this chapter. In particular, we will discuss advances in antibody based and mass spectrometry (MS) based proteomics workflow that have allowed and will allow informative modeling of signaling networks.

Signal propagation involves changes at three levels: regulated PTMs, protein–protein interactions (often owing to PTMs), and changes in the expression level of proteins. These three levels are coordinated through dynamic regulation which is often spatially segregated [10]. Amongst these three levels, we focus on PTMs because they are the most immediate events, often trigger the other events and can thus often be used as a proxy for those other events. However, depending on the time scale of the process studied, it is possible that expression and degradation events would play an important role in the dynamics of the system. One should therefore be cautious and, if possible, also be able to measure the abundance of proteins.

Over 200 types of PTMs have been reported and that number is still growing [23]. In particular, phosphorylation and associated players (kinases, phosphatases, and phospho-binding domain containing proteins) play a very important role in signaling since this PTM can control the formation of multiprotein complexes, the dynamic localization of proteins, as well as their stability and enzymatic activity, and about 30% of proteins are phosphorylated at any one time [13]. This points to the importance of phosphorylation in the context of signaling, and combined with the availability of assays to measure phosphorylation of proteins on a large scale, this makes phospho-proteomics a common focus when looking at signaling.

The phosphorylation state of a protein reflects the result of the action of kinase/phosphatase reaction pairs. In some cases, e.g., phosphorylation of the activation loop of some protein kinases, this is correlated with the activity status of the protein. However, this is not true in the general case, and care should be taken when interpreting phosphorylation status [13]. Relatively recent data suggests that most in vivo phosphorylation sites have not even been detected yet [54]. In addition, although we can now sequence a full genome, signaling data are necessarily incomplete [20] because characterizing a “full” signaling network would necessitate to either characterize the full state of the cell (including contextual information and state of modification/interactivity of every agent) or to be able to delineate where the signaling network starts and ends.

PTMs not only have individual roles but can also function in combinations to precisely regulate molecular interactions, protein activity and stability, in a context specific manner [29]. Therefore, interpreting phosphorylation in a signaling context is likely to prove very challenging, and prioritizing functionally important phosphorylation sites for experimental investigation is going to be crucial [67], as will be the identification of kinases involved in particular modifications [13].

This chapter is outlined as follows: in the first part, we will discuss available experimental platforms and explain their particular features and limitations. In the second section, we will briefly discuss methods for building signaling networks that
have been applied to high-throughput phospho-proteomics data sets. This section is not exhaustive neither in terms of application examples nor in terms of specific methodologies, but it rather aims at describing modeling frameworks that have been applied to phospho-proteomics data by showing a couple of examples, and discuss the advantages and disadvantages of each method. Most of the methods presented have been applied in many other contexts (often prior to signaling networks), in particular to the much more mature field of modeling of gene regulatory networks [4, 31, 44].

2 Phospho-proteomics Data Collection

Data collection methods for medium-/high-throughput proteomics can be roughly divided into two categories: those that do not make any assumption about the sample composition (e.g., shotgun MS), and those that measure a predetermined set of proteins (e.g., affinity based approaches) [2, 62]. Affinity based technologies most commonly make use of antibodies, and those methods will be the subject of the first part of this section. The second part of this section will examine the principles of common shotgun MS and will take a closer look at targeted MS as a potential alternative to antibody based approaches to generate large data sets for the development of systems biology models. The choice of a method to use ultimately depends on the material and expertise available, and the number of experiments that can be performed often results from a balance between the time and cost per experiment.

2.1 Antibody-based Methods

All antibody based methods build upon the same principle: the interaction of a target protein with an antibody, an interaction that should happen with both high-affinity and selectivity. Therefore, all of these methods suffer from the same limitation: the data is only as good as the antibodies are, and investigators are therefore limited by the availability of high-quality antibodies [2]. However, new multiplexing technologies offer the ability to analyze hundreds to thousands of samples a day, thereby allowing assays on multiple time points, and across multiple conditions of interest (which is not yet possible with MS due to the labor intensive process of analyzing more than a few conditions), although the total number of signals measured rarely exceeds a few dozens [3, 75] (see Fig. 2.1 for an overview of multiplexing capacities of the methods examined in this chapter). Such data sets usually need to be normalized and quality controlled (e.g., assessing reproducibility, detecting outliers, etc.). There are a number of computational tools to do so and to connect processed data to modeling tools. This is however outside the scope of this chapter.
The combination of fluorescently labeled antibody recognition and single cell measurement capacity of fluorescence activated cell sorting (FACS) [59] seems to be a promising technology due to its single cell nature. Another promising technology is the microwestern array developed by Ciaccio et al. [11], which in addition to antibody based recognition provides an extra separation step by electrophoresis. Other technologies, which we will not discuss in this chapter, such as high-throughput microscopy [24] associated with immunofluorescence, and mass cytometry [68], are being developed and could potentially be applied to the generation of high-throughput phospho-proteomics data sets adapted for modeling. To date, most commonly used antibody-based technologies are protein arrays, reverse-phase protein arrays, and the bead based xMAP technology from Luminex [62].

2.1.1 Intracellular Multicolor Flow Cytometry

Intracellular multicolor flow cytometry allows the simultaneous measurement of multiple phosphorylated proteins and phospholipids in large populations of cells, on a single cell basis [59]. The principle is simple, the cells are fixed and incubated with fluorescently labeled antibodies, and then are subjected to FACS which quantitatively measures the targets’ expression or modification level. The main limitation of this technology is the availability of suitable reagents, i.e., antibodies compatible
with flow cytometry. Furthermore, this technology only allows a relatively small number of proteins to be examined simultaneously (up to a dozen). The ability to barcode cell populations before protein labeling potentially allows this technology to be applied to the processing of multiple samples/conditions in parallel [38].

2.1.2 Microwestern Arrays

Microwestern arrays build upon the well established western blot technology, which enables quantitative and sensitive analysis of protein abundance and modification after electrophoretic separation, while a high-throughput capacity is achieved by applying the protocol to microarrayed cell lysates. The main advantage of adding the electrophoretic separation step to the workflow is that it allows for a reduction in sample complexity, whereas the antibody detection step results in signal amplitude proportional to the abundance of immobilized protein. The signal localized at a physical position on the membrane can be related to molecular size standards, so the antibody cross reactivity problem associated with most other technologies can be controlled to some extent [11]. This method showed, in the proof of principle study, a linear relationship between antigen concentration and signal intensity over from 2 to 3 orders of magnitude [11]. The main advantages of this method over classical protein arrays are an increased specificity owing to the electrophoretic separation step, low sample requirements (compared to technologies such as xMAP) and the wide availability of reagents since antibodies developed for the classical western blot should be applicable to this method.

2.1.3 Array and Bead-based Methods

All other methods described here (reverse phase arrays, protein arrays, and xMAP technology) rely on the same principles and in particular are composed of three main ingredients: (1) an identification system which is required for multiplexing (i.e., a physical support with unique identity, whether a location on a 2D arrangement or unique physical properties of beads in suspension), (2) a capture system (to immobilize the protein(s) of interest, whether directly on the support as in reverse phase arrays or through interaction with antibodies as in protein arrays), and (3) a detection system (to produce a signal that is ideally linearly proportional to the amount of captured target protein, typically fluorescent-labeled detection or enzymatic-labeled detection such as a biotinylated secondary antibody bound by a streptavidin-linked peroxidase) [2].

In protein microarrays, the captured antibody is covalently bound to a slide in an ordered manner, and the slide is incubated with the sample. For detection, either the sample itself is chemically labeled with a fluorophore, or it is detected by a labeled secondary antibody (sandwich assay). This technology can measure up to hundreds of proteins but the number of samples is somewhat limited. Direct labeling allows for the simultaneous measurement of multiple analytes and only requires one
high-quality antibody per target protein, but due to uneven labeling of all proteins and chemical alterations this method can be rich in false positive and display a high-background. Sandwich assays on the other hand provides a more accurate and specific detection, but require two high-quality antibodies [75]. This is not a trivial problem for microarrays as, contrary to antibodies for western blots that detect denatured proteins, antibodies for such array technologies must be able to recognize the substrate in native state but immobilized on a slide, which can impose steric constraints on the interactions.

Reverse phase arrays are similar in principle but in this case the lysate itself is spotted on the support and therefore multiple lysates (dozens to hundreds) can be processed on a single slide. One can then either incubate the entire slide with one antibody or create physical compartments within which distinct primary antibodies can be used. A labeled secondary antibody then binds the captured antibody. This technology only requires one specific antibody for detection of each protein but it is therefore highly dependent on the selectivity of this antibody, and this added to the presence of all cellular proteins bound to a slide is bringing up issues of cross reactivity that have been reported to cause substantial noise [2, 11, 75]. Therefore, the accuracy of reverse phase arrays tends to be lower than that of protein microarrays, specifically when sandwich assays are used [58].

The xMAP technology is conceptually similar to protein microarrays except that rather than being localized on particular spots on a support, specific antibodies are associated with microspheres in suspension that are internally dyed to generate different spectral signatures. This technique theoretically supports the analysis of up to 100 analytes per well, since the beads can be multiplexed and incubated with a single sample. For detection, a mixture of biotinylated antibodies is added, and a fluorescently labeled molecule binds the detection antibody. Quantification is obtained by a flow cytometer based instrument capable of reading the beads’ spectral signature and the fluorescence intensity simultaneously. Having beads in suspension rather than planar microarrays allow for faster reaction kinetics and high-surface to volume ratio, and consequently better washes and homogeneous chemical reactions resulting in an increase in the signal to noise ratio [2, 71]. A disadvantage of this approach compared to protein arrays is that it requires considerably more cell material and the cost of detection is approximately 30 times higher per protein detected [11].

2.2 Mass Spectrometry

MS is an analytical technique that determines the mass to charge ratio of charged analytes, thereby providing a means to identify chemical compounds. Applied to proteomics, it allows systematic protein identification and quantification (provided that an appropriate protocol is used) from complex samples using a combination of liquid chromatography separation of peptides generated by digestion, followed by their analysis by tandem MS (a protocol called shotgun LC–MS/MS) [23].
2.2.1 Shotgun MS/MS

A classical shotgun MS workflow proceeds as follows: the protein samples are digested with trypsin and the lysate is fractionated by reversed-phase liquid chromatography, which is used to separate the complex mixture of peptides on the basis of their hydrophobicity. Other types of chromatography such as strong cation exchange are also commonly used, where the peptides are separated based on their charge. The peptides in fractions eluting from the chromatography columns are then vaporized and ionized, typically by subjecting the solution to an electric potential, which causes the formation of a spray and the desolvation and ionization of the peptides (a technique called electrospray ionization) [23]. In the MS stage, the mass to charge ratio of all ions is determined, then the first mass analyzer selects ions for collision induced dissociation, where neutral gas molecules are used to fragment the peptide. The resulting fragment ions are measured in the second mass analyzer of the tandem MS [10,23]. The precursor ion intensities measured at the MS stage can be used for peptide quantification, and the MS/MS fragment ion information can be used to identify the peptide through its sequence, by comparing the experimental MS/MS fragmentation pattern to theoretical counterparts derived from a database of sequences from in silico digested proteins. Subsequent protein identification can be obtained through a database search [23]. For a review about how to obtain and interpret sequence information from tandem MS experiments, we refer the interested reader to reference [66].

2.2.2 Data Processing Challenges

The problem of assigning sequences to MS spectra is not a trivial one, and each identification should be carefully assessed for its statistical significance [8]. Most of the algorithms performing this task report one or more peptide spectrum match (PSM) scores that reflect the quality of the match between the experimental and computed theoretical peptide spectrum. Statistics associated with these scores are typically obtained by searching the data against a target/decoy database, i.e., in addition to search through real sequences, the search is also performed against a randomized, shuffled, or reversed database. This gives an approximation of the FDR (expected proportion of false assignments among a selected set of predictions) by counting the number of matches in the target (presumably mainly true positives), and decoy (presumably mainly false positives) databases that satisfy a score criteria. Some algorithms supplement this information by implementing methods to improve the discrimination between correct and incorrect PSMs, for example, by building classifiers that also make use of other features reported by the search algorithm, such as charge state, difference in score to the second best hit, etc., which are often used by experts to manually validate the PSMs [8].

After having identified the peptide present in the sample with a certain level of confidence, another problem arises before the data can be readily interpreted: the protein assignment problem, i.e., identifying the protein composition of the sample
from which the peptide sequences result [52]. Indeed, the same peptide sequence can match multiple different proteins, making both identification and quantification challenging. This problem can be partially alleviated when the sample complexity is further reduced prior to digestion and LC–MS/MS using techniques such as 2D gels, which can provide additional information such as molecular weight and the isoelectric point of the protein. The issue is particularly challenging in the case of higher eukaryote organisms since these organisms present a certain degree of sequence redundancy [52].

Distinguishing between different proteins of similar sequence is of course increasingly difficult when the sequence coverage decreases (i.e., the fraction of the protein sequence that is covered by identified peptides). Unfortunately, the sequence coverage observed in shotgun MS proteomics experiments is typically quite low. Several factors contribute to this, such as, the size of the proteins to be identified, enzymatic digestion constraints, and the detection mass range of the instrument. Furthermore, some unexpected PTMs can lower the chances of a peptide being observed, and low abundance or poorly ionizing peptides are also less likely to be selected for MS/MS sequencing [52]. For more information about this topic, we refer the reader to the following review [52].

2.2.3 Quantitative MS

Regarding the quantification of proteins using MS, two main approaches can be applied: differential isotope labeling and label free quantification. Differential isotope labeling builds on the hypothesis that when measuring two analytes of identical chemical composition but different stable isotope composition, their relative signal intensity represents their relative abundance in the sample. There are two main ways to do this: in vitro labeling or in vivo incorporation of isotope-labeled amino acids through metabolic labeling (stable isotope labeling with amino acids in cell culture, SILAC). For in vitro labeling, the two samples are prepared separately and the protein or peptide solutions are individually labeled with heavy or light version of tagging reagents. The recently introduced iTRAQ technology allows peptide labeling with isobaric tags, as the name indicates, keeps the mass of differentially labeled precursors constant, i.e., appearing as a single peak in the MS1 spectrum. Quantification occurs in the MS/MS spectrum by comparing peak areas of sample-specific reporter ions [23, 58]. Compared to isotope labeling techniques which only allow up to typically three samples to be compared simultaneously, the iTRAQ labeling protocol can compare up to eight samples in a single LC–MS/MS run. A very similar idea is implemented in the Tandem Mass Tags protocol [70]. SILAC is an in vivo labeling method where different populations of cells are grown in presence of media containing light or heavy isotope versions of lysine or arginine most commonly [23], although other amino acids have been used (e.g., leucine [55]), and labeling of living animals such as rats with N15 has also been reported [22]. Since the labeling occurs very early on in the protocol, this method avoids many
of the errors and biases than can be introduced in the sample processing. However, this method is limited to cells or organisms that can be metabolically labeled, i.e., typically cell cultures and not primary samples [23], and it is quite a complex and time consuming protocol, which limits its implementation to laboratories with significant infrastructure [13].

Label free quantification by peptide precursor ion intensities is based on the alignment of high-mass accuracy MS1 (i.e., precursor ions) spectra obtained from separate LC–MS/MS experiments. Peptides are identified and aligned based on their specific retention time and mass to charge ratio. The relative abundance changes are calculated from the aligned spectra on the basis of the signal intensities of extracted ion chromatograms. Another label free method, spectral count, relies on the assumption that the rate at which a precursor ion is selected for fragmentation is correlated to its abundance. The spectral counts from peptides mapping to the same protein are then averaged into a protein abundance index. This method depends on the quality of the MS/MS peptide identification and protein assignment, and although it works relatively well for abundant proteins, it is often problematic for small and low abundance proteins [23]. In general, label free techniques provide a less accurate quantification than stable isotope label methods [58].

2.2.4 MS for PTMs

Because the addition of a PTM to a protein causes a defined mass change, MS can measure and localize modifications with a single amino acid resolution. However, PTM analysis poses specific challenges beyond those described above: modified peptides are often present at low amounts, can lead to more complicated MS/MS spectra and increase the database search space [10]. Therefore, it is usually necessary to enrich the sample for the modification of interest in order to increase the dynamic range and sensitivity. Depending on the PTM, this can be done by derivatization of the PTMs and chemical solid phase capture, or more commonly, for phosphorylation using metal affinity chromatography, titanium dioxide chromatography, or antibodies specific for a modification [23]. Ideally, one would hope to obtain all modified peptides and only those but in practice all modified peptides will be enriched to a certain degree with respect to the starting mixture, with an enrichment factor that can range from only several folds for some modifications to over a hundred fold for phosphorylations [10].

When looking at PTMs, two different tasks are performed: the identification of the peptide bearing the PTM, and the unambiguous localization of the PTM-bearing amino acid on this peptide [10]. Neither of these tasks is trivial, and although in principle any PTM can be detected provided that it leads to a modification in the mass of the peptide, in practice a full mapping of the PTMs of a protein requires full sequence coverage (i.e., detection of all the peptides of the protein). This is not straightforward as typically only a subset of the peptides generated by proteolytic digestion of a protein are detected, unless optimization strategies are used.
2.2.5 Limitations of the Shotgun MS/MS Approach

Although shotgun MS/MS approaches offer a coverage of the proteome that no other technology can currently approach (i.e., about 7,000 proteins can be quantified in an experiment) [10], the technology also shows several limitations. A first limitation is that this depth of analysis typically comes at a high cost in terms of time of experiment (i.e., experimental time typically in days), which limits the ability to interrogate multiple conditions/samples. For this reason, classical shotgun proteomics workflows are better qualified as “high-content” than “high-throughput” experiments. Other fundamental limitations are extreme redundancy and under sampling associated with the method, which result in a saturation effect, i.e., the number of proteins currently identified by shotgun MS is well below the complete proteome [41, 56]. Indeed, since ions are selected at random for fragmentation and MS/MS analysis, the most highly expressed proteins are identified multiple times at the cost of proteins expressed at low level, which dramatically limits the dynamic range of shotgun MS approaches [41]. A typical shotgun MS experiment offers a dynamic range of detection of 3–4 orders of magnitude, whereas it is estimated that the concentration of proteins can vary up to 10 orders of magnitude in human body fluids [23]. Furthermore, owing to the high-redundancy and extreme complexity of the sample, the full spectrum of peptides present is largely under sampled, which in turn means that repeated analyzes of the same or similar biological samples can show distressingly little overlap of identified proteins [41] since each experiment will sample only a subset of the proteins and not necessarily the same subset in each repeat [56]. To some extent, these problems can be overcome by extensive fractionation and multiple enrichment steps, but this requires an additional non-negligible amount of both experimental and computational work [56].

2.2.6 Targeted MS/MS

One way around the limitations of shotgun MS is to adopt a strategy where the mass spectrometer is tuned to analyze specific proteotypic peptides, i.e., peptides that are observable by MS and uniquely identify a target protein. This approach, termed target-driven MS, starts from a list of proteins of interest and carefully selects target peptides for their high propensity to be identified by MS and to uniquely identify a protein or protein isoform of interest. These proteotypic peptides can be identified experimentally (by searching through repositories of observed proteins) or computationally (by predicting them, if the protein has not been previously observed). This type of workflow is called selected/multiple reaction monitoring (S/MRM) and is typically carried out in triple quadrupole type mass spectrometers [41]. The specific proteotypic peptides will be selected in the first quadrupole, then fragmented by collision induced dissociation in the second quadrupole and a second mass filter in the third quadrupole allows for the filtering of the corresponding fragment ions. The identification and quantification of proteotypic peptides is based
on the mass to charge ratios of the precursor and fragment ions pair, which are referred to as “transitions” and are highly specific for a particular peptide [41]. Single reaction monitoring refers to the case where one transition is observed for each peptide, whereas in multiple reaction monitoring, multiple transitions are monitored [41]. In combination with isotope labeling, this technology allows for very accurate, sensitive, and reproducible quantification of the proteotypic peptides that are analyzed. If one can provide the approximate retention time information, then the time of detection of specific transitions can be restricted, therefore allowing for detection of multiple peptides per measurement, a technology referred to as scheduled selected reaction monitoring [41].

Applied to a study of selected proteins in the yeast *Saccharomyces cerevisiae* [56], this technology has been shown to be able to detect and accurately quantify yeast proteins expressed over the full range of cell abundance, from less than 50 copies per cell to over a million copies per cell, without additional fractionation or enrichment steps. This study also demonstrated the capacity of this workflow to comprehensively monitor more than a hundred proteins in a 1 h MS run, which then opens new possibilities for investigating a system under different conditions and replicates. A bottleneck of this workflow, however, is the validation of the SRM transitions that constitute the final mass spectrometric assay in the particular mass spectrometer used for the experiment [56]. Therefore, although targeted MS offers the most sensitive MS detection capabilities to date [23], and unprecedented sample multiplexing capabilities, setting up, optimizing, and validating an assay is relatively time consuming [23, 56]. The accurate mass tag strategy, which is based on the definition (using tandem MS) of peptides whose masses are characteristic of a protein and which can then be detected and quantified by a single MS, can also be used to perform higher throughput targeted MS analyzes [64]. However, this technique suffers from the same drawbacks in terms of time to set up the assay.

3 Computational Analysis of Large Scale Phospho-proteomics Data Sets

Having overcome or mitigated all the challenges mentioned above to collected a good quality high-throughput data set, one faces the challenge of interpreting it, which is not a straightforward task and is practically impossible based on inspection and intuition alone. However, mathematical analysis can provide invaluable help in extracting information, that is, not readily apparent. Various approaches to do so are available, and some of them will be described in this section.

We will start by describing applications of methods derived from machine learning and statistics (such as supervised and unsupervised learning, enrichment analysis, etc.). These methods are mainly used for hypothesis generation (i.e., providing leads for areas of further investigation), and usually generate limited
explanatory or mechanistic insights, but they are relatively straightforward to apply to large and noisy data sets. These methods are also generally unbiased (i.e., hypothesis free) and in this sense are a good starting point in an analysis because they provide a good first overview of the data [43], and do not rely on extensive a priori expert knowledge which might not even be available for the system under investigation.

Another set of approaches that is frequently applied in the same context as the above, is the mapping of data (e.g., differential expression/modification, phenotypic data, etc.) to known or derived “pathway maps.” All of these approaches are very familiar to the field of functional genomics and in that sense these methods are quite mature and well known. These types of analyzes have recently been applied quite extensively to investigate large scale phospho-proteomics MS experiments in various settings, which is what we will discuss in the first part of this section. We will refer to these methods as “descriptive” approaches.

Although the methods mentioned above have the potential to generate useful hypotheses, they do not address a fundamental functional characteristic of signaling systems, which is the ability to process information (input) and produce a response (output). To study this process, we need to generate more detailed and hopefully more realistic models of what happens in the cell when a signal is processed. Such models include, but are not limited to, partial least square regression, ordinary and partial differential equations (ODE/PDE), Bayesian networks, rule-based, and logic-based models. We will refer to these formalisms as “predictive approaches”. These models are predictive in the sense that given a set of conditions that was not present in the data used to build the model, they should be able to predict the behavior of the system. These methods usually generate explanatory and mechanistic hypotheses (although the actual mechanisms are described with broadly variable levels of details and therefore so are the insights generated, so care should be taken when interpreting them). There are many ways to look at and classify different types of modeling approaches, and all of them are somewhat artificial. The distinction that we make between “descriptive” and “predictive” models is only made for organizational purposes and is not intended as an absolute or universal classification (Fig. 2.2).

### 3.1 “Descriptive” Approaches

In this section, we will describe some “data-driven” approaches to signaling networks that have been applied to MS and affinity based large scale phospho-proteomics data sets, and briefly mention some of the insights that have been extracted from these analyzes. Whereas affinity-based data sets are now extensively used to generate complex quantitative models, MS proteomics data sets are mainly still at the stage where descriptive investigations are a necessary first step to make sense of the wealth of information that is generated.
3.1.1 Global Investigations of the Phospho-proteome

In view of the highly complex task of making sense of high-throughput phospho-proteomics data in a signaling context, several tools have been developed specifically for this type of data, such as PTMscout [50], NetworKIN [40] or the PHOSIDA [21] database, amongst others. PTMscout is a web-based interface for viewing,
manipulating, and analyzing high-throughput PTM data. Analysis capabilities focus on hypothesis generation through subset selection and enrichment analysis based on annotations (such as GO, Pfam, local sequence features, etc.) or user-defined criteria on dynamic profiles [50]. This tool also provides help in the assignment of peptides to proteins by providing orthogonal information such as annotations and mRNA expression when available.

NetworKIN [40] is an algorithm for prediction of kinases from experimentally determined phosphorylation sites, that integrates sequence specificity with contextual information extracted from resources such as interaction and pathway databases, literature mining, mRNA expression studies, etc. The improved accuracy of this prediction algorithm compared to non-contextual versions indicates that effects such as subcellular compartmentalization, anchoring proteins, temporal, and cell specific expression, etc., play a crucial role in determining kinase-substrate specificity. This in turn points again to the fact that signaling is a highly context specific concept, and that a network level understanding of kinase activity is likely to be necessary even when it comes to understanding single molecular events.

PHOSIDA [21] is a phosphorylation site database for large scale and high confidence quantitative phospho-proteomics experiments that allows the retrieval and analysis of such data, and includes information on evolutionary conservation as well as a phosphorylation site predictor. Other databases, such as the manually curated phosphorylation site database PhosphoSite [26], offer additional information such as association with diseases and sequence logos. The databases mentioned above include some type of analysis tools, but there are also other data repositories that can be valuable resources for proteomics investigations, such as the PRIDE [72] and Phospho.ELM [15] databases.

An interesting perspective on the global function and investigation of phospho-signaling was recently provided by Bodenmiller [6]. In this study, 97 kinases and 27 phosphatases in yeast were systematically knocked out or inhibited, followed by phosphopeptide enrichment and label free LC–MS/MS identification of more than 1,000 phosphopeptides showing a significant change in abundance compared to a wild type situation. Analysis of the direct versus indirect effects of these deletions led to the observation that not a single kinase showed exclusively direct effects. Furthermore, analysis of growth speed and morphological features of each deletion strain revealed that the phenotype strength was not necessarily reflected in the magnitude of the effect on the phospho-proteome. Together, these observations reinforce the view that signaling has to be very flexible and redundant to allow the cell to respond to a changing environment, and point to the fact that modulating any branch of a network might not be possible without system-wide adaptations.

3.1.2 Analysis of Pathway Utilization Downstream of Receptors

The study performed by Olsen [54] set the stage for MS analysis of signaling by pointing both at the complexity of the problem and the sparseness of our knowledge of the involvement of phosphorylation in signaling. Using a strategy
combining phosphopeptide enrichment, high-accuracy identification by LC–MS/MS and SILAC, they were able to quantify dynamic changes in phosphopeptides levels at 6,600 sites on 2,244 proteins upon stimulation of HeLa cells with EGF for different times (from 0 to 20 min). In addition to this, this study also includes some spatial information since nuclear and cytosolic fractions of each condition were obtained and analyzed. Using a cutoff of a minimal 2-fold change upon stimulation, the authors determined the sites that were dynamically regulated and performed fuzzy $c$-means clustering (where each point belongs to clusters with a certain degree, depending on its distance to the centroids of the clusters) to identify groups of sites with similar dynamic profiles. The main conclusions of this study included the observation that most in vivo occurring phosphorylation sites had probably not been detected before, and that groups of phosphosites from the clustering analysis do contain functionally related members.

Another important result of this analysis was obtained by looking at phosphosites which map to the same protein. Indeed, the authors observed that 77% of proteins that had a regulated phosphopeptide also had at least one other site whose regulation profile was different (either unchanging or belonging to a different cluster of the above analysis). This underscores the fact that when looking at the degree of phosphorylation of proteins we should always measure site specific events if we want to obtain accurate and functionally relevant information. This also points to the complexity of interpreting phosphorylation data since it seems that phosphorylation can serve different functions at different sites in the same protein. Finally, Olsen et al. [54] noted that only a subset of the proteins found to be dynamically regulated by EGF signaling were known to be involved in growth-factor signaling, which points to potential gaps in our knowledge of even well-studied pathways.

A similar system was investigated by Huang et al. [27] with different goals and methods, with the objective of determining differences in the signaling downstream of a truncated extracellular mutant of the EGF receptor (EGFRvIII, frequently found in glioblastoma multiforme), compared to the wild type EGFR, and depending on the level of expression of the mutant receptor. The workflow of this analysis was as follows: transduced U87MG glioblastoma cell lines expressing differential levels of EGFRvIII were isolated by FACS, peptides from these cell lines were then isolated, stable isotope labeled and mixed. Next, tyrosine phosphorylated peptides were immunoprecipitated and further enriched by IMAC, and finally analyzed by LC–MS/MS. Quantitative phosphorylation profiles were generated for 99 sites on 69 proteins, which were mapped to canonical EGFR signaling cascades. This indicated that signaling downstream of EGFRvIII and wild type EGFR favour different routes, and this is also dependent on the level of expression of EGFRvIII, e.g., cells that highly overexpress EGFRvIII preferentially use the PI3K pathway over the MAPK and STAT3 pathways. Using a self-organizing map, the authors also identified phosphotyrosine sites with similar profiles, which led to the identification of a cluster of sites that significantly increased as a function of EGFRvIII expression. Examination of the members of this cluster led to the hypothesis that the EGFRvIII receptor was constitutively activating the cMet pathway. Finally, quantification of the phosphorylation sites on the receptor itself pointed to differences in regulation
between wild type and truncated receptors. Altogether these observations indicate that although phosphorylation of the EGFRvIII might not be qualitatively different from the wild type situation, quantitative differences at each individual site might have functional implications reflected in different utilization of downstream pathways and therefore different biological responses [27]. This in turn means that a quantitatively accurate model of this system is likely to prove very useful.

The paper by Krueger et al. [37] aimed at determining the tyrosine phospho-proteome of the insulin signaling pathway by stimulating SILAC labeled differentiated brown adipocytes with insulin for various times, then immunoprecipitating phosphotyrosine containing peptides and analyzing them by LC–MS/MS. Thirty three proteins were identified to be significantly regulated, which was confirmed by western blot. By looking at the dynamic profiles and fold activation of the proteins in this candidate list, they were able to generate hypotheses for new insulin induced candidate effectors and to link them with branches of the insulin pathway.

Matsuoka et al. [45] also used MS to investigate phosphorylation events downstream of a cellular signal, this time concentrating on the landscape of the DNA damage response (DDR) mediated by the ATM and ATR kinases. Briefly, they mixed and immunoprecipitated peptides from two SILAC labeled populations of HEK 293T cells, one having been exposed to ionizing radiations, using antibodies to phospho-SQ or phospho-TQ (ATM and ATR recognise Ser–Gln and Thr–Gln motifs). The samples were then subjected to LC–MS/MS and 905 phosphorylation sites on 700 proteins were shown to display a more than four fold increase following DNA damage by ionizing radiation. This list of proteins was then examined manually, and mined for enriched GO annotations and functional modules using the softwares from Ingenuity. This showed an enrichment for proteins involved in nucleic acid metabolism, and revealed many clusters of proteins previously known to be interacting, but not necessarily known to be involved in the DDR. A subset of the proteins in this list, that were not previously known to be involved in the DDR, was also examined for functional involvement in this response using siRNAs. Although the approach applied here cannot formally distinguish between direct targets of ATM and ATR kinases and targets of kinases with similar specificity, all identified phospho-sites are likely to be regulated by the DDR, and their belonging to a large number of interconnected functional modules suggests an impact of the DDR on cellular physiology that is far broader than expected [45].

More recently, phospho-proteomics was again used to generate qualitative hypotheses using pathway enrichment, this time with the objective to investigate signaling events downstream of the mutant protein NPM-ALK, which is common in positive anaplastic large cell lymphomas [76]. GP293 cells were transfected with either NPM-ALK or a NPM-ALK mutant with decreased tyrosine kinase activity (used as a negative control), the phosphopeptides were then purified and subjected to LC–MS/MS. This led to the identification of 506 phosphoproteins present only in NPM-ALK expressing cells, from which a pathway enrichment analysis was performed (using a Fisher exact t-test). The samples were also hybridized to antibody arrays and differential phosphorylation was used as a basis for pathway
enrichment. Both methods resulted in a substantially overlapping list of enriched pathways, from which the authors chose to focus on the TNF/Fas/TRAIL pathway, performing various validations of the involvement of this pathway (comparison with a list of previously generated potential binding partners of NPM-ALK, western blot quantification of three proteins in this pathway, and siRNA knock down of two of those, combined with a viability assay of the knock down of TRAP1 upon drug treatments). This study again underlines the ability of MS data to generate qualitative hypothesis regarding signal transduction.

3.1.3 Analysis of Reciprocal Signaling in Cell–Cell Communication

The approach adopted by Jorgensen et al. [33] is slightly different and addresses a fundamental biological fact, that is, signaling usually happens within the context of tissues and often involves multiple populations of cells. This is particularly important when the signaling is initiated by cell–cell contact, as in the case of the ephrin–EphR interaction. In such cases, the signaling typically involves the reciprocal exchange of distinct information between the interacting cells, leading to mutually coordinated alterations in their respective behaviors. Therefore, stimulating such systems with soluble versions of the ligands is an artificial setting that might provide only limited understanding (e.g., signaling between EphR and ephrin expressing cells might be influenced by interactions with adhesion molecules).

Therefore, in this study, EphB2 and ephrin-B1 expressing populations of HEK293 cells were SILAC labeled and co-cultured for 10 min, then lysed and mixed with non-stimulated EphB2 expressing cells as a reference, before phosphotyrosine peptide isolation and LC–MS analysis. This led to the identification of 442 sites on 304 proteins that significantly decreased or increased in abundance upon stimulation, in one or both cell types, revealing common and cell specific modes of regulation. The authors then turned to a siRNA screen in which monitoring of the cell sorting response when mixing the two cell populations (when mixed, EphB2, and ephrin-B1 expressing cell populations form distinct colonies with well defined boundaries) allowed them to propose a list of proteins involved in this phenotypic response. Using the NetworKIN [40] and NetPhorest [46] tools, a network was constructed based on the prediction of kinases, phosphatases, and phospho-binding modules for each phosphotyrosine that was found to be modulated upon cell–cell contact. These predictions were then pruned based on criteria from the MS and siRNA analyses, and other information such as protein interactions. The obtained network was then represented in a cell-population specific way using the modulation of phosphotyrosine sites determined by the MS analysis. Finally, the MS experiment was repeated using a variant of ephrin-B1 that lacked the cytoplasmic tail, thereby impairing its ability to relay the signal inside the ephrin–B1 expressing cells, but not its ability to interact with EphB2. A significantly different response was observed in the EphB2 expressing cells in this case compared to when the full ephrin-B1 was used, thereby confirming that there is a bidirectional signaling process at play in the
system. This study not only demonstrates the power of MS to investigate complex signaling systems, but also points to the limitations of the in vitro systems in which we commonly conduct our investigations.

### 3.2 “Predictive” Approaches

In this section, we will describe more detailed and predictive approaches to modeling of signaling networks that have been applied to proteomics data sets, mostly acquired using affinity based technologies. By “predictive” we mean that these models are often capable of computing the expected state or evolution of the system when under particular conditions (e.g., when applying an inhibitor against one of the species in the model). We will start with simple (linear) regression based models that can predict some variables based on linear combinations of other measurements. We will then briefly touch on other correlation based methods. This will be followed by the presentation of ordinary differential equations (ODEs) as a natural way to describe processes where species of interest are changing as a function of time in a quantifiable manner [5]. Then, in light of the extraordinary combinatorial complexity that often arises in signaling systems, we will discuss alternative methods to model detailed signaling networks, such as logic-based and rule-based approaches. Finally, we will discuss the role of previous expert knowledge in the inference process and briefly present Bayesian networks as a strong statistical approach to deal with this.

#### 3.2.1 Input/Output Regression Based Approaches

Two linear regression based approaches will be described here, partial least squares regression (PLSR) and multiple linear regression (MLR). In PLSR, the data are separated into a set of inputs and a set of outputs, which are then reduced to their principal components and a linear solution is identified that relates the inputs to the outputs. PLSR can be used to determine which inputs display the biggest correlation with outputs for example, and it can also be used to predict the outputs from inputs measured in new experiments. MLR is similar to PLSR but the linear solution is computed directly between the measured variables, without dimensional reduction, which makes its results easier to interpret [2]. However, both models suffer from the same limitation: being linear models, they cannot capture coupled effects and nonlinear phenomena such as saturation, switch like effects, etc. [51].

MLR can and has been used to reconstruct network topology from experimental data, for example, in the study by Alexopoulos et al. [3]. In this paper, primary hepatocytes and HepG2 liver cancer cells were exposed to multiple conditions made of combinations of one of 7 growth factors or cytokines, in the presence or absence of 7 small molecule kinase inhibitors. The level or state of modification of 17 intracellular proteins and 50 secreted peptides were measured using a
sandwich immune assay with the xMAP platform. MLR was then performed to relate signals to cytokine secretion, and to relate cues and inhibitors to signals. The regression weights were then used to draw connections between ligands and readouts which allowed the comparison of immediate-early signaling downstream of 7 transmembrane receptors in normal and transformed hepatocytes [3]. Edges selected based on greatest differential regression weights between hepatocytes and HepG2 cells were selected for further experimental investigation. From this analysis, the authors were able to conclude that the magnitude of responses to stimulations (whether reflected in the intracellular signals or in cytokines secretion) were vastly different between the two cell types and that even when both cell types are responding to the same ligand, the extent to which specific downstream pathways are activated is very different.

In the work by Gaudet et al. [20], PLSR was used to extract information from a vast compendium of data acquired from multiple assays such as kinase activity, quantitative immunoblotting, and antibody microarrays. Briefly, HT-29 cells were treated with TNFα, in combination with EGF or insulin, and 19 protein signals were measured over 24 h, along with 4 different measurements of apoptotic response measured by flow cytometry. PLSR is then used to relate signaling data to apoptotic responses. The authors showed that the model derived from the full compendium and a set of metrics derived from the time course data performed extremely well when assessed by leave one out cross validation and independent validation on a new data set. The authors also showed that models built on single protein measurements were poorly predictive, and more surprisingly that models built on measurements of multiple signals from single types of assays were also inferior. Furthermore, models built from the raw measurements only performed poorly on the validation data set, whereas models built only from the derived metrics capturing the time dependent profiles of the signals performed as well as the full model. This points to the fact that time-dependent information is crucial to the predictive power of the model. Finally, they showed that models based on data obtained with cells exposed to multiple combinations of cytokines are less sensitive to experimental noise. In the related study by Janes et al. [29], the contribution of single proteins to the apoptotic response was investigated, and the proteins JNK1, MK2, and ERK were found to provide the most information for prediction of the apoptosis status, based on the average information contained in their derived metrics. The authors also noted that prediction efficiency was maximal with 4–5 signals, and that a model derived from signals measured only in the first 4 h after stimulation (before the onset of apoptosis) were already sufficient to predict the apoptotic signature.

### 3.2.2 Network Inference

Many methods to build models of signaling networks rely to some extent on previous knowledge about the system under investigation (e.g., a fully detailed mechanistic description of the process at hand in mechanistic models, or a simple description of the logic interactions involved in logic-based models). Building such
models involves a literature (or database) search which is not only usually heavy in terms of workload, but it is also error prone because many molecular events are context specific and the context of an interaction is not necessarily reported. This also biases investigations towards well studied systems. Some formalisms however allow the reconstruction of signaling networks entirely from data, without relying on any type of mechanistic knowledge.

The regression based methods presented above require only very limited prior knowledge, i.e., determining which variables are dependent and which ones are assumed to be explanatory. These methods do not rely on any graph (network) structure, but only predict some variables based on their statistical dependency with others. Interestingly, in the context of the DREAM initiative (www.the-dream-project.org) when confronted with the challenge of predicting unseen measurements of proteins and/or cytokines for combinations of stimuli and inhibitors of a signaling pathway (based on measurements of the same players under different combinations of the same stimuli/inhibitors), methods that performed the best used a statistical approach that did not rely explicitly on an underlying signaling network [57]. Duvenaud et al. [16] also reported that functional causal models that predict the effects of actions on the system (as conditional density models) without relying on any graph tend to perform well or better than methods for learning conditional density models based on graphs. There are many other correlation based methods that can be applied to signaling networks, and many of those have been developed for gene regulatory networks (see the following for reviews [4, 44]). One should be aware, however, when interpreting such analyzes that a correlation does not necessarily mean a causal link, and that correlations can encompass both direct and indirect interactions.

In Ciaccio et al. [11], for example, the algorithm ARACNe [42], which was originally developed for microarray expression profiles, is applied to the analysis of a data set on 91 phosphosites on 67 proteins at 6 time points after stimulation with 5 EGF concentrations, obtained using microwestern arrays. The algorithm uses information theoretic approaches to prune indirect interactions inferred by co-expression methods. In Santos et al. [63], an approach called modular response analysis [36] is used to determine the MAPK network architecture in the context of NGF and EGF stimulation. This method is a sensitivity analysis based process relying on measuring network responses to successive small perturbations (here implemented by RNAi), at steady state conditions. Network connections are inferred by computing local response coefficients, which estimate the sensitivity of one module of the network to perturbation of another module, in isolation of the total network [63]. Although in this analysis the system studied is much smaller than those interrogated using high-throughput proteomics, similar approaches could be used to study larger systems.

In the work by Nelander et al. [51], a methodology is proposed to derive network models from time courses of evolution of molecular species upon perturbations. This works builds upon the type of models called multiple inputs multiple outputs (MIMO) models where the time dependent evolution of activities of the system’s components (outputs) are described by differential equations as nonlinear functions
(transfer functions) of themselves and a vector of perturbations (inputs). Within the nonlinear transfer function the dependencies between elements of the system are described as linear combinations of the components. The coefficients of these linear dependencies can be interpreted as strength of interactions between the nodes, assuming that they reflect underlying causal relationships between the components, thereby making it possible to derive a node–edge representation of the inferred system (where an edge is present when this strength of interaction is above a certain level) [51]. This representation (as any purely data-driven) has the disadvantage that the nodes in the model are the perturbed and observed molecular species only, which might not be identifiable as single molecular species, and it ignores any unperturbed and unobserved species that might be involved in the connectivity structure of these nodes [51].

3.2.3 Bayesian Network Inference

Bayesian networks have the natural ability to accommodate previous knowledge to a chosen extent. Depending on the level of information that one wants to put in the prior of the models (see below), one can make the inference process entirely independent of any prior knowledge (flat prior) or bias the inference towards models that are casted “more likely” based on a priori expert knowledge. A Bayesian network consists of a directed acyclic graph with vertices representing the molecular species to be modeled as random variables, edges describing conditional independencies between those variables, and parameters describing the conditional distributions implied by the graph (e.g., when the states are discrete, this typically takes the form of a probability for a target node to take each of its possible states given all possible combinations of states of its parents nodes). The graph structure implies that each variable is conditionally independent of all non-children nodes given its immediate parent nodes [49]. Bayesian network inference aims at making inferences regarding the structure of the graph using Bayes’ theorem, which states that the posterior probability of a graph (probability of a graph given the data) is given up to proportionality (i.e., ignoring a normalizing constant when comparing structures obtained from the same set of data and distributional assumptions) by the product of the marginal likelihood (probability of the data given the graph) and the prior distribution over directed acyclic graphs (i.e., how likely is each individual graph structure) [49]. Using certain distributional assumptions, the posterior probability of graphs can be computed up to proportionality, which is enough to compare graphs in a search procedure, in order to find a graph structure that is optimal under the statistical model at hand.

Given their solid basis in statistics, Bayesian networks are naturally able to handle stochastic aspects of biological processes and noisy measurements [31]. However, this comes at a high cost in terms of data requirements. Such an approach is, however, ideal when the data at hand is cell specific and therefore each measurement includes data about a whole population of cells at the single cell level, as is the case in the study by Sachs et al. [59] where intracellular multicolor
flow cytometry is used. In this paper, Bayesian network inference is used to investigate signaling networks of human primary naive CD4+ T cells, downstream of CD3, CD28, and LFA-1 activation, based on measurements of 11 phosphorylated proteins and phospholipids [59]. Similarly in [11] Bayesian networks are used to model the dependencies between 67 proteins (measured by microwestern arrays at 6 time points) after stimulation with EGF at 5 different concentrations. In this case, in order to have enough samples for each measurement, each time point and concentration of the stimulus is used as an independent sample, yielding 20 samples per measurement. One of the strengths of Bayesian networks in this context is that, using carefully chosen prior distributions on graphs, it is possible to include information on network features such as particular edges, types of edges, degree distribution, and sparsity. In practice this means that not every possible graph is considered equally plausible, and that we can bias the search towards graphs that we consider a priori more likely [49]. This in turn has the advantage of constraining the space of possible graphs to search, which makes the inference process more efficient, while maintaining the Bayesian networks’ natural ability to deal with noise and stochasticity. The expert knowledge involved in specifying those priors can be as detailed as specifying a particular edge to be very likely or as vague as specifying that ligands should generally interact with receptors and not effectors [49].

When interpreting Bayesian networks it is important to be aware that many Bayesian networks can represent the same statements of conditional independence, i.e., the inference process can be unable to distinguish among a series of graph with the same undirected graph but in which some edges might have different directions [44]. However, perturbing the states of measured molecules with molecular interventions can help resolving this problem by providing information on the causal relationships between nodes [59]. Furthermore, a limitation of Bayesian networks is that they are constrained to be acyclic, which means that feedback loops for example cannot be uncovered. However this limitation can be overcome by using dynamic Bayesian networks [59].

### 3.2.4 Reaction-based Models

All of the models described above infer a topology as statistical dependencies between variables, not mechanistic links. If some mechanistic knowledge about the topology of the system is available, then other methods can be applied that incorporate this information. An extreme case compared to network inference is the application of ODE/PDE models where detailed knowledge about the biochemistry (reactions) of the system is written down as a set of differential equations.

Biochemical (also called physicochemical [1]) models describe the temporal evolution of individual biomolecular species as functions of their rates of production and consumption in terms of mass action kinetics, which is an empirical law expressing the rates of reactions as proportional to the concentrations of their reactants [1]. In the simplest case one uses ODEs, and spatial heterogeneity (i.e., changes
in the location of species) is represented by compartmentalization, where each compartment is assumed to be perfectly well mixed (i.e., instantaneous transport inside a compartment, leading to homogeneous concentrations of all species across the whole compartment). Partial differential equations (PDEs) arise when the spatial dimension is explicitly modeled, i.e., spatial gradients are now included in the representation. Building an ODE/PDE model involves three main steps, often applied in an iterative way: model development (write down biological knowledge in terms of rate of change equations), parameter estimation (determining the values of unknown parameters), and model validation (comparing model predictions to independent experimental data) [5].

When designing the models, two critical decisions need to be made: what is the scope of the model and at which level of detail will the system be described [9]. Defining the scope involves determining how much of the system needs to be modeled in order to achieve the goal of the modeling process, and deciding on the level of detail involves choosing a level of representation of the molecular species and complexes (i.e., do we want to represent all modifications and interactions explicitly). The latter point is especially challenging because biological species are often capable of assembling into multi-component complexes, undergoing multiple PTMs, and segregating into various sub-cellular compartments and locally concentrated areas, and we often do not know how to interpret these events in terms of signals. This latter problem is referred to as “combinatorial complexity” and is what quickly makes ODE and PDE models untractable [7, 12, 17, 18]. Another common problem with ODE/PDE models is parameter estimation, which involves determining the range of parameter values over which the model closely reproduces the experimental data [1]. Problems arise in this process when the model reproduces the experimental behavior equally well over a large range of parameter values, therefore making those parameters unidentifiable.

Some common simplifying assumptions are made to overcome the problem of combinatorial complexity, such as ignoring intermediate states of assembly when they are fast, or lumping together biochemical forms that are thought to be equivalent. However, these remain assumptions, and just as any other assumption made in building the model (e.g., well mixed compartments, etc.) it is very important to be aware that the equations obtained are only valid given all of the assumptions made, and so each assumption and the implications thereof should be discussed, in light of explicitly stated design goals [1, 5]. It is also important to note that ODE and PDE models are deterministic continuum approximations of what happens in the system [9]. When limited number of molecules are involved in a process (e.g., small compartments or slow reactions), then stochastic effects may become important and a deterministic approximation might not be able to accurately represent the evolution of the system [1].

Despite these complications, ODE and PDE models can be used to generate valuable insights into biological questions. In Birtwistle and Kholodenko [5], for example, the authors describe how simple and more complex ODE and PDE models can be used to gain insights into the role of endocytosis in signaling. In the paper by Chen et al. [9], for example, a detailed model of ERK and Akt
regulation by two ErbB ligands and four ErbB receptors during the immediate-early phase of ligand stimulated cell signaling is built, parameterized, and analyzed. This model includes 28 proteins, but accounting for protein–protein interactions, PTMs, and compartmentalization generated an additional 471 species, requiring 499 differential equations, 201 unique reaction rates, and 28 non-zero initial conditions. This leads to a complex parameter optimization problem, despite some parameters being measured or extracted from the literature. Other parameters were estimated from the data by minimizing the difference between experimental and simulated data [9].

This model was found to be unidentifiable, with some parameters being quite constrained across similarly performing models (in terms of fit to data), and some parameters spanning the entire range of values allowed in the search. However, the authors were still able to perform a sensitivity analysis of the partially calibrated models (i.e., an investigation of which parameters have the largest influence over a chosen observable, when varied), as well as a dose responsiveness analysis, and to extract useful predictions from those analyzes. For example, they showed that the calibrated $v_{\text{max}}$ for the PP2A compartment targeting pRAF and pMEK was markedly different from the compartment targeting pAkt, which led them to hypothesize that dephosphorylation of Raf, MEK, and Akt occurs at different rates, and that this presumably involves different PP2A-containing complexes. The sensitivity analysis also yielded valuable insights, such as which parameters have the biggest influence on EGF- or HRG-stimulated pERK across multiple partially calibrated models, and the observation that parameter sensitivity critically depends on the observable that is chosen [9]. This shows that, provided that care is taken in interpreting the results of an analysis, and that parameter uncertainty is considered in this process, even partially calibrated models can provide valuable insights.

### 3.2.5 Rule-based Models

A formalism that naturally describes the mechanisms of signaling systems despite their associated combinatorial complexity is the principle of rule-based model. A rule-based description of a system allows a rich variety of knowledge about this system to be expressed in a single formalism (see [25] for a review) [31]. Briefly, the system is described as a set of agents which have labeled sites that can each have an internal state, typically used to denote PTM status. The agents are acted on by rules, which provide descriptions on how they interact, with common interactions consisting of binding/unbinding of agents, modification of the state of a site, and deletion/creation of an agent. The left hand side of a rule specifies a condition that applies on a pattern of agents and their site values, whereas the right hand side specifies actions on agents mentioned on the left. Only the information that is triggering the accomplishment of the rule needs to be specified on the condition side of the statement [14].

Simulation of a rule-based model can be performed by the repeated process of matching the facts (patterns of states of agents) against the condition part of
the rules and carrying out the action part of the rules where the condition part is satisfied [31]. A control strategy is used to determine the order in which the rules are applied, which typically takes the form of a rule-based version of Gillespie’s algorithm [14, 31, 65]. Popular languages to write and simulate such models are Kappa [14], and BioNetGen [17] which is extended in the software NFsim [65]. Differential equations can be also derived from the rules; if all possible species are described the number of states increases exponentially due to the combinatorial explosion, but methods exist to simplify them at least to some degree [7, 12, 18].

3.2.6 Logic-based Models

Whether as reactions or rules, building a biochemical model requires a lot of mechanistic information about the system, and the resulting models are difficult to simulate. This limits their applicability to relatively small and well studied systems. However, data generated by high-throughput methods typically provide wide scope information which leads to the need for formalisms capable of handling big networks for which only limited mechanistic knowledge is available. A suitable formalism to model large networks for which some mechanistic knowledge is available are logic-based models, that include dependencies between components, while ignoring the molecular details [31, 47, 74]. In logic-based models dependencies between nodes are specified in terms of gates, which are associated with truth tables that describe output states for all possible combinations of input states [47]. If two proteins A and B have a positive effect on the activation of a third one C, the corresponding gate can be either an OR (either A OR B activates C) or AND (only A AND B together activate C).

The simplest type of logic model is a Boolean model, in which each state is either on or off (1 or 0). Following the pioneering work by Kauffman [35], Boolean logic models have been used extensively to model genetic regulatory and signaling networks [31, 47, 74]. This formalism allows one to compute the state of activity of each node of a graph given different inputs or initial states. Cause–effect relationships in biological pathways can often be found in the literature, and in databases such as reactome (http://www.reactome.org) or panther (http://www.pantherdb.org). However, these resources rarely include specific gates, nor cell-type specific information. This problem can be overcome by using signaling data to train a Boolean model from a generic prior knowledge network derived from the literature or databases [61]. By pruning the network, one obtains models with a much higher predictive power, that are specific to the data (and thus cell-type) they have been trained to. Thus, by leveraging prior knowledge and dedicated signaling data, one can model relatively large networks with relatively sparse data, and because one includes intermediates (not just perturbed or observed variables), the mechanistic insight is higher than in purely data driven models. Thanks to their simplicity, these models can easily accommodate ~100 nodes and be trained to phospho-proteomics sets of ~1000 data points [61].
A main limitation of the boolean logic approach is that all species are considered either on or off, and the model is therefore not able to account for intermediate levels of activation. Fortunately, several logic-based extensions provide a means to do so, such as multi-state discrete models and fuzzy logic [47]. In multi-state discrete models, additional levels between 0 and 1 are specified, whereas in fuzzy logic a set of user-defined functions are used to transform discrete logic conditions into relationships between continuous inputs and outputs. An extension of the approach from [61] was recently proposed that allows the training to data of a fuzzy logic model obtained from previous knowledge [48]. The approach is termed “constrained fuzzy-logic” because the set of relationships between model species is limited, thereby making it possible to train both the topology of the network and the particular quantitative relationship involve at each gate, and allows to model features not captured by Boolean logic [48]. However, this ability comes together with an increase in complexity that renders the approach more difficult to apply to large networks (above a few dozen species) [48].

Both of the approaches described above compute a steady state of the logic model. However, logic-based models can integrate the notion of time, with various degrees of detail. To compute a trajectory of the system, the status of nodes are updated (as functions of the state of their input nodes) at each (time) step according to two main updating schemes: synchronous, where all nodes are updated simultaneously with a new state depending on the state of each node’s inputs at the previous time step, and asynchronous, where nodes are updated in random order with a new state depending on the state of some input nodes at the previous and some at the current time step [47]. Mixed asynchronous schemes allow some nodes to be updated before others, making it possible to model separate time scales. Logic models can also be converted into ODEs, making both species and time continuous, albeit at the cost of increased complexity [47].

Finally, logic-models can be extended to incorporate probabilistic interactions, thereby incorporating uncertainty in biological knowledge and/or stochasticity of the system [47]. Logic-based models can also be implemented in a Bayesian framework (see [19] and [39] for more information).

4 Summary

Modeling is an invaluable tool to make sense of large and/or complex systems from a functional perspective. Signal processing involves regulations on the proteome at three highly regulated and coordinated levels: regulated post translational modifications (PTMs), protein–protein interactions, and changes in expression levels. The PTM level is what we focus on here because it is the most immediate one and often triggers changes at the other levels, and in particular we concentrate on phosphorylation as a major regulator of protein function and activity. Many proteins are modified at many sites in a highly dynamic and context dependent manner, and combinations of modifications can have various functional consequences that we
are only beginning to unravel. Therefore, interpreting PTM data from a signaling perspective is still a significant challenge, and investigations in this area are likely to benefit from modeling approaches.

A modeling process requires a data set and an appropriate modeling framework. Tables 2.1 and 2.2 summarize the main features of particular applications of modeling pipelines that have been mentioned throughout this chapter. Antibody based approaches allow the quantitative measurement of protein or protein modification levels using technologies such as protein arrays, reverse phase arrays, xMAP, intracellular multicolor flow cytometry, and microwestern arrays. All of these platforms have different limitations in terms of samples and targets multiplexing, signal to noise ratios, and dynamic range. However, they are all based on the recognition of a target by a specific antibody and therefore all suffer from the same limitation: the availability and quality of antibodies. The ability of these methods to be applied to many samples in parallel is a significant asset because it allows for multiple perturbation experiments that inform the network inference process. Compared to MS approaches, antibody based technologies offer limited protein coverage but are more easily scalable to large number of samples [2, 62], and in general require a smaller amount of sample [11].

In contrast, the classical mass spectrometry workflow (shotgun MS) is a non-biased approach (i.e., it is not aimed at particular proteins) that allows the detection of many more proteins in a single experiment. The unit that is identified in LC–MS/MS workflows is a peptide, and peptide mapping to proteins is a non-trivial problem, especially in higher eukaryote organisms where a high level of sequence redundancy can be expected, thus the importance of rigorous statistical approaches for assessing protein identification. Shotgun MS is inherently biased towards peptides that are highly abundant and easy to detect, and selection of peptides for MS/MS is a random process that undermines the reproducibility of shotgun LC–MS/MS approaches. Shotgun MS is somewhat limited with regards to the number of samples that can be processed. Targeted MS is likely overcome some of these limitations, since this technology has the ability to be highly quantitative and reproducible, with an unprecedented dynamic range and the ability to investigate many conditions. However, this method requires a long time for workflow optimization, which means that a significant workload investment has to be done before being able to collect data. With the advances in instrumentation and the emergence of targeted proteomics workflows, MS now has the potential to represent a viable and a more powerful, fully quantitative alternative to antibody based methods. Therefore we expect MS to play a crucial role in the field of modeling of signal transduction networks in the future, provided that modeling frameworks are adapted to the particular features of such data sets.

Whatever the method used, it is important to systematically document and report the pipeline that is used from the data collection to modeling (e.g., normalization in the case of antibody based methods, peptide identification, protein inference, and quantification in the case of MS). Ideally, both the raw and processed data should be available alongside detailed methods for any reinvestigation or even reinterpretation of results. This is particularly challenging in the case of MS since
Table 2.1 Overview of applications mentioned in this chapter using mass spectrometry

<table>
<thead>
<tr>
<th>Paper</th>
<th>Goal</th>
<th>Technology</th>
<th>Model</th>
<th>Conditions</th>
<th>Readouts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bodenmiller et al. [6]</td>
<td>Determine influence on yeast ppome of systematic deletion of kinases and ppase</td>
<td>TiO$_2$ ppide enrichment, LC–MS/MS</td>
<td>DE, correlation impact on ppome/orthogonal phenotype</td>
<td>124 deletion/analog-sensitive strains + wild type = 125</td>
<td>8814 peptides, 1026 proteins</td>
</tr>
<tr>
<td>Olsen et al. [54]</td>
<td>Phosphorylation events downstream of EGF stimulation</td>
<td>SILAC, TiO$_2$ ppide enrichment, LC–MS/MS</td>
<td>D.E., clustering</td>
<td>5 tp (stimulation time), 2 subcellular fractions</td>
<td>6,600 sites, 2,244 proteins</td>
</tr>
<tr>
<td>Huang et al. [27]</td>
<td>Differences in signaling downstream of EGFR mutant</td>
<td>Stable isotope labeling, TyrP-IP, IMAC, LC–MS/MS</td>
<td>Mapping on pathway, clustering</td>
<td>4 cell lines</td>
<td>99 sites, 69 proteins</td>
</tr>
<tr>
<td>Krueger et al. [37]</td>
<td>Define tyrosine-ppome of insulin signaling pathway</td>
<td>SILAC, TyrP-IP, LC–MS/MS</td>
<td>DE, mapping to pathway</td>
<td>5 tp (stimulation time)</td>
<td>33 proteins</td>
</tr>
<tr>
<td>Matsuoka et al. [45]</td>
<td>DDR mediated by ATM and ATR</td>
<td>SILAC, phosphoSQ and phosphoTQ-IP, LC–MS/MS</td>
<td>DE, functional annotation, enrichment</td>
<td>2</td>
<td>905 sites, 700 proteins</td>
</tr>
</tbody>
</table>

(continued)
### Table 2.1 (continued)

<table>
<thead>
<tr>
<th>Paper</th>
<th>Goal</th>
<th>Technology</th>
<th>Model</th>
<th>Conditions</th>
<th>Readouts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wu et al. [76]</td>
<td>Signaling downstream of NMP-ALK</td>
<td>IMAC, TyrP-IP + IMAC, LC–MS/MS</td>
<td>DE, pathway enrichment</td>
<td>2</td>
<td>4798 sites, 1548 proteins in the control; 5340 sites, 1758 proteins in the NMP-ALK cell line (506 unique to this cell line)</td>
</tr>
<tr>
<td>Jorgensen et al. [33]</td>
<td>Bidirectional signaling in EphB2 ephrin-B1 expressing cells</td>
<td>SILAC, TyrP-IP, LC–MS/MS</td>
<td>DE, kinase/ppase/phosphobinding proteins prediction, map to obtained network</td>
<td>3 cell lines</td>
<td>442 sites, 304 proteins</td>
</tr>
</tbody>
</table>

DE = differential expression (or regulation, in the case of PTMs),
TyrP-IP = phosphotyrosine immunoprecipitation, tp = time points,
p = phosphoprotein, pome = phosphoproteome,
ppase = phosphatase, ppide = phosphopeptide
<table>
<thead>
<tr>
<th>Paper</th>
<th>Goal</th>
<th>Technology</th>
<th>Model</th>
<th>Conditions</th>
<th>Readouts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alexopoulos et al. [3]</td>
<td>Difference in network topology between primary hepatocytes and hepatocellular carcinoma cell lines</td>
<td>xMAP</td>
<td>MLR</td>
<td>64 comb. of 7 growth factors/ck and 7 small molecule kinase inhibitors</td>
<td>50 ck, 17 pp</td>
</tr>
<tr>
<td>Gaudet et al. [20]; Janes et al. [29]</td>
<td>Link apoptotic response to signaling data, investigate aspects of data requirements</td>
<td>Kinase activity assays, quantitative immunoblotting, antibody microarrays, flow cytometry</td>
<td>PLSR</td>
<td>10 comb. of 3 stimuli, 13 tp</td>
<td>19 signaling proteins + 4 apoptotic markers</td>
</tr>
<tr>
<td>Ciaccio et al. [11]</td>
<td>Signaling downstream of EGF stimulation</td>
<td>microwestern arrays</td>
<td>ARACNe (correlation + information theory) and Bayesian network inference</td>
<td>5 EGF concentrations, 6 tp</td>
<td>91 phosphosites, 67 proteins</td>
</tr>
<tr>
<td>Santos et al. [63]</td>
<td>Architecture of MAPK network in response to NGF or EGF stimulation</td>
<td>Quantitative western blots</td>
<td>Modular-response analysis (sensitivity analysis to small perturbations)</td>
<td>3 siRNAs, 2 stimuli, 2 tp</td>
<td>3 proteins</td>
</tr>
<tr>
<td>Nelander et al. [51]</td>
<td>Test method on EGFR/MAPK and PI3K/AKT pathways in a breast cancer cell line</td>
<td>Western blots</td>
<td>MIMO</td>
<td>21 comb. of EGF + 6 inhibitors</td>
<td>3 proteins</td>
</tr>
<tr>
<td>Sachs et al. [59]</td>
<td>Test method on intracellular signaling networks of human primary naive CD4 + T cells, downstream of CD3, CD28, and LFA-1 activation</td>
<td>Multicolor flow cytometry (single cell)</td>
<td>Bayesian network inference</td>
<td>9 stimulators/inhibitors</td>
<td>11 pp and phospholipids</td>
</tr>
</tbody>
</table>

(continued)
<table>
<thead>
<tr>
<th>Paper</th>
<th>Goal</th>
<th>Technology</th>
<th>Model</th>
<th>Conditions</th>
<th>Readouts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chen et al. [9]</td>
<td>Quantify signal flow through ErbB-activated pathways</td>
<td>Multiple kinetic parameters from literature, quantitative immunoblotting,</td>
<td>ODEs</td>
<td>10 tp, 2 ligands, 3 cell lines</td>
<td>3 proteins</td>
</tr>
<tr>
<td>Saez-Rodriguez et al. [61]; Morris et al. [48]</td>
<td>Test method, understand cooperative/antagonistic interactions among ligands in hepatocellular carcinoma cells</td>
<td>xMAP</td>
<td>Boolean logic [61]; constrained fuzzy logic [48]</td>
<td>64 comb. of 7 ck and 7 small molecule kinase inhibitors</td>
<td>16 proteins</td>
</tr>
</tbody>
</table>

tp = time points, ck = cytokine, pp = phosphoprotein, comb. = combinations
reporting raw data involves finding an appropriate way to store thousands of spectra (and accompanying LC retention times, and metadata) for each experiment [53]. The workflow from experiments to models can encompass multiple steps and a number of tools are available to develop data processing pipelines while maintaining the consistency of the workflow and keeping data provenance [60, 62], allowing connection with multiple modeling methods. Equally important is the development of and compliancy to standards for capturing, representing, annotating, and reporting the data and models. This should facilitate effective quality assessment, promote transparency, and enhance accessibility [69].

“Descriptive” modeling approaches mainly rely on methods from statistics and machine learning, and include for example differential expression analysis usually followed by clustering or mapping onto known networks. “Predictive” models are capable of providing estimates of the behavior of a system under a set of conditions that were not used to build the model. A very simple way to do so is using regression approaches such as PLSR, which links linearly correlated variables but do not provide mechanistic information, and can only capture linear phenomena. More detailed models can be built that include mechanistic and/or causal relationships between elements of the system that can be represented by a graph (“wiring diagram”), such as differential equations, logic-based, rule-based, or Bayesian network models. Models built upon proteomics shotgun MS data sets that have been reported so far generally belong to the descriptive category. In addition to context specific knowledge, large scale phospho-proteomics analysis by MS have generated valuable insights into the dynamics and characteristics of phosphorylation networks in signaling, which are opening new avenues for investigation.

Affinity based approaches on the other hand have produced data that have allowed extensive modeling of various (mainly well studied) systems. Although biochemical descriptions based on differential equations can provide a detailed and accurate description of signal transduction, they suffer from limitations when handling large systems, in particular due to the combinatorial complexity arising from signaling systems. Coarse graining of the system and simplifying assumptions provide ways around this but ODE/PDE models are still limited to systems of a couple of dozens of nodes. Rule-based models handle the combinatorial complexity by defining sets of rules that apply on biomolecular patterns without having to account for the full context of those patterns. This has the advantage of representing mechanistic knowledge (and assumptions) in an intuitive and explicit way, and allowing heterogeneous types of information to be incorporated into the model. However, rule-based models can only be applied to well studied systems because they rely entirely on an accumulated knowledge.

Methods that represent the system with lower level of details can provide alternatives to model bigger, not-so-well-known systems. Logic-based approaches for example represent only logical relationships between nodes in a network, and are therefore conceptually simple, computationally cheap, and causally correct [74]. Boolean logic models are limited to on/off representations of systems, but extensions such as fuzzy logic overcome this problem, albeit at the cost of increased complexity and therefore limitations in the size of the system that can be
interrogated. Finally, Bayesian networks provide a strongly statistically grounded alternative to infer signaling networks when little information about the system is available (although various levels of previous knowledge can be incorporated in the inference process). Bayesian networks can handle noise and stochasticity in the data in a natural way, but require rich data sets, which has limited their application so far to relatively small systems.

Whatever the biological question, it is very important to ask oneself the following questions before building a model: what is the scope and level of detail that I can and should model in order to (1) account for the limitations of my dataset and (2) reach the goal of my analysis. An adequate solution relies on choosing a formalism with the right level of detail to answer our question, and which yields the most interpretable results for the problem under investigation [47]. When interpreting the results of a model, it is also very important to be aware that a model is only as true as its assumptions, and that every methodology has limitations inherent to the way that they build, represent, and simulate the system.
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