Chapter 2
ATLAS Version 3.9: Overview and Status*

R. Clint Whaley

Abstract This paper describes the widely used ATLAS (Automatically Tuned Linear Algebra Software) project as it stands today. ATLAS is an instantiation of a paradigm in high performance library production and maintenance, which we term AEOS (Automated Empirical Optimization of Software); this style of library management has been created to allow software to keep pace with the incredible rate of hardware advancement inherent in Moore’s Law. ATLAS is the application of this AEOS paradigm to dense linear algebra software. ATLAS produces a full BLAS (Basic Linear Algebra Subprograms) library as well as provides some optimized routines for LAPACK (Linear Algebra PACKage). This paper overviews the basics of what ATLAS is and how it works, highlights some of the recent improvements available as of version 3.9.23, in addition to discussing some of the current challenges and future work.

2.1 Introduction

High performance computing is differentiated from general computing by its voracious appetite for computing resources. Despite hardware performance that has been steadily improving according to Moore’s Law, this is as true today as it was a decade ago. Scientific modeling provides an illustration of this phenomenon. In many of these applications, computational power is the main constraint preventing the scientist from modeling more complex problems, which would then more closely match reality. As more computational power becomes available, the scientist typically increases the complexity/accuracy of the model until the limits of the computational power are reached. Therefore, since many applications have no practical limit of
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“enough” accuracy, it is important that each generation of increasingly powerful computers have well-optimized computational kernels, which in turn allow for efficient execution of the higher-level applications that use them.

The traditional path to achieving high performance in HPC involves compilation research combined with library production. General purpose compilers do not, in practice, achieve the very high percentages of peak on the complex kernels demanded by HPC applications. Therefore, since a user cannot write an arbitrary code and expect it to run at the extreme efficiencies demanded by HPC applications, the community has responded by emphasizing library production. In particular, APIs for reusable performance kernels are standardized, allowing these kernels to be hand-tuned by teams of experts for a given platform. Once these standard kernels are available for the platform of interest, higher-level applications that leverage them can run at high efficiencies without extensive additional tuning.

Hand-tuning performance-critical kernels for each architecture of interest suffers from two main drawbacks: First, creating software that realizes near peak rates of execution requires detailed knowledge of a complex set of interrelated factors, including the operation being optimized, the target architecture(s), and all the intervening software layers. Even when the implementer possesses such broad understanding, the interactions between various hardware/software layers guarantee that significant empirical tuning of the initial kernel will be required. Therefore, optimizing even the simplest of real-world operations for high performance usually requires a sustained effort from the most technically advanced programmers, which are in critically short supply. Second, even when the requisite programming talent is available, hand-tuning such codes is a time-consuming task, so that far too often, when the optimized libraries are finally ready to come online, the generation of hardware for which they are optimized is well on its way toward obsolescence. This difficulty of keeping software highly optimized in the face of hardware change is a persistent problem for both hand-tuning and compilers.

These problems, taken together, led to the implementation of empirically tuned library generators, such as PHiPAC [4], FFTW [15, 16, 29], as well as the topic of this paper, ATLAS [38–43]. The central idea behind these packages is that since it is difficult to predict a priori whether or by how much a given technique will improve performance, one should try a battery of known techniques on each performance-critical kernel, obtain accurate timings to assess the effect of each transformation of interest, and retain only those that result in measurable improvements for this exact system and kernel. Thus, the need to understand the architecture in detail is removed: we are probing the system as it stands, just as the empirical technique of the scientific method probes the natural world, and just as the scientific method discards disprovable theories, we do not retain transformations that do not result in sufficient speedup.

Many groups [3, 10, 24, 26–28, 30, 31, 33, 34, 45–47] have begun to utilize automated and empirical approaches to optimization, resulting in a plethora of differing terminologies, including “self-tuning libraries”, “adaptive software”, “empirical compilation”, “iterative compilation”, etc. While these approaches differ strongly
in details, to fall into the classification related to our research they must have some commonalities:

1. The search must be automated in some way, so that an expert hand-tuner is not required.
2. The decision of whether a transformation is useful or not must be empirical, in that an actual timing measurement on the specific architecture in question is performed, as opposed to the traditional application of transformations using static heuristics or profile counts.
3. These methods must have some way to vary/adapt the software being tuned.

With these broad outlines in mind, we lump all such empirical tunings under the acronym AEOS, or Automated Empirical Optimization of Software, and Sect. 2.1.1 outlines the requirements of such systems, while Sect. 2.1.2 discusses the studied methods of software adaptation.

2.1.1 Basic AEOS Requirements

The basic requirements for supporting high performance kernel optimization using AEOS methodologies are:

- **Isolation of performance-critical routines:** Just as with traditional libraries, the performance-critical sections of code must be isolated (usually into subroutines, which dictates the need for a standardized API).

- **A method of adapting software to differing environments:** Since AEOS depends on iteratively trying differing ways of performing the performance-critical operation, the author must be able to provide implementations that instantiate a wide range of optimizations. This may be done very simply, for instance by having parameters in a fixed code which, when varied, correspond to differing cache sizes, etc., or it may be done much more generally, for instance by supplying a highly parameterized source generator which can produce an almost infinite number of implementations. No matter how general the adaptation strategy, there will be limitations or built-in assumptions about the required architecture which should be identified to estimate the probable boundaries on the code’s flexibility. Section 2.1.2 discusses software adaptation methods in further detail.

- **Robust, context-sensitive timers:** Since timings are used to select the best code, it becomes very important that these timings be accurate. Since few users can guarantee single-user access, the timers must be robust enough to produce reliable timings even on heavily loaded machines. Furthermore, the timers need to replicate as closely as possible the way in which the given operation will be used. For instance, if the routine will normally be called with cold caches, cache flushing will be required. If the routine will typically be called with a given level of cache preloaded, while others are not, that too should be taken into account. If there is no known machine state, timers allowing for many different states, which the user can vary, should be created. See [37] for a discussion on how to build robust and context-sensitive timers.
• **Appropriate search heuristic:** The final requirement is a search heuristic that automates the search for the most optimal available implementation. For a simple method of code adaptation, such as supplying a fixed number of hand-tuned implementations, a simple linear search will suffice. However, when using sophisticated source generators with literally hundreds of thousands of ways of doing an operation, a similarly sophisticated search heuristic must be employed to prune the search tree as rapidly as possible, so that the optimal cases are both found and found quickly (obviously, few users will tolerate heavily parameterized search times with exponential growth). If the search takes longer than a handful of minutes, it needs to be robust enough to not require a complete restart if hardware or software failure interrupts the original search.

### 2.1.2 Methods of Software Adaptation

We employ three different methods of software adaptation. The first is widely used in programming in general, and it involves parameterizing characteristics which vary from machine to machine. In linear algebra, the most important of such parameters is probably the blocking factor used in blocked algorithms, which, when varied, varies the data cache utilization. In general, parameterizing as many levels of data cache as the algorithm can support can provide remarkable speedups. With an AEOS approach, such parameters can be compile-time variables, and thus not cause a runtime slowdown. We call this method **parameterized adaptation**.

Not all important architectural variables can be handled by parameterized adaptation (simple examples include instruction cache utilization, choice of combined or separate multiply and add instructions, length of floating point and fetch pipelines, etc), since varying them actually requires changing the underlying source code. This then brings in the need for the second method of software adaptation, **source code adaptation**, which involves actually generating differing implementations of the same operation.

There are at least two different ways to do source code adaptation. Perhaps the simplest approach is for the designer to supply various hand-tuned implementations, and then the search heuristic may be as simple as trying each implementation in turn until the best is found. At first glance, one might suspect that supplying these multiple implementations would make even this approach to source code adaptation much more difficult than the traditional hand-tuning of libraries. However, traditional hand-tuning is not the mere application of known techniques it may appear when examined casually. Knowing the size and properties of your level 1 cache is not sufficient to choose the best blocking factor, for instance, as this depends on a host of interlocking factors which usually defy a priori understanding in the real world. Therefore, it is common in hand-tuned optimizations to utilize the known characteristics of the machine to narrow the search, but then the programmer writes various implementations and chooses the best.
For the simplest AEOS implementation, this process remains the same, but the programmer adds a search and timing layer to accomplish what would otherwise be done by hand. In the simplest cases, the time to write this layer may not be much if any more than the time the implementer would have spent doing the same process in a less formal way by hand, while at the same time capturing at least some of the flexibility inherent in AEOS-centric design (e.g., a kernel written for the PIII may turn out to also be efficient on an Opteron, or a generic implementation may yield good performance for some simple kernels on a system with an excellent compiler, etc). We will refer to this source code adaptation technique as *multiple implementation*. Due to its obvious simplicity, this method is highly parallelizable, in the sense that multiple authors can meaningfully contribute without having to understand the entire package. In particular, various specialists on given architectures can provide hand-tuned routines without needing to understand other architectures, the higher level codes (e.g. timers, search heuristics, higher-level routines which utilize these basic kernels, etc). This makes multiple implementation a very good approach if the user base is large and skilled enough to support an open source initiative along the lines of, for example, Linux.

The second method of source code adaptation is *source generation*. In source generation, a source generator (i.e., a program that writes other programs) is produced. This source generator takes as parameters the various source code adaptations to be made. As before, simple examples include instruction cache size, choice of combined or separate multiply and add instructions, length of floating point and fetch pipelines, and so on. Depending on the parameters, the source generator produces a routine with the requisite characteristics. The great strength of source generators is their ultimate flexibility, which can allow for far greater tunings than could be produced by all but the best hand-coders. However, generator complexity tends to go up along with flexibility, so that these programs rapidly become almost insurmountable barriers to outside contribution.

ATLAS therefore combines these two methods of source adaptation, where a kernel generator emits transformed ANSI C code for maximal architectural portability, and multiple implementation is utilized to encourage outside contribution and to allow for extreme architectural specialization via hand-tuned (often in assembly) implementations. In addition to the general matrix multiply generator, ATLAS has some specialty kernel generators that work on only some platforms. The main such specialty generator was written by Chad Zalkin, and generates vectorized SSE implementations of the matrix multiply kernel using the gcc/Intel compiler intrinsics.

### 2.2 ATLAS Overview

ATLAS presently provides a complete BLAS implementation, and a handful of important routines from LAPACK. ATLAS currently does not tune the banded and packed BLAS: packed and banded are unoptimized reference implementations only (note that ATLAS does have some highly efficient prototype packed Level 3
routines, as discussed in [42], but since the BLAS standard does not provide Level 3 packed BLAS, we ignore them here). In the rest of this section, we briefly describe the nature of ATLAS’s present support for each level of routine, starting from the highest to the lowest. Therefore, Sect. 2.2.1 describes ATLAS’s LAPACK support and Sects. 2.2.2, 2.2.3, and 2.2.4 describe ATLAS’s dense Level 3, 2 and 1 BLAS support, respectively.

### 2.2.1 Explicit LAPACK Support In ATLAS

LAPACK [2] (Linear Algebra PACKage) is an extremely comprehensive Fortran 77 package for solving the most commonly occurring problems in numerical linear algebra. The size and complexity of LAPACK make it highly unlikely that ATLAS will ever provide a complete implementation. Therefore, ATLAS natively provides only a relative handful of LAPACK’s full suite of routines. However, ATLAS is constructed so that it can automatically add its optimized routines to the standard LAPACK library from netlib, so that a complete library is easily achieved. ATLAS presently provides 10 basic routines from LAPACK, each of which is available in all four data types (double and single precision real and complex), for a total of 40 routines. These are all routines using or providing for the LU or Cholesky factorizations, including matrix inversion using these methods. The routines provided are: GESV, GETRF, GETRS, GETRI, TRTRI, POSV, POTRF, POTRS, POTRI, and LAUUAM. Standard LAPACK defines only a Fortran interface, but for these routines, ATLAS also provides its own C interface, modeled after the official C interface to the BLAS [5, 6], which includes support for row-major storage in addition to the standard column-major implementations.

Because LAPACK is so large, we add support for a routine only when we believe we can provide substantially better performance than the LAPACK implementation, and that the routine is widely used enough to justify the substantial development and maintenance cost of inclusion in ATLAS. All the above routines center around the LU and Cholesky factorizations, where ATLAS’s implementations have the key algorithmic advantage of using recursion, rather than statically blocking as LAPACK does. Prior work [1, 14, 17, 18, 32] had shown the considerable advantage recursion provides for these routines, and so we added their support. Essentially, recursion provides two key benefits: (1) L3BLAS calls are substituted for L2BLAS calls, resulting in performance improvements for most cases where \( N > 4 \), and (2) Due to the dynamic blocking applied by recursion, the L3BLAS are called with much larger dimensions than when statically blocked, allowing asymptotic performance to be reached for large problems.

There are three basic factorizations in LAPACK (sometimes called the ‘three amigos’ due to their ubiquity), and they are some of the most heavily used routines in dense linear algebra, so it obviously makes sense to provide optimized versions. ATLAS has just started adding support for the recursive QR factorization in recent releases, and will have full support before 3.9.10. Presently, we provide interfaces
only for the factorization routines (GELQF, GEQLF, GEQRF, GERQF), and their service routines (LARFB, LARFT, LAMC3). The recursive QR routines are more complex than LU or Cholesky. In particular, QR does extra FLOPS when blocking, so that recursion can be employed only within a relative small column panel (thus recursive QR does not get advantage (2) discussed in the previous paragraph). This means that recursive QR is actually a hybrid algorithm [14], which does static blocking over the full matrix, with recursion used in the panel factorization. Therefore, unlike LU and Cholesky, QR needs an empirically tuned static blocking factor in addition to recursion.

LAPACK has a routine called ILAENV which is called by most routines to tune LAPACK’s static blocking parameters on an individual basis. ATLAS auto-tunes ILAENV’s blocking factor for QR as described in [36]; ATLAS is ILAENV parameters for other routines have values that have been somewhat adapted for ATLAS usage, but only in a static and crude way. Ultimately, this routine should be optimized empirically for all important LAPACK operations at install time, but additional research is needed to determine whether this can be done without a huge increase in install time.

Both LU and QR recur or block such that factorizations are performed on column panels (submatrices where the number of columns is quite small, while the number of rows is large). As the degree of concurrency is increased, these operations tend to scale poorly, and can become a serious bottleneck. We have begun investigating methods to relieve this serial bottleneck with a technique known as parallel cache assignment[8]. It is likely that these parallel routines (which can yield superlinear speedup for the panel factorization) will be available in the next stable release.

2.2.2 Dense Level 3 BLAS Support in ATLAS

The Level 3 BLAS [11] perform matrix–matrix operations, and consist of six routines for each real precision, and nine routines for each complex precision, for a total of 30 Level 3 BLAS. The L3BLAS have $O(N^3)$ operations, but need only $O(N^2)$ data. Because these routines can be easily reordered and blocked for cache reuse, highly tuned L3BLAS can be made to run fairly close to theoretical FPU peak on most architectures, and thus the Level 3 are the most optimizable of the BLAS routines. Therefore, LAPACK is designed so that the execution time of most routines is dominated by the L3BLAS, and so ATLAS concentrates most of its empirical tuning for this BLAS level.

It has long been known that the entire L3BLAS can be efficiently supported using only a very efficient matrix multiply (GEMM: GEneral Matrix Multiply) routine. Such BLAS are known as GEMM-based BLAS [9, 18, 19, 21–23] and ATLAS uses a recursive formulation of the GEMM-based developed by Antoine Petitet [42]. In fact, ATLAS speeds up the entire L3BLAS (including packed) using only a single simplified gemm kernel, which we call gemmK. This simplified kernel is blocked to constant dimensions (usually for the Level 1 Cache), and then heavily optimized for
both the FPU and the memory hierarchy using parameterization combined with both multiple implementation and code generation. ATLAS is heavily polyalgorithmic, choosing the approach based on both matrix shape and empirically discovered architectural features. More details about some of these choices are provided in [43], while [42] discusses some of the issues in leveraging \textit{gemmK} for supporting the entire L3BLAS.

For simplicity, we will discuss only the most common case here, where \textit{gemmK} is used to build a full real GEMM for square matrices of nontrivial size. In this case, ATLAS’s \textit{gemmK} kernel is a simplified matmul where it is known that A is in transpose format, B is in no-transpose format, and the matrix dimensions are all fixed to an empirically determined cache blocking factor, $N_b$ (ATLAS uses a specialized data copy to leverage this kernel for all the L3BLAS operations). In this case, ATLAS first empirically searches the optimization space supported by the \textit{gemmK} code generator to find the best generated kernel possible. The code generator takes a host of tuning parameters, controlling various factors such as $N_b$, type of FPU instruction (\textit{FMAC} or separate multiply and add), FPU pipeline depth, loop unrolling on all three loops (the outer loops are unrolled and jammed into the innermost loop), register blocking, etc. The code generator is written in, and generates, strict ANSI-C for maximal portability. This search should yield reasonable results on any cache-based architecture with a decent C compiler. Originally, ATLAS achieved results as good as, and often better than, the vendor BLAS using this search alone. However, architectures have become more and more complex, and compilers (even assisted by ATLAS’s empirical search) have not been able to keep pace. In particular, compilers have historically done a poor job of autovectorizing complex kernels for SIMD vector instructions, such as SSE. Since Intel, in particular, has almost abandoned scalar FPU performance in pursuit of vector performance, the code generator+compiler combination now often lags considerably the performance that can be obtained via careful hand-tuning.

Therefore, ATLAS now has several additional tuning steps for \textit{gemmK}. In the first, we optimize \textit{gemmK} using multiple implementation. This multiple implementation search then invokes any number of external searches (which can be written by the ATLAS authors or others using the provided standardized tuning framework). We provide one such external search, which exercises an SSE code generator written by Chad Zalkin.

The \textit{gemmK} that is used by ATLAS will actually be the best performing kernel found by all these searches. In the multiple implementation search, a set of index files describe many different \textit{gemmK} implementations (usually hand-tuned for a prior architecture of some sort), which could possibly be used for the architecture being tuned for. These kernels are fixed implementations, but can take some parameterization tuning, which is controlled primarily by the index file settings (see [35] for further details). These routines can be written in almost any language (some languages depend on support libraries not available to a C-compiled library, and thus are unsuitable), including assembly. Many of the most efficient routines are written in highly-tuned assembly (Sect. 2.2.2.1 highlights why assembly use is particularly useful in ATLAS).
The ATLAS Level 3 BLAS have long been threaded, but recent work [7] showed that commodity OSes do an incredibly poor job of thread scheduling, which leads to inefficient parallel operations. Therefore, the ATLAS threaded infrastructure has been completely rewritten to use the techniques discussed in [7], which can more than double the speed of many threaded operations.

2.2.2.1 Using Assembly in ATLAS

It is common knowledge that assembly language is useful to achieve high performance, but another reason ATLAS uses it is to achieve persistent performance in the face of compiler change. Once ATLAS has tuned itself to a given architecture, we save the results of good searches, so that install time is less onerous. However, this is prone to problems, since even trivial changes in a compiler’s optimization phases may cause a formerly efficient routine to experience a catastrophic performance loss. Even worse, our experience has been that compilers tend not to stress real-world floating point performance, and so system-wide performance regressions are common for our types of kernels (i.e. usually \texttt{gemmK} just needs to be re-tuned for a new compiler version, but even this is not a solution when the compiler as a whole gets slower for a particular machine, which happens fairly regularly). Therefore, even when the code generator achieves near-peak performance, we will often use the generated routine as a model to write an assembly routine, which we know will maintain its performance in the face of compiler change.

The other reasons to use assembly all relate to achieving higher performance. After writing ATLAS, we were surprised to find that on almost every platform where ATLAS failed to achieve adequate efficiency, it was not a weakness in our algorithm, or selection of blocking sizes, etc., but due to problems with the compiler not being able to generate efficient backend code. In particular, SIMD vectorization is the Achilles’ heel of most compilation frameworks when used on real numerical kernels (as opposed to static benchmark codes). Less obviously, there are a host of instruction-related optimizations that are increasingly critical on modern machines. Simple ones include CISC optimizations such as code alignment, code compaction, etc. As modern machines take on complex frontends (e.g. \texttt{x86} frontends take in CISC instructions and translate them to RISC-like macro-ops, and some PowerPC frontends take in RISC instructions and translate them to VLIW-like groups, etc), we have found it to be increasingly important to tune the exact instruction groupings and size to the architecture’s frontend. For instance, on the original Athlon, the frontend needed to be fed precisely sized (using nops) bundles of instructions to drive the backend at its maximal rate. The best performance for any C-compiled frontend was something like 70% of peak, but when written in assembly with these frontend optimizations, over 92% of theoretical peak could be achieved.

Similarly, on the PowerPC970FX, the best kernel (C or assembly) peaked around 69%, until we discovered that the frontend worked best when like instructions were issued in groups of four (e.g. 4 loads, followed by 4 FMACS, etc), which boosted performance to 86% of peak. Finally, even on the Opteron, where the frontend does
not seem to be a bottleneck, CISC code compaction gave us a roughly 5% speedup in LU performance (even though GEMM ran at the same speed) due to decreased instruction cache thrashing. None of these optimizations are done effectively by compilers (though most compilers have some crude code alignment optimizations, they have not yet proven widely effective), and so we see that with modern machines assembly is often required to maximize performance.

2.2.3 Dense Level 2 BLAS Support in ATLAS

The Level 2 BLAS [12, 13] perform matrix-vector operations, such as matrix-vector multiply, rank-1 update and triangular forward/backward solve. Most of these matrix-vector operations can be performed on general rectangular matrices, symmetric matrices, or triangular matrices. In all, there are 16 routines for each real precision, and 17 for each complex precision, for a total of 66 L2BLAS routines. ATLAS presently tunes these kernels using only parameterization (for cache blocking) and multiple implementation, but L2BLAS support is an area of ongoing investigation.

We recall that ATLAS required only one kernel to support all 30 L3BLAS, but this is not true of the L2BLAS. The L2BLAS have $O(N^2)$ operations, and $O(N^2)$ data, which means we cannot compress multiple cases into one through a data copy of the matrix (since copying the matrix would be roughly as expensive as doing the operation itself), as we do in the L3BLAS. In the past, ATLAS has used matrix-vector multiply and rank-1 update kernels to build the entire Level 2 BLAS. However, this has proven suboptimal for several routines, and we are currently rewriting ATLAS’s L2BLAS support from the ground up. Since these operations are all completely bus-bound, it is extremely important to tune them to the cache state: the best kernel for in-L2-cache operands is not the same as the best kernel for out-of-cache operands. At the same time, we have been developing algorithms which hold data in the cache [8]. Therefore, we are extending the BLAS API to allow the user to call the Level 2 BLAS with a known cache state (e.g., ATL_dgemv_L2 would call an ATLAS gemv tuned for in-L2-cache operands). We are also currently investigating methods of tuning bus-bound operations, which should be widely applicable even beyond the BLAS. After we finish this research, we will rewrite the Level-2 BLAS support based on the discovered principles.

2.2.4 Dense Level 1 BLAS Support in ATLAS

The Level 1 BLAS [20, 25] do vector–vector operations such as dot product ($\mathbf{dot} \leftarrow \mathbf{x}^T \mathbf{y}$) or axpy ($\mathbf{y} \leftarrow \alpha \mathbf{x} + \mathbf{y}$). These routines perform $O(N)$ computation on $O(N)$ data, and therefore there is little room performance-wise for doing optimizations such as data copy. ATLAS tunes the L1BLAS only by multiple implementation
(along with some simple parameterization, which is occasionally used to tune things like prefetch distance), and each routine must essentially be tuned independently. The only kernel reuse possible is that for some of the routines, the complex data type can call the underlying real kernel of the same name when the vector stride is 1. In most dense linear algebra routines, the L1BLAS contribute only marginally to the total performance, and therefore ATLAS does not tune them as well as it could, even using only multiple implementation. For instance, we provide assembly routines only for a few of the more important routines for the more common platforms. Compilers can typically do a decent job of optimization for these simple one-loop kernels. Therefore, in addition to the usual optimized routines (which perform unrolling, pipelining, prefetch, etc), there is at least one simple reference implementation designed to allow the compiler to do as much as possible. Because the L1BLAS are not nearly as highly tunable as the rest of the BLAS, ATLAS is typically fairly competitive with the vendor BLAS on most platforms (see [44] for some L1BLAS timing information). The ongoing research on optimizing bus-bound operations may provide us with the understanding to significantly improve ATLAS’s L1BLAS support.

2.3 Status

ATLAS is overdue for a new stable release (which would be version 3.10.0), but it is unlikely to become available until near the end of 2010 due to ongoing research. Therefore, users needing access to the improvements outlined in this paper will need to use the developer series (3.9.x). The main hurdle for stabilization is the completion of the L2BLAS research and redesign. At that point, we will not only have a much better Level 2 BLAS implementation, but also complete QR support and greatly increased parallel performance. ATLAS should also have a much improved tuning framework, with modularized and modernized search, timing and testing routines that can be easily extended, adapted and changed by other researchers. It is possible we will also have some BLAS 2.5 support and/or improved routines for finding eigenvalues or solving the singular value decomposition.
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