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Surveillance test performance and costs are important considerations for a book summarizing the state of the art in patient management after implantation of prosthetic devices for several reasons. First is the growing concern about more efficient use of limited resources, made ever more apparent by the ongoing health care reform debate. Second is the expanding role of “gatekeepers” wielding increasing control over the total cost of health care. Third is the push for clinicians to develop guidelines, driven by the idea that reimbursement could subsequently be tied to adherence to these guidelines.

Given such issues and the increasing cost of high-tech prosthetic devices, one would expect to see a plethora of articles assessing various follow-up strategies for efficacy, efficiency, and cost-effectiveness, but few exist. One reason for the shortage of articles may be that the appropriate patient-management strategy after implantation is not well delineated for many devices. Much of the existing literature on patient follow-up after implantation of prosthetic devices consists of articles that suggest strategies based on either inadequate sample size or data from a single institution. Very few proposed patient-management strategies are based on the results of large retrospective analyses of secondary data sets or prospective, randomized clinical trials.

Another reason for the shortage of articles may be that few clinicians sufficiently understand epidemiological and cost-analysis methodologies. Therefore, this chapter provides a review of the tools needed to weigh alternative follow-up strategies against one another. The epidemiology section describes how to determine whether screening for disease is appropriate in a given population, assess the performance of individual diagnostic tests, compare performance across diagnostic tests, and determine whether further diagnostic testing is required. The economics section specifies how to calculate and compare the costs and benefits of individual diagnostic tests or entire follow-up strategies.
Epidemiological Principles for Evaluating Diagnostic Test Performance in Screening for Device Malfunction or Infection

Overview

Epidemiology is the study of the frequency and determinants of disease and injury in human populations (1). Whereas clinical medicine focuses on the delivery of medical care to patients, epidemiology analyzes why different populations have differing incidences and prevalences of disease. Incidence refers to the probability that individuals without disease will develop disease over a given period of time and is calculated as the number of new cases of disease divided by the population at risk. Prevalence refers to the number of people in a population who already have the disease and is calculated as the number of existing cases of disease divided by the total population. Clinical epidemiology focuses on the application of epidemiological principles to the practice of clinical medicine. This section uses basic principles of epidemiology to assess diagnostic test performance in screening for device malfunction or infection.

Screening

Asymptomatic patients rarely seek care unless participating in a regular surveillance program. When symptoms do appear, patients often delay seeking care for an extended period, during which time the condition worsens. It is generally believed that early detection through the use of screening tests improves the probability of repairing device malfunction or treating infection and reduces the probabilities of both death and disability.

Screening is the use of tests or examinations to distinguish asymptomatic individuals with a high probability of disease from asymptomatic individuals with a low probability of disease. Some screening programs are designed to identify individuals who might not have disease now but who have a high probability of developing it in the future. Screening tests are usually quick, minimally invasive, and inexpensive. Usually, screening or surveillance is performed among populations who have not previously been diagnosed with the disease under evaluation. However, the term surveillance can also be used to refer to the follow-up of patients after implantation of prosthetic devices to detect device malfunction or infection. Although the term screening is used throughout this section, the same concepts apply to both screening and surveillance.

Diagnostic Test Characteristics

Validity

Important characteristics of screening tests are validity, reliability, and yield. Validity refers to the ability of a test to distinguish between those who have disease and those who do not. The two measures of validity are sensitivity and specificity. Sensitivity, often referred to as the true positive rate (TPR), measures the ability of the test to correctly identify those who actually have disease. Sensitivity is calculated as the percentage of all patients with disease who screen positive for disease. Specificity, also referred to as the true negative rate (TNR), measures the ability of the test to correctly identify those who do not have disease. Specificity is calculated as the percentage of all patients without disease who screen negative for disease (1).
Table 1
Derivation of Sensitivity and Specificity

<table>
<thead>
<tr>
<th>Screening test result</th>
<th>Disease present</th>
<th>Disease absent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>(TP)</td>
<td>(FP)</td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>c</td>
<td>d</td>
</tr>
<tr>
<td>(FN)</td>
<td>(TN)</td>
<td></td>
</tr>
</tbody>
</table>

Sensitivity = \( \frac{a}{a+c} = \frac{TP}{TP+FN} \)
Specificity = \( \frac{d}{b+d} = \frac{TN}{FP+TN} \)

TP, true-positive; FN, false-negative; TN, true-negative; FP, false-positive.

Table 1 depicts the derivation of sensitivity and specificity (2). Patients who are correctly predicted by the diagnostic test of interest to have disease are referred to as true-positives (TP). Similarly, those patients who are correctly predicted to be disease free are referred to as true-negatives (TN). Those patients falsely predicted to have disease are false-positives (FP). Those patients falsely predicted to be disease free are false-negatives (FN). Once the sensitivity and specificity of a diagnostic test are known, clinicians can use these estimates to revise original estimates of the probability of disease made prior to the ordering of a diagnostic test (pretest probability). According to a principle known as Bayes’ theorem, posttest probability can be calculated as:

\[
P_f = \frac{(P_i)(\text{sensitivity})}{(P_i)(\text{sensitivity}) + (1-P_i)(100\% - \text{specificity})}
\]

where \( P_f \) is the posttest probability and \( P_i \) is the pretest probability. Tabular and graphic expressions of Bayes’ theorem are also available, such as Bayes’ nomogram and Benish’s tables, which permit one to look up the posttest probability once the pretest probability, sensitivity, and specificity are known (3,4).

Sensitivity and specificity are derived by comparing the results from the test in question (the index test) with those of a definitive test (a gold standard test). Irrespective of the results of the screen (positive or negative), in most cases, every person screened must be tested using the gold standard to establish or rule out disease (5,6). The optimal test would be 100% specific and 100% sensitive. Unfortunately, this will not be observed in practice because sensitivity and specificity are usually inversely related. In other words, sensitivity can be improved, but only at the expense of specificity, and specificity can be improved, but only at the expense of sensitivity.

To understand this, consider that range of diagnostic test results that can be considered either normal or abnormal, as depicted by the overlapping bell-shaped curves in Fig. 1. If the range of overlapping values is 20 to 40 and the line distinguishing normal from abnormal test results is drawn so that 20 and above is considered abnormal, the screening intervention will have high sensitivity because all patients with diagnostic test results in the 20 and above range will be treated as TP. However, the intervention will have low specificity because many of the results treated as positive will turn out to be FP. Alternatively, if the line distinguishing normal from abnormal test results is
redrawn so that 40 and above is considered abnormal and all other values are considered normal, the screening intervention will have low sensitivity and high specificity because all patients with diagnostic test results in the 39 and below range will be treated as TN.

Other factors that influence measurement of the validity of a test are severity of disease and the presence of co-morbid conditions. With some diagnostic tests, such as the serological test for syphilis, the probability of FN is very high in the early or very late stages of disease (1). The presence of co-morbid conditions and drugs taken for these conditions can also greatly influence diagnostic test results.

The ability of a diagnostic test to correctly discriminate between the presence or absence of disease is also dependent on the prevalence of disease, in addition to a test’s specificity and sensitivity. The greater the prevalence of disease, the greater the predictive value (PV) of a positive test, which is the probability that a positive test result is accurately predicting disease. As prevalence approaches zero, the PV of a positive test approaches zero. The PV of a positive test is calculated as \( \frac{a}{a + b} \) or \( \frac{TP}{TP + FP} \). According to Bayes’ theorem of conditional probabilities, the PV of a positive test can also be calculated as \( \frac{(\text{sensitivity} \times \text{prevalence})}{(\text{sensitivity} \times \text{prevalence}) + (1 - \text{specificity}) \times (1 - \text{prevalence})} \) (7). The PV of a negative test is \( \frac{d}{c + d} \) or \( \frac{TN}{FN + TN} \). According to Vecchio (8), the prevalence of a disease must be at least 15 to 20% to reach an acceptable PV (70–80%).

**Reliability**

The second important characteristic of screening tests is reliability or precision. Reliability measures whether the same test administered more than once to the same person will produce the same results repetitively. The two types of variation that can occur are variation in the method itself and variation related to the person(s) interpreting the results. Variation in method can be the result of mechanical fluctuations (fluctuations in the testing apparatus) or fluctuations in the substance being measured by the diagnostic

---

**Fig. 1.** Distribution of diagnostic test results.
test. Variation related to the interpretation of the results can be classified into two types. Intraobserver variation is variation caused by one person interpreting the results differently on different occasions. Interobserver variation is variation across different persons interpreting the results (9). Such variation can be substantially reduced through training seminars and the use of independent observations on a subsample of cases.

Yield

The third important characteristic of screening tests is yield, which refers to the number of cases with previously undiagnosed disease that are detected and treated as a result of the screen. Yield is affected by the sensitivity of the diagnostic test, the prevalence of unrecognized disease, whether the screening is multiphasic (multiple diagnostic tests were administered), screening frequency, and the number of positive screens who actually receive treatment (1). The effect of sensitivity on yield is that, if few TPs are identified, the other factors become immaterial, because yield will be low. If the prevalence of unrecognized disease is low, because of such factors as high medical care availability or a recent screen of the population, the yield will be low.

The ability to identify risk factors for the disease and narrow down the number of individuals who must be screened will increase yield. Another way to increase yield is through multiphasic screening in which a variety of tests are used to screen for multiple conditions during one visit.

Frequency of Screening

On the issue of frequency of screening, the literature is not very clear in many instances. Frequency should be dictated by the natural history of the disease, the incidence of disease, and risk factors. Whether a patient with identified disease will consent to treatment is determined by whether the patient views there to be a serious threat to health, whether the patient feels vulnerable, and whether the patient decides that seeking treatment will be beneficial (1).

LIKELIHOOD RATIOS

Another way to measure the performance of a diagnostic test, which has not yet been discussed, is through the use of likelihood ratios. To understand likelihood ratios, which are a type of odds ratio, the difference between probability and odds must be clear. Probability ranges from zero to 1 and measures the likelihood that a particular outcome will occur. A value close to zero indicates little chance of occurrence; a value close to 1 indicates a large chance of occurrence. If an experiment is conducted n times and the event of interest occurs m times, the probability of that event occurring is calculated as \( m/n \) (10). Sensitivity and specificity are both measures of the probabilities of specific events occurring.

Odds are ratios of two probabilities and are calculated as the probability of an event / (1 – the probability of an event) (7). One can also work backward and calculate probability from odds using the following equation: odds / (1 + odds). Likelihood ratios measure how much more likely it is that a diagnosis will be made in the presence of disease as in the absence of disease and can be defined for any number of test results over the entire range of possible values. For positive and negative test results, the respective likelihood ratios are sensitivity / (1 – specificity) and (1 – sensitivity) / specificity (11). Use of likelihood ratios has the advantage of placing more weight on very high
and very low test results than on borderline results when attempting to determine the odds that a disease is really present. In comparison to sensitivity and specificity measures, another advantage of likelihood ratios is that diagnostic test performance is quantified as one measure rather than two. A disadvantage of likelihood ratios is that the conversion from probability to odds and back again can be difficult.

**REQUIREMENTS FOR ESTABLISHING A SCREENING PROGRAM**

There are several major issues identified by Wilson and Jungner (12) that should serve as a prerequisite for the establishment of a screening program. Among these are that the health problem must be important, the disease should have either a latent stage or an early treatable stage, a diagnostic test acceptable to the population should be available, the natural history of the condition should be sufficiently understood, treatment should be available for identified cases, there should be clarity regarding which cases can be curatively treated, and screening should be cost effective.

**RECEIVER OPERATING CHARACTERISTIC CURVE**

Once the need for a screening program is established and the appropriate diagnostic test is selected, the next step is to clarify how test results will be interpreted. Complicating the situation is that factors such as age, sex, race, and nutrition can all impact laboratory test results. For example, what is normal for a 70-year-old male may not be normal for a 25-year-old female. Although what is considered normal can vary by patient, the distribution of clinical measurements for an individual is generally represented by a normally distributed (bell-shaped) curve (13). The dispersion of values around the mean in a normal distribution is due to random variation alone.

In addition to variation across subjects in terms of what is normal and abnormal, the cutoff between normal and abnormal for a given diagnostic test can be varied given the goals of the particular screening intervention. If the goal is to correctly identify, for example, 95% of all cases of disease, the range of values constituting an abnormal test result can be expanded until this goal is reached. Unfortunately, doing so causes the number of FP to increase, thus decreasing specificity, because sensitivity and specificity are inversely related. Similarly, if the goal is to correctly identify 95% of all cases without disease, the range of values constituting a normal test result can be expanded until this goal is reached. However, increasing specificity is achieved at the expense of decreasing sensitivity.

When diagnostic test results by patient are depicted graphically for both healthy and diseased individuals (Fig.1), there is usually a range of values that is clearly normal and another range of values that is clearly abnormal. However, there is also a range of values that could easily represent either normal or abnormal results, as depicted by the overlapping bell-shaped curves. Figure 1 depicts how the selected cutoff between normal and abnormal determines the sensitivity and specificity of a test.

Receiver operating characteristic (ROC) curves are used to depict the trade-off between TPR, or sensitivity, and FPR, or 1 – specificity (14). Unlike the limited information provided by a single estimate of sensitivity and specificity for one possible cutoff point between normal and abnormal, ROC curves are more useful, because they depict the complete range of all possible TPR/FPR trade-offs corresponding to all pos-
Fig. 2. Receiver operating characteristics curve depicting the trade-off between sensitivity and 1 – specificity. (From ref. 14a.)

Possible cutoffs between normal and abnormal. Derived from signal detection theory, ROC curves plot sensitivity on the vertical axis and 1 – specificity on the horizontal axis (Fig. 2) (15). For all points along the 45-degree line, sensitivity equals 1 – specificity. Points on this line have no impact on the probability of disease. The probability of disease increases for points above the 45-degree line and decreases for points below the line. The points on the curve are calculated as sensitivity / (1 – specificity). Each point on the curve represents a different selected cutoff point between normal and abnormal. The perfect curve would extend straight from the origin to the upper left-hand corner and then over to the upper right-hand corner, maximizing the area under the curve (AUC) (16). The AUC is considered an index of diagnostic performance (17). If two tests are being compared statistically, the test with the greater AUC is considered the better test (18–23). A perfect diagnostic test has an AUC of 1.0. Some authors consider the AUC concept, and ROC curve analysis in general, not very useful because prevalence is not incorporated (2).

ROC curve analysis can also be used to identify the appropriate cutoff point between normal and abnormal (24,25). Clinicians generally use the “upper limit of normal” provided by the laboratory. Sox et al. (24) suggest that the ROC curve method is better but its use is severely limited by the time needed to perform the analysis.

THRESHOLDS FOR TREATMENT

Once a decision has been made regarding whether a test is normal or abnormal, the next issue to be dealt with is whether sufficient testing has been completed to make a diagnosis. If no further testing is required, treatment can begin. The goal here is to determine at what point the acquisition of additional information would have no effect on the diagnosis. Major determining factors in this decision are the probability of disease and the penalty for being wrong. If the probability of disease is high and the
margin for error is wide, the willingness to make a diagnosis will also be high. However, if the probability of disease is low and the margin for error is slim, the need for more information will be high and the willingness to make a diagnosis will be low.

A term commonly used to describe the dividing line between a decision to treat or not to treat is the treatment threshold. The treatment threshold, $p^*$, is the probability of disease at which the clinician is indifferent between treating and withholding treatment (24). If the probability of disease for a given patient is above the treatment threshold, treatment will be selected because the acquisition of more information will not change the diagnosis. If the probability of disease is below the treatment threshold, treatment will be withheld and more testing may be ordered (or no action may be taken).

The treatment threshold can be depicted graphically with the probability of disease on the horizontal axis and the expected utility of the treatment on the vertical axis (Fig. 3). Utility is defined here as the value or the level of well-being an individual assigns to a given option. The treatment threshold is calculated by solving for $p^*$ in the following equation:

$$p^* = \frac{U[D - T^-] - U[D - T^+]}{1 - p^*}$$

where $U = \text{utility}$, $D^- = \text{absence of disease}$, $D^+ = \text{presence of disease}$, $T^- = \text{withholding treatment}$, $T^+ = \text{providing treatment}$, $U[D - T^-] = \text{the utility of withholding treatment in the absence of disease}$, $U[D - T^+] = \text{the utility of providing treatment in the absence of disease}$, $U[D + T^-] = \text{the utility of withholding treatment in the presence of disease}$, and $U[D + T^+] = \text{the utility of providing treatment in the presence of disease}$. The line defined by the points $A$, $C$, and $E$ represents the utility of withholding treatment irrespective of whether disease is present or absent. The line defined by the points $B$, $C$, and $D$ represents the utility of providing treatment irrespective of whether disease is present or absent. The point of intersection between these two lines is the treatment threshold. At this point, the utilities of the two choices are equal.

The above equation can also be rephrased in terms of costs and benefits, still solving for the treatment threshold, $p^*$. The difference in utility between treating and not treating patients without disease can be considered a cost, $C$, because no benefit derives from treating these patients. Similarly, the difference between treating and not treating patients with disease can be considered a benefit, $B$. The previous equation would then be simplified to $p^* = C / (C + B)$ (24).

**THRESHOLDS FOR TESTING**

Up to this point, only the threshold between treating and withholding treatment has been discussed. There are two other thresholds: the no-treatment–test threshold and the treatment–test threshold (26). The no-treatment–test threshold, $p_1$, is the probability of disease at which there is indifference between no treatment and further diagnostic testing. The treatment–test threshold, $p_2$, is the probability of disease at which there is indifference between treatment and further diagnostic testing. A third line can be plotted on Fig. 3 to depict these testing thresholds (Fig. 4). The testing thresholds are calculated as follows:
Fig. 3. Treatment threshold or the point of intersection between providing treatment and withholding treatment, whether disease is present or absent. (From ref. 14a.)

Fig. 4. Depiction of the no-treatment–test threshold, $p_1$, and the treatment–test threshold, $p_2$. (From ref. 14a.)
\[ p_1 = \frac{p^* \times \text{FPR} - p^* \times \left( \text{U[Test]} \left/ \left( \text{U[D-T-]} - \text{U[D-T+]} \right) \right. \right)}{p^* \times \text{FPR} + (1-p^*) \times \text{TPR}} \]

\[ p_2 = \frac{p^* \times \text{TNR} + p^* \times \left( \text{U[Test]} \left/ \left( \text{U[D-T-]} - \text{U[D-T+]} \right) \right. \right)}{p^* \times \text{TNR} + (1-p^*) \times \text{FNR}} \]

where FPR = the false positive rate or 1 − specificity, FNR = the false-negative rate or 1 − sensitivity, TNR = the true-negative rate or specificity, TPR = the true-positive rate or sensitivity, and \( U[\text{Test}]\) represents the net utility of the diagnostic test as determined by the patient’s assessment of the test regarding such factors as cost, potential side effects, the unpleasantness of the test itself, and any reassurance having the test performed provides to the patient (24). (The remaining variables have already been defined.)

Below \( p_1 \), treatment is never preferred because the information to be gained from additional testing would not increase the probability of disease sufficiently to cross the treatment threshold. Above \( p_2 \), treatment is always preferred because the information gained from additional testing would not decrease the probability of disease sufficiently to cross the treatment threshold. Only for the range of disease probabilities between \( p_1 \) and \( p_2 \), could an abnormal test result have enough of an influence on disease probability to cross the treatment threshold and change patient management.

The same analysis developed in the discussion of treatment thresholds and expanded in the discussion of testing thresholds can be expanded still further to permit choosing among two or more diagnostic tests or selecting combinations of diagnostic tests. For a more in-depth discussion of these topics, refer to Sox et al. (24). For an application of threshold analysis to cases where a single diagnostic test provides information about more than one event, see Nease et al. (27). For an adaptation of Bayes’ nomogram to threshold analysis, see Glasziou (28).

ECONOMIC PRINCIPLES OF FOLLOW-UP EVALUATION

Overview of Cost Analysis

Clinicians, health administrators, and decision makers in general are constantly faced with questions regarding how to appropriate limited resources to cover what seem to be an ever-growing number of health needs. For what illnesses should every patient be automatically screened? How much follow-up is sufficient after primary treatment of a condition? If personnel dollars are short, where should cuts be made and what trade-offs should decision makers be willing to make? The need to clarify the decision-making process and promote efficiency are the reasons economic evaluation (also known as efficiency evaluation) methodologies were developed. The three most widely used methods for assessing the relative merit of alternative courses of action are cost-effectiveness analysis (CEA), cost–benefit analysis (CBA), and utility analysis (29,30). This section of the chapter provides an overview of these methods, followed by a discussion of concepts common to all three. Each of these methods is then discussed in greater detail in subsequent sections, restricting the discussion to differences across methods.

Briefly, CEA places priorities on alternative expenditures without requiring that the dollar value of life and health be assessed (31). Some benefits are measured in non-
monetary units. CEA is usually the method of choice unless there is no single quantify-able unit by which alternatives can be compared, in which case CBA is the method of choice.

CBA requires the valuation of all outcomes in economic terms, including lives or years of life and morbidity (32–34). This analysis, which is often viewed as a subset of CEA, assumes a goal of economic efficiency. Economic efficiency is defined as providing each unit of output at minimum possible cost (35). In CBA, total costs minus total benefits equals net benefit.

Utility analysis or cost–utility analysis is very similar to CEA and is often treated as a special type of CEA. The main difference between the two is that benefits must be converted into quality-adjusted life years (QALYs) for utility analysis. QALYs is a measure of years of life gained from a procedure or intervention that is then weighted to reflect the quality of life in that year (36).

Subjectivity is an important issue in any type of economic evaluation. Different analysts performing basically the same analysis can easily reach very different conclusions. This can be confusing to the novice. However, the variation in conclusions is tied directly to differences in the assumptions made in the design of the evaluation. Different conclusions do not imply that one analysis is correct and the other incorrect. They just imply that different assumptions were made.

Selection of Perspective

A first step in any economic evaluation is the selection of the perspective from which the analysis will be performed. Such analyses are generally performed from a societal perspective, but other, narrower perspectives may often apply, such as the provider’s perspective, the payor’s perspective, or the patient’s perspective. Which perspective is selected guides the identification of costs and benefits. For example, an insurance company will evaluate a new health prevention from a payor’s perspective with respect to the change in total future costs, whereas a societal perspective would assign some inherent value to illness prevented.

Specification of the Problem

The second step in any economic evaluation is specification of the problem, objective(s), and alternatives. This would seem to be rather obvious at first glance. However, if the problem is not well delineated, the range of alternatives selected to address the problem may be too narrow, ignoring important alternatives. For example, if, in the case of patients undergoing implantation of prosthetic devices, the problem is defined as the suffering undergone by current patients, only treatment alternatives will be considered. However, if the problem is defined as affecting both current and future patients, options such as delaying or preventing the onset of device malfunction or infection will also be considered in the analysis.

Production Function

The third step in economic evaluation is describing the production function. In economics, the production function is the relationship between the output of a good or service and the inputs required to produce it. The goal of this step is to specify the resources that would be utilized under each of the alternatives, the way in which the resources would be combined, and the expected result. Completion of this step allows
the analyst to begin calculating costs and benefits. Complexity is not synonymous with accuracy, though models often become quite complex rather quickly.

Warner and Luce (29) mention six issues that must be considered in the development of the production model. First, economies of scale may exist that cause fewer and fewer inputs to be required as sample size increases to produce the same level of output per person. For example, an intervention that cost $25,000 for 1000 patients may cost only $35,000 for 5000 patients. Second, if technological change is occurring or is expected, this must be built into the model. If, while projecting future costs of follow-up after implantation of prosthetic devices, using currently available diagnostic tests, preliminary results are published of a new follow-up methodology that may replace one or more of the existing tests, the effect of substituting this test must be factored into the analysis. Third, market characteristics may affect the inputs required to produce a given output, causing the required inputs to vary by such factors as geographic location. For example, geographic differences in rates of pay for health care personnel or variation in the supply of personnel may cause an intervention to be more expensive in one city than in another. Fourth, different populations may respond differently to the same intervention, specifically in terms of compliance. More costly follow-up mechanisms may then be required to achieve the desired effect. Fifth, efficiency cannot always be assumed. The fact that a task has always been done one way does not mean that it is the most efficient. Sixth, some inputs are unique to a particular facility. If attempting to model an intervention at a new facility after an existing one at a different facility, one must examine carefully all inputs to ensure that these inputs are available or can be made available at the new facility.

Once the production function is specified, costs and benefits can be calculated. Costs can be direct, indirect, or intangible. Direct costs are defined as variable costs plus fixed (overhead) costs. In the health sector, the terms direct medical costs and direct nonmedical costs are often used. Direct medical costs are the costs directly related to the provision of care and usually involve monetary transactions, such as physicians’ fees, nurses’ salaries, drug purchases, equipment purchases, and independent laboratory processing fees. Direct nonmedical costs are costs incurred in the process of seeking care, such as the patient’s costs of transportation to the hospital or clinic, parking costs, hotel costs if the patient cannot return home each evening because of distance, the costs of special equipment to modify one’s home to accommodate a disabled family member, and child-care costs (37).

Indirect costs are defined as the costs of foregone opportunities. These include the costs of morbidity and mortality. The indirect costs of morbidity are typically measured as time lost from work and the resulting wages foregone or production losses. In addition, morbidity would include the costs associated with an increased risk of complications. Similarly, the indirect costs of mortality can also be measured as time lost from work because premature death causes permanent removal from the workforce. Intangible costs are defined as the psychological costs of illness such as pain, suffering, and grief. These are the most difficult costs to measure.

Benefits can also be divided into the three categories of direct, indirect, or intangible. Benefits are often phrased as savings in costs. Direct benefits are tangible savings in health resource utilization, such as decreased length of stay or diagnostic test
utilization. Indirect benefits are earnings not lost owing to avoidance of premature death or disability. Intangible benefits include pain, discomfort, and grief averted not only by the patient, but by family and friends as well. Depending on the perspective from which the analysis is performed, an item may be a cost in one analysis but a benefit (i.e., a cost averted) in the next.

The next three sections describe in greater depth each of the three types of economic evaluation. CEA is presented first.

**Cost-Effectiveness Analysis**

To understand CEA, one first needs to understand the term *cost-effective*. For an intervention to be cost-effective, it must be worth the money required to conduct it. Cost-effective is not always synonymous with the terms inexpensive or technically efficient, although the term is often used in this fashion. Cost-effectiveness is based on the concept of opportunity cost. The real cost of an intervention or treatment is the value of the alternative uses of the same resources (29).

The goal in CEA is to determine which alternative intervention or treatment yields the greatest benefits for the lowest cost. There is no requirement that costs and benefits be measured in the same units. Some benefits are measured in nonmonetary units, such as years of life saved or disability days avoided. Indirect economic benefits are generally ignored. Unlike CBA, CEA does not allow a comparison of interventions or treatments with different outcome measures. In addition, it does not generate sufficient results to determine what dollar value per year of life saved is an acceptable level of investment.

The steps in CEA are as follows:

1. Define the problem and the objective(s) to be attained.
2. Identify alternative solutions.
3. Identify the costs of solving the problem under each alternative and all relevant benefits.
4. Compare the alternatives on the basis of prespecified criteria and select the best alternative.

Although CEA is considered a simpler approach than CBA because benefits do not need to be expressed in monetary terms, this does not mean that CEA is without its share of methodological problems. The first difficulty arises if there is more than one benefit and different units of measure apply to each benefit. The benefits are not additive and, therefore, must be analyzed separately. The next problem is how to interpret the results if the separate analyses produce contrary results. A third difficulty in CEA arises when costs and benefits accrue over a period longer than 1 year. Both costs and benefits would need to be discounted to present value. This can easily be achieved for costs, as explained in the CBA section. The problem arises when discounting benefits, because these are not measured in monetary terms.

**Cost–Benefit Analysis**

**Cost–Benefit Analysis vs Cost-Effectiveness Analysis**

CBA was previously considered a superior analysis to CEA because of its simplicity in valuing all costs and benefits in dollars. CBA is now considered inferior to CEA by some researchers because it ignores the noneconomic aspects of a program or intervention.

The steps in CBA are as follows:
1. Define the problem and the objective(s) to be attained.
2. Identify alternative solutions.
3. Identify the costs of solving the problem under each alternative and all relevant benefits.
4. Assign monetary values to the costs and benefits.
5. Discount future streams of costs and benefits to net present value if costs and benefits accrue over a period longer than 1 year.
6. Compare total present values.
7. Interpret the results (38).

The first three steps are identical to those in CEA. However, the assignment of monetary values to all costs and benefits represents a major difference between CBA and CEA. Discussed in more detail in a separate section, CBA requires that a dollar value be assigned to life years saved. This issue has been quite controversial over the years.

The next step is to discount all future streams of costs and benefits to their net present value if costs and benefits accrue over a period longer than 1 year. Discounting is particularly important if one of the alternatives being compared has future costs and benefits and the other does not. The concept of discounting derives from the fact that time makes a difference. A dollar received today is worth more than a dollar to be received next year. This premise is true because a dollar received today could be invested and earn interest so that, by next year, it would be worth $1.05, assuming a 5% interest rate. On the other hand, a dollar to be received next year is only worth $0.95 today, assuming the same rate of interest. The equation for calculating the present value is:

\[ PV = FV / (1 + r)^t \]

where \( PV \) = present value, \( FV \) = costs or benefits to be incurred in the future, \( r \) = discount rate, and \( t \) = the number of years into the future when the costs or benefits are expected to be incurred. The selection of the appropriate discount rate should be a function of the rate of inflation, the perspective of the analysis, and the political process as a means of reflecting social values (39).

The last two steps in the analysis are to compare present values and interpret the results. A benefit–cost ratio can be calculated as the present value of total benefits divided by the present value of total costs. In comparing two interventions, the intervention with the highest benefit–cost ratio would be considered as returning greater benefit per dollar of cost. The difference between the present value of total benefits and the present value of total costs (the net benefit) is another measure commonly used to compare interventions.

**Valuation of Life**

A controversial issue that often comes up in CBA is how to estimate the value of human life in dollar terms (40,41). This is an extremely difficult task. There are a number of suggested methodologies in the literature, with no single method considered the most correct. The two major approaches for valuing life are the willingness-to-pay approach and the human capital approach. Factors to consider in valuing life include income potential, age, quality of life, number of dependents, productivity, personal preference (religion), and personal habits.
The willingness-to-pay approach is based on how much one is willing to pay to avoid sacrificing lives. The two methods of valuing lives under the willingness-to-pay approach are the questionnaire method and the risk premium method. The questionnaire method is self-explanatory in that it entails surveying individuals to determine their willingness to pay. The problem with the questionnaire method is that respondents have little incentive to answer truthfully. However, it is easy to obtain data in the format required for analysis because the analyst has control over design of the instrument.

In contrast to the questionnaire method in which individuals are surveyed regarding their willingness to pay, the risk premium method entails observing actual behavior. For example, if people work in riskier jobs, do they really get paid more and what does that say about how they value life? Often people assume high-risk jobs because they have few job opportunities elsewhere. Other examples of high-risk behavior include smoking, drinking alcohol, and eating hazardous foods. Although activities that definitely increase the risk of death are generally intolerable to individuals, activities that may or may not increase the risk of death are apparently not (42).

An alternative method for valuing life is the human capital approach, which is productivity-based and ignores the costs associated with the pain and suffering avoided by averting illness and prolonging life. The term human capital refers to the fact that individuals, like capital equipment, can be expected to yield productive activity over their lifetimes that can be valued at their wage rate (43). There are three methods of valuing human life under the human capital approach: discounted future earnings, discounted consumption, and discounted net production. The discounted future earnings method involves discounting to present value all earnings that would be realized as a result of the prolongation of life or the avoidance of a disabling illness. The advantages of the discounted earnings method are that it is reasonably objective and easy to compute. The discounted consumption method calculates a person’s value of life by estimating a person’s lifetime consumption of goods and services and discounting it back, resulting in a conservative estimate of the value of life. The discounted net production method, a method often used in malpractice suits, combines discounted consumption with discounted earnings. The problem with this method is that the result may be a negative number, because the present value of an individual’s future consumption may be more than the present value of an individual’s future earnings. Of all the human capital approach methodologies, the discounted net production method clearly results in the lowest estimate of the value of life.

Utility Analysis
Utility Analysis vs CEA

Utility analysis or cost–utility analysis is very similar to CEA and is often treated as a special type of CEA. Relevant benefits include final outcomes, such as years of life saved or days of disability averted. The difference is that in utility analysis these benefits must be converted into QALYs or, as some have suggested, healthy-years equivalents (44,45). Therefore, some benefits that would be included in a CEA, such as cases found or patients correctly treated, cannot be considered in a utility analysis, because they cannot be converted into QALYs. The difference between years of life saved and
QALYs saved relates to the quality of life of the patient whose life was saved. To have one’s life saved and be in a wheelchair should be valued much differently than to have one’s life saved and be healthy. The results of utility analyses are usually expressed as cost per QALY gained.

There are several circumstances in which utility analysis has particular applicability. These circumstances are first, if quality of life is an important outcome; second, if both morbidity and mortality are affected by the intervention and the preference is for a single outcome combining both effects; and, third, if multiple alternative programs are being compared with a wide variety of outcome measures, the use of utility analysis would simplify the evaluation by converting all outcomes to one unit of measure (30).

**Utility Values for Health States**

The most time-consuming task in a utility analysis is determining utility values for health states. Utility is broadly defined in economics as the value an individual assigns to a given option. In health care it is generally defined as the level of well-being experienced in a given health state. Although one could estimate or possibly obtain these values from the literature, the best way to determine utility values for health states is to measure them directly (46). There are different schools of thought on what populations should be used to measure utilities. One approach is to identify a population with the condition of interest and measure the population’s utility for the condition. The analyst needs to keep in mind that patients have a tendency to exaggerate the disutility of their condition. The second approach is to identify a population without the condition, provide a scenario of what the life of a patient with the condition is like, and measure the population’s utility for the condition. The methodological difficulty with the second approach is determining how much detail to provide, what media to use to describe the condition, and how to describe the condition without biasing the result. It is suggested that the level of detail be kept to a minimum and that a balanced presentation of the condition be provided, showing both positive and negative implications of the condition.

Utilities are generally measured on a scale from 0 to 1, with 1 representing healthy and 0 representing dead. Health states often viewed as worse than death, such as dementia and coma, are assigned negative values (47). The three methods currently in use for measuring utility values are the rating scale, standard gamble, and time trade-off (48). The rating scale method is normally depicted as a line on a page segmented into gradations by multiples of 10. A single chronic health state or multiple chronic health states and a single age of onset of illness are described to the individual whose utility for the various health states is being measured. A state of perfect health and a state of death are also described to the individual as points of reference. The individual is asked to select from among the various health states the most preferred and least preferred, which become the ends of the scale. The individual is then asked to locate the chronic health states relative to each other on the scale.

The standard gamble method is generally displayed as two circles, one representing a chronic health state and the other representing the gamble as a pie graph (49–51). The individual is given a choice between two alternatives. The first alternative is a definite probability of living in a particular chronic health state for life. The second alternative, or the gamble, depicts the individual returning to normal health and living for an additional number of years or dying immediately. For the gamble, the probability of perfect
health is initially set at 100% and the probability of death is set at 0%. After the individual makes a choice, the probabilities are changed to 100% probability of death and 0% probability of perfect health, the pie graph is changed accordingly, and the question is posed again. This process continues until the individual is indifferent between living in the chronic health state for life and the gamble. This indifference point is the individual’s utility for the health state.

In the time trade-off method, the patient is given a choice between living in a given health state for a given period followed by death vs being healthy for a shorter period of time followed by death (52). After the individual makes a choice, the times are varied and the process repeats continuously until an indifference point is reached. That indifference point is the individual’s utility for the health state.

Converting Utilities to QALYs

Regardless of the method used to calculate utilities, the final step in a utility analysis is to convert these utilities into QALYs and interpret the results. Assume a group’s utility for living with a pacemaker averages 0.45, and a new follow-up strategy has been demonstrated to result in a 1.5-year increase in survival over the status quo. The group’s QALYs would be 0.68 (0.45 × 1.5). The analyst would then calculate the cost of the follow-up strategy per QALY, discount costs and benefits to net present value if costs and benefits accrue over a period longer than 1 year, and use these data to determine if the new strategy was worth the investment (31,53,54).

The use of QALYs is not without criticism, however. It has been suggested that QALYs discriminate against the elderly, equity issues are disregarded, and the resulting quality-of-life scores are biased (44,55–59).

Sensitivity Analysis

No matter which method of cost analysis is chosen, certain assumptions need to be made in relation to causation. These assumptions must be carefully delineated. In addition, the analyst should determine how sensitive the results of the cost analysis are to the assumptions made. For example, if there is known imprecision in any of the estimates used, both conservative as well as liberal alternative estimates should be constructed and the sensitivity of the results to the varying estimates should be tested.

There are three major forms of sensitivity analysis: simple sensitivity analysis, extreme scenarios, and probabilistic sensitivity analysis. Simple sensitivity analysis involves varying one or more of the assumptions on which the economic evaluation is based to determine the effect on the results. The extreme-scenarios approach consists of analyzing the extremes of the distribution of costs and effectiveness and determining whether the results hold up under the most optimistic and pessimistic assumptions. Probabilistic sensitivity analysis assigns ranges and distributions to variables, using computer programs to select values at random from each range and measure the effects. This approach can handle a large number of variables and basically generates confidence intervals for each option (60). Irrespective of the type of sensitivity analysis conducted, the goal is to measure whether large variations in the assumptions result in significant variations in the results of the cost evaluation. If significant variations are not the result, more confidence can be placed in the study’s results. If significant variations are the result, an attempt should be made to either reduce uncertainty or improve the accuracy of crucial variables (30).
SUMMARY

This chapter provides a review of the tools needed to assess and compare the performance of diagnostic tests, to determine thresholds for diagnostic testing and treating, and to calculate the total costs of follow-up after implantation of prosthetic devices. These tools allow the clinician to gather data, thus permitting more informed decision making regarding the composition of the chosen strategy. The concepts presented here lay the groundwork for the next chapter, which applies cost-evaluation methodology to the management of patients with implanted prosthetic devices, assigning dollar values to the follow-up strategies suggested in subsequent chapters. This chapter also lays the groundwork for Chapter 4, which discusses clinical, legal, economic, and ethical issues that impact how decisions should be made regarding the composition of follow-up strategies.
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