Chapter 2
Discrete States and Discrete Observations

2.1 Introduction

In this chapter, we deal with signals denoted by \( \{ X_k \}, k \in \mathbb{N} \) in discrete time. These signals are further restricted to a discrete set and are thus termed discrete-state signals. They transit between elements in this set with transition probabilities dependent only on the previous state, and so are Markov chains. The transition probabilities are independent of time, and so the Markov chains are said to be homogeneous. The Markov chain is not observed directly; rather there is a discrete-time, finite-state observation process \( \{ Y_k \}, k \in \mathbb{N} \), which is a noisy function of the chain. Consequently, the Markov chain is said to be hidden in the observations.

Our objective is to estimate the state of the chain, given the observations. Our preference is to achieve such estimation on-line in an optimal recursive manner, using what we term optimal estimators. The term estimator covers the special cases of on-line filters, where the estimates are calculated as the measurements are received, on-line predictors where there is a prediction at a fixed number of discrete time instants in the future, and on-line smoothers where there is improved estimation achieved by using a fixed number of future measurements as well as the previous ones. We also seek recursive filters and smoothers for the number of jumps from one state to another, for the occupation time of a state, and for a process related to the observations.

In the first instance, we assume that the equations describing the HMM are known. However, if this is not the case, it is possible to estimate the parameters also on-line and so achieve adaptive (or self-tuning) estimators. Unfortunately, it is usually not practical to achieve optimal adaptive estimators. In seeking practical suboptimal schemes, a multipass scheme is to update the parameters estimates only after processing a large data set, perhaps the entire data set. At the end of each pass through this data set, the parameter estimates are updated, to yield improved parameter estimates; see, for example, the so-called expectation maximization (EM) scheme; see Dempster, Laird and Rubin (1977). Our approach requires only a forward pass through the data to achieve parameter updates, in contrast to earlier so-called forward-backward algorithms of the Baum-Welch type (Baum and Petrie 1966).
Hidden Markov models have been found useful in many areas of probabilistic modeling, including speech processing; see Rabiner (1989). We believe our model is of wide applicability and generality. Many state and observation processes of the form (2.14) arise in the literature. In addition, certain time-series models can be approximated by HMMs.

As mentioned in the introduction, one of the fundamental techniques employed throughout this book is the discrete-time change of measure. This is a version of GirSANOV'S THEOREM (see Theorem A.1.2). It is developed for the discrete-state HMM in Section 2.3 of this chapter.

A second basic observation is the idempotent property of the indicator functions for the state space of the Markov chain. With $X$ one of the unit (column) vectors $e_i$, $1 \leq i \leq N$, prime denoting transpose, and using the inner product notation $\langle a, b \rangle = a'b'$, this idempotent property allows us to write the square $XX'$ as $\sum_{i=1}^{N} \langle X, e_i \rangle e_i e_i'$ and so obtain closed (finite-dimensional), recursive filters in Sections 2.4–2.9. More generally, any real function $f(X)$ can be expressed as a linear functional $f(X) = \langle f, X \rangle$ where $\langle f, e_i \rangle = f(e_i) = f_i$ and $f = (f_1, \ldots, f_N)$. Thus with $X_i = \langle X, e_i \rangle$, $f(X) = \sum_{i=1}^{N} f(e_i) X_i' = \sum_{i=1}^{N} f_i X_i$. 

(1.1) For the vector of indicator functions $X$, note that from the definition of expectations of a simple random variable, as in Appendix A, $E[\langle X, e_i \rangle] = \sum_{j=1}^{N} \langle e_j, e_i \rangle P(X = e_j) = P(X = e_i)$. 

(1.2) Section 2.10 of this chapter discusses similar estimation problems for a discrete-time, discrete-state hidden Markov model in the case where the noise terms in the Markov chain $X$ and observation process $Y$ are not independent. A test for independence is given. This section may be omitted on a first reading.

2.2 Model

All processes are defined initially on a probability space $(\Omega, \mathcal{F}, P)$. Below, a new probability measure $\overline{P}$ is defined. See Appendix A for related background in probability theory.

A system is considered whose state is described by a finite-state, homogeneous, discrete-time Markov chain $X_k$, $k \in \mathbb{N}$. We suppose $X_0$ is given, or its distribution known. If the state space of $X_k$ has $N$ elements it can be identified without loss of generality, with the set $S_X = \{e_1, \ldots, e_N\}$, 

(2.1) where $e_i$ are unit vectors in $\mathbb{R}^N$ with unity as the $i$th element and zeros elsewhere.
Write \( \mathcal{F}_k^0 = \sigma \{ X_0, \ldots, X_k \} \), for the \( \sigma \)-field generated by \( X_0, \ldots, X_k \), and \( \{ \mathcal{F}_k \} \) for the complete filtration generated by the \( \mathcal{F}_k^0 \); this augments \( \mathcal{F}_k^0 \) by including all subsets of events of probability zero. Again, see Appendix A for related background in probability theory. The Markov property implies here that

\[
P(X_{k+1} = e_j | \mathcal{F}_k) = P(X_{k+1} = e_j | X_k).
\]

Write

\[ a_{ji} = P(X_{k+1} = e_j | X_k = e_i), \quad A = (a_{ji}) \in \mathbb{R}^{N \times N} \tag{2.2} \]

so that using the property (1.2), then

\[
E[X_{k+1} | \mathcal{F}_k] = E[X_{k+1} | X_k] = AX_k.
\tag{2.3}
\]

Define

\[ V_{k+1} := X_{k+1} - AX_k. \tag{2.4} \]

So that

\[ X_{k+1} = AX_k + V_{k+1}. \tag{2.5} \]

This can be referred to as a state equation.

Now observe that taking the conditional expectation and noting that \( E[AX_k | X_k] = AX_k \), we have

\[
E[V_{k+1} | \mathcal{F}_k] = E[X_{k+1} - AX_k | X_k] = AX_k - AX_k = 0,
\]

so \( \{ V_k \}, k \in \mathbb{N} \), is a sequence of martingale increments.

The state process \( X \) is not observed directly. We suppose there is a function \( c(\ldots) \) with finite range and we observe the values

\[ Y_{k+1} = c(X_k, w_{k+1}), \quad k \in \mathbb{N}. \tag{2.6} \]

The \( w_k \) in (2.6) are a sequence of independent, identically distributed (i.i.d.) random variables, with \( V_k, w_k \) being mutually independent.

\( \{ \mathcal{G}_k^0 \} \) will be the \( \sigma \)-field on \( \Omega \) generated by \( X_0, X_1, \ldots, X_k \) and \( Y_1, \ldots, Y_k \), and \( \mathcal{G}_k \) its completion. Also \( \{ \mathcal{Y}_k \} \) will be the \( \sigma \)-field on \( \Omega \) generated by \( Y_1, \ldots, Y_k \) and \( \mathcal{Y}_k \) its completion. Note \( \mathcal{G}_k \subset \mathcal{G}_{k+1} \subset \cdots \) and \( \mathcal{Y}_k \subset \mathcal{Y}_{k+1} \subset \cdots \). The increasing family of \( \sigma \)-fields is called a filtration. A function is \( \mathcal{G}_k^0 \)-measurable if and only if it is a function of \( X_0, X_1, \ldots, X_k, Y_1, \ldots, Y_k \). Similarly, for \( \mathcal{Y}_k^0, \mathcal{Y}_k \). See also Appendix A.

The \( w_k \) in (2.6) are a sequence of independent, identically distributed (i.i.d.) random variables, with \( V_k, w_k \) being mutually independent. The pair of processes \( (X_k, Y_k), k \in \mathbb{N} \), provides our first, basic example of a hidden Markov model, or HMM. This term is appropriate because the Markov chain is not observed directly but, instead, is hidden in the noisy observations \( Y \). In this HMM the time parameter is discrete and the state spaces of both \( X \) and \( Y \) are finite (and discrete). Note that there is a unit delay between the state \( X \) at time \( k \) and its measurement \( Y \) at time \( k + 1 \). A zero delay observation model is discussed later in this chapter.
Suppose the range of $c(\ldots)$ consists of $M$ points. Then we can identify the range of $c(\ldots)$ with the set of unit vectors

$$Sy = \{f_1, \ldots, f_M\}, \quad f_j = (0, \ldots, 1, \ldots, 0)' \in \mathbb{R}^M,$$

(2.7)

where the unit element is the $j$th element.

We have assumed that $c(\ldots)$ is independent of the time parameter $k$, but the results below are easily extended to the case of a nonhomogeneous chain $X$ and a time-dependent $c(\ldots)$.

Now (2.6) implies

$$P(Y_{k+1} = f_j | X_0, X_1, \ldots, X_k, Y_1, \ldots, Y_k) = P(Y_{k+1} = f_j | X_k).$$

Write

$$C = (c_{ji}) \in \mathbb{R}^{M \times N}, \quad c_{ji} = P(Y_{k+1} = f_j | X_k = e_i)$$

(2.8)

so that $\sum_{j=1}^{M} c_{ji} = 1$ and $c_{ji} \geq 0, 1 \leq j \leq M, 1 \leq i \leq N$. We have, therefore,

$$E[Y_{k+1} | X_k] = CX_k.$$  

(2.9)

If $W_{k+1} := Y_{k+1} - CX_k$, then taking the conditional expectation and noting $E[CX_k | X_k] = CX_k$ we have

$$E[W_{k+1} | \mathcal{G}_k] = E[Y_{k+1} - CX_k | X_k] = CX_k - CX_k = 0,$$

so $W_k$ is a $(\mathcal{P}, \mathcal{G}_k)$ martingale increment and

$$Y_{k+1} = CX_k + W_{k+1}.$$  

(2.10)

Equation (2.10) can be thought of as an observation equation. The case where, given $\mathcal{G}_k$, the noise terms $W_k$ in the observations $Y_k$ are possibly correlated with the noise terms $V_k$ in the Markov chain will be considered in Section 2.10.

**Notation 2.1** Write $Y^i_k = \langle Y_k, f_i \rangle$ so $Y_k = (Y^1_k, \ldots, Y^M_k)'$, $k \in \mathbb{N}$. For each $k \in \mathbb{N}$, exactly one component is equal to 1, the remainder being 0.

Note $\sum_{i=1}^{M} Y^i_k = 1$. Write $c_{k+1} = E[Y_{k+1} | \mathcal{G}_k] = \sum_{j=1}^{N} c_{ij} \langle e_j, X_k \rangle$ and $c_{k+1} = (c^1_{k+1}, \ldots, c^M_{k+1})'$. Then

$$c_{k+1} = E[Y_{k+1} | \mathcal{G}_k] = CX_k.$$  

(2.11)

We shall suppose initially that $c^i_k > 0, 1 \leq i \leq M, k \in \mathbb{N}$. (See, however, the construction of $P$ from $\overline{P}$ in Section 2.3). Note $\sum_{i=1}^{M} c^i_k = 1, k \in \mathbb{N}$. We shall need the following result in the sequel.

**Lemma 2.2** With $\text{diag}(z)$ denoting the diagonal matrix with vector $z$ on its diagonal, we have
\begin{align*}
V_{k+1}V'_{k+1} &= \text{diag} (AX_k) + \text{diag} (V_{k+1}) - A \text{ diag } X_k A' \\
&\quad - AX_k V'_{k+1} - V_{k+1} (AX_k)' \\
(2.12)
\end{align*}

and

\begin{align*}
\langle V_{k+1} \rangle := E \left[ V_{k+1}V'_{k+1} \mid \mathcal{F}_k \right] \\
&= E \left[ V_{k+1}V'_{k+1} \mid X_k \right] \\
&= \text{diag} (AX_k) - A \text{ diag } X_k A'. \quad (2.13)
\end{align*}

**Proof** From (2.4)

\begin{align*}
X_{k+1}X'_{k+1} &= AX_k (AX_k)' + AX_k V'_{k+1} + V_{k+1} (AX_k)' + V_{k+1} V'_{k+1}.
\end{align*}

However, \(X_{k+1}X'_{k+1} = \text{diag} (X_{k+1}) = \text{diag} (AX_k) + \text{diag} (V_{k+1})\). Equation (2.12) follows. The terms on the right side of (2.12) involving \(V_{k+1}\) are martingale increments; conditioning on \(X_k\) we see

\begin{align*}
\langle V_{k+1} \rangle = E \left[ V_{k+1}V'_{k+1} \mid X_k \right] = \text{diag} (AX_k) - A \text{ diag } X_k A'.
\end{align*}

\(\square\)

Similarly, we can show that

\begin{align*}
\langle W_{k+1} \rangle := E \left[ W_{k+1}W'_{k+1} \mid \mathcal{G}_k \right] = \text{diag} (CX_k) - C \text{ diag } X_k C'.
\end{align*}

In summary then, we have the following state space signal model for a Markov chain hidden in noise with discrete measurements.

**Discrete HMM** The discrete HMM under \(P\) has the state space equations

\begin{align*}
X_{k+1} &= AX_k + V_{k+1}, \quad Y_{k+1} = CX_k + W_{k+1}, \quad k \in \mathbb{N}, \quad (2.14)
\end{align*}

where \(X_k \in S_X, Y_k \in S_Y\), \(A\) and \(C\) are matrices of transition probabilities given in (2.2) and (2.8). The entries satisfy

\begin{align*}
\sum_{j=1}^N a_{ji} &= 1, \quad a_{ji} \geq 0, \quad (2.15) \\
\sum_{j=1}^M c_{ji} &= 1, \quad c_{ji} \geq 0. \quad (2.16)
\end{align*}

\(V_k\) and \(W_k\) are martingale increments satisfying

\begin{align*}
E \left[ V_{k+1} \mid \mathcal{F}_k \right] &= 0, \quad E \left[ W_{k+1} \mid \mathcal{G}_k \right] = 0, \\
\langle V_{k+1} \rangle := E \left[ V_{k+1}V'_{k+1} \mid X_k \right] &= \text{diag} (AX_k) - A \text{ diag } X_k A', \\
\langle W_{k+1} \rangle := E \left[ W_{k+1}W'_{k+1} \mid X_k \right] &= \text{diag} (CX_k) - C \text{ diag } X_k C'.
\end{align*}
2.3 Change of Measure

The idea of introducing new probability measures, as outlined in the previous chapter, is now discussed for the observation process \( Y \). This measure change concept is the key to many of the results in this and the following chapters.

We assume, for this measure change, \( c_\ell^i > 0, 1 \leq i \leq M, \ell \in \mathbb{N} \). This assumption, in effect, is that given any \( G_k \), the observation noise is such that there is a nonzero probability that \( Y_{k+1}^i > 0 \) for all \( i \). This assumption is later relaxed to achieve the main results of this section. Define

\[
\lambda_\ell = \sum_{i=1}^{M} \left( \frac{M^{-1}}{c_\ell^i} \right) \langle Y_\ell, f_i \rangle,
\]

and

\[
\Lambda_k = \prod_{\ell=1}^{k} \lambda_\ell.
\]

Note that \( Y_\ell^i = 1 \) for only one \( i \) at each \( \ell \), and \( Y_\ell^i = 0 \) otherwise, so that \( \lambda_\ell \) is merely the product of unity terms and one nonunity term. Consequently, since \( \lambda_k \) is a non-linear function of \( Y_k \), then property (1.1) tells us that \( \lambda_k = \lambda_k (Y_k) = \sum_{i=1}^{M} Y_k^i / M c_k^i \).

**Lemma 3.1** With the above definitions

\[
E [\lambda_{k+1} \mid G_k] = 1.
\]

**Proof** Applying the properties (1.1) and (1.2),

\[
E [\lambda_{k+1} \mid G_k] = E \left[ \sum_{i=1}^{M} \frac{1}{M c_{k+1}^i} Y_{k+1}^i \mid G_k \right]
\]

\[
= \frac{1}{M} \sum_{i=1}^{M} \frac{1}{c_{k+1}^i} P (Y_{k+1}^i = 1 \mid G_k)
\]

\[
= \frac{1}{M} \sum_{i=1}^{M} \frac{1}{c_{k+1}^i} c_{k+1}^i = 1.
\]

Here as in many places, we interchange expectations and summations, for a simple random variable. This is permitted, of course, by a special case of Fubini’s Theorem; see Loève (1978) and Appendix A.

We now define a new probability measure \( \mathcal{P} \) on \( (\Omega, \bigwedge_{\ell=1}^{\infty} G_\ell) \) by putting the restriction of the Radon-Nikodym derivative \( d\mathcal{P} / dP \) to the \( \sigma \)-field \( G_k \) equal to \( \Lambda_k \). Thus

\[
\frac{d\mathcal{P}}{dP} \bigg|_{G_k} = \Lambda_k.
\]
2.3 Change of Measure

[The existence of $\overline{P}$ follows from Kolmogorov’s Extension Theorem (Kolmogorov 1933)]; see also Appendix A. This means that, for any set $B \in \mathcal{G}_k$,

$$\overline{P}(B) = \int_B \Lambda_k dP.$$  

Equivalently, for any $\mathcal{G}_k$-measurable random variable $\phi$

$$\overline{E}[\phi] = \int \phi d\overline{P} = \int \phi \frac{d\overline{P}}{dP} dP = \int \phi \Lambda_k dP = E[\Lambda_k \phi], \quad (3.5)$$

where $\overline{E}$ and $E$ denote expectations under $\overline{P}$ and $P$, respectively. In the discrete-state case under consideration, $d\overline{P}/dP$ reduces to the ratio $\overline{P}/P$ and the integrations reduce to sums. This equation exhibits the basic idea of the change of measure; for most of the results in this book a big challenge is to determine the appropriate forms for $\lambda$ and $\Lambda$. It is not straightforward to give insight into this process other than to illustrate by examples and present hindsight proofs. Perhaps the measure changes of Chapter 3 are the most transparent, and more discussion is given for these.

We now give a conditional form of Bayes’ Theorem which is fundamental for the results that follow. The result relates conditional expectations under two different measures. Recall that $\phi$ is integrable if $E|\phi| < \infty$. First we shall consider a simple case.

Consider the experiment of throwing a die. The set of outcomes is $\Omega = \{1, 2, \ldots, 6\}$. Suppose the die is not necessarily balanced, so that the probability of $i$ showing is $P(i) = p_i$, $p_1 + \cdots + p_6 = 1$.

The $\sigma$-field $\mathcal{F}$ associated with this experiment is the collection of all subsets of $\Omega$, including the empty set $\phi$. The sets in $\mathcal{F}$ are the events. (See also Appendix A.) The probability of the event “odd number,” for instance, is $P\{1, 3, 5\} = p_1 + p_3 + p_5$. Consider the sub-$\sigma$-field $\mathcal{G}$ of $\mathcal{F}$ defined by $\mathcal{G} = \{\Omega, \phi, \{1, 3, 5\}, \{2, 4, 6\}\}$.

Now suppose $\phi$ is a real random variable on $(\Omega, \mathcal{F})$, that is, $\phi(i) \in \mathbb{R}$ for $i = 1, 2, \ldots, 6$. The mean, or expected, value of $\phi$ is then $E[\phi] = \sum_{i=1}^{6} \phi(i) p_i$.

The conditional expected value of $\phi$, given $\mathcal{G}$, $E[\phi | \mathcal{G}]$, is then a function which is constant on the smallest, nonempty sets of $\mathcal{G}$. That is,

$$E[\phi | \mathcal{G}](i) = \begin{cases} \frac{\phi(1) p_1 + \phi(3) p_3 + \phi(5) p_5}{p_1 + p_3 + p_5}, & \text{if } i \in \{1, 3, 5\}, \\ \frac{\phi(2) p_2 + \phi(4) p_4 + \phi(6) p_6}{p_2 + p_4 + p_6}, & \text{if } i \in \{2, 4, 6\} \end{cases}$$

We note that $\psi = E[\phi | \mathcal{G}]$ can be considered a function on $(\Omega, \mathcal{G})$ and that then $E[E[\phi | \mathcal{G}]] = E[\phi]$.

Suppose we now rebalance the die by introducing weights $\Lambda(i)$ on the different faces. Note that $\Lambda$ is itself, therefore, a random variable on $(\Omega, \mathcal{F})$.

Write $\overline{p}_i = \Lambda(i) p_i = \overline{P}(i)$, $i = 1, \ldots, 6$, for the new balance proportion assigned to the $i$th face. Then, because $\overline{P}$ is to be a probability measure, $E[\Lambda] = \overline{p}_1 + \cdots + \overline{p}_6 = \Lambda(1) p_1 + \cdots + \Lambda(6) p_6 = 1$. 

We have the following expressions:

\[
E \left[ \Lambda \phi \mid \mathcal{G} \right] (i) = \frac{\phi (1) \Lambda (1) p_1 + \phi (3) \Lambda (3) p_3 + \phi (5) \Lambda (5) p_5}{p_1 + p_3 + p_5}, \quad \text{if } i \in \{1, 3, 5\},
\]

\[
E \left[ \Lambda \phi \mid \mathcal{G} \right] (i) = \frac{\phi (2) \Lambda (2) p_2 + \phi (4) \Lambda (4) p_4 + \phi (6) \Lambda (6) p_6}{p_2 + p_4 + p_6}, \quad \text{if } i \in \{2, 4, 6\}.
\]

Similarly,

\[
E \left[ \Lambda \mid \mathcal{G} \right] (i) = \frac{\Lambda (1) p_1 + \Lambda (3) p_3 + \Lambda (5) p_5}{p_1 + p_3 + p_5}, \quad \text{if } i \in \{1, 3, 5\},
\]

\[
E \left[ \Lambda \mid \mathcal{G} \right] (i) = \frac{\Lambda (2) p_2 + \Lambda (4) p_4 + \Lambda (6) p_6}{p_2 + p_4 + p_6}, \quad \text{if } i \in \{2, 4, 6\}.
\]

However, with \( \bar{E} \) denoting expectation under the new probability \( \bar{P} \):

\[
\bar{E} \left[ \phi \mid \mathcal{G} \right] (i) = \frac{\phi (1) \bar{p}_1 + \phi (3) \bar{p}_3 + \phi (5) \bar{p}_5}{\bar{p}_1 + \bar{p}_3 + \bar{p}_5}, \quad \text{if } i \in \{1, 3, 5\},
\]

\[
\bar{E} \left[ \phi \mid \mathcal{G} \right] (i) = \frac{\phi (2) \bar{p}_2 + \phi (4) \bar{p}_4 + \phi (6) \bar{p}_6}{\bar{p}_2 + \bar{p}_4 + \bar{p}_6}, \quad \text{if } i \in \{2, 4, 6\}.
\]

Consequently, \( \bar{E} \left[ \phi \mid \mathcal{G} \right] = E \left[ \Lambda \phi \mid \mathcal{G} \right] / E \left[ \Lambda \mid \mathcal{G} \right] \).

We now prove this result in full generality. For background on conditional expectation see Elliott (1982b).

**Theorem 3.2 (Conditional Bayes Theorem)** Suppose \((\Omega, \mathcal{F}, P)\) is a probability space and \(\mathcal{G} \subset \mathcal{F}\) is a sub-\(\sigma\)-field. Suppose \(\bar{P}\) is another probability measure absolutely continuous with respect to \(P\) and with Radon-Nikodym derivative \(d\bar{P} / dP = \Lambda\). Then if \(\phi\) is any \(\bar{P}\) integrable random variable

\[
\bar{E} \left[ \phi \mid \mathcal{G} \right] = \psi \quad \text{where} \quad \psi = \frac{E \left[ \Lambda \phi \mid \mathcal{G} \right]}{E \left[ \Lambda \mid \mathcal{G} \right]} \quad \text{if } E \left[ \Lambda \mid \mathcal{G} \right] > 0
\]

\[
\text{and} \quad \psi = 0 \quad \text{otherwise.}
\]

**Proof** Suppose \(B\) is any set in \(\mathcal{G}\). We must show

\[
\int_B \bar{E} \left[ \phi \mid \mathcal{G} \right] d\bar{P} = \int_B \frac{E \left[ \Lambda \phi \mid \mathcal{G} \right]}{E \left[ \Lambda \mid \mathcal{G} \right]} d\bar{P}.
\]

Define \(\psi = E \left[ \Lambda \phi \mid \mathcal{G} \right] / E \left[ \Lambda \mid \mathcal{G} \right]\) if \(E \left[ \Lambda \mid \mathcal{G} \right] > 0\) and \(\psi = 0\) otherwise. Then \(\bar{E} \left[ \phi \mid \mathcal{G} \right] = \psi\).

Suppose \(A\) is any set in \(\mathcal{G}\). We must show \(\int_A \bar{E} \left[ \phi \mid \mathcal{G} \right] d\bar{P} = \int_A \psi d\bar{P}\). Write \(G = \{\omega : E \left[ \Lambda \mid \mathcal{G} \right] = 0\}\), so \(G \in \mathcal{G}\). Then \(\int_G E \left[ \Lambda \mid \mathcal{G} \right] dP = 0 = \int_G \Lambda dP\) and \(\Lambda \geq 0\) a.s.
So either $\Lambda(G) = 0$, or the restriction of $\Lambda$ to $G$ is 0 a.s. In either case, $\Lambda = 0$ a.s. on $G$.

Now $G^c = \{ \omega : E[\Lambda | \mathcal{G}] > 0 \}$. Suppose $A \in \mathcal{G}$; then $A = B \cup C$ where $B = A \cap G^c$ and $C = A \cap G$. Further,

$$\int_A \bar{E} [\phi | \mathcal{G}] d\bar{P} = \int_A \phi d\bar{P} = \int_A \phi \Lambda dP$$

$$= \int_B \phi \Lambda dP + \int_C \phi \Lambda dP. \quad (3.6)$$

Of course, $\Lambda = 0$ a.s. on $C \subset G$, so

$$\int_C \phi \Lambda dP = 0 = \int_C \psi d\bar{P}, \quad (3.7)$$

by definition.

Now

$$\int_B \psi d\bar{P} = \int_B \frac{E[\Lambda \phi | \mathcal{G}]}{E[\Lambda | \mathcal{G}]} d\bar{P}$$

$$= E \left[ I_B \frac{E[\Lambda \phi | \mathcal{G}]}{E[\Lambda | \mathcal{G}]} \right]$$

$$= E \left[ I_B \Lambda \frac{E[\Lambda \phi | \mathcal{G}]}{E[\Lambda | \mathcal{G}]} \right]$$

$$= E \left[ I_B \Lambda E \left[ \frac{E[\Lambda \phi | \mathcal{G}]}{E[\Lambda | \mathcal{G}]} \right] \right]$$

$$= E \left[ I_B \Lambda E \left[ \frac{E[\Lambda \phi | \mathcal{G}]}{E[\Lambda | \mathcal{G}]} \right] \right]$$

$$= E \left[ I_B \Lambda \phi \right]. \quad (3.8)$$

That is

$$\int_B \Lambda \phi dP = \int_B \psi d\bar{P}. \quad (3.8)$$

From (3.6), adding (3.7) and (3.8) we see that

$$\int_C \Lambda \phi dP + \int_B \Lambda \phi dP = \int_A \Lambda \phi dP$$

$$= \int_A \bar{E} [\phi | \mathcal{G}] d\bar{P} = \int_A \psi d\bar{P},$$

and the result follows. $\square$

A sequence $\{\phi_k\}$ is said to be $\mathcal{G}$-adapted if $\phi_k$ is $\mathcal{G}_k$-measurable for every $k$. Applying Theorem 3.2 result to the $P$ and $\bar{P}$ of (3.4) we have the following:
Lemma 3.3 If \( \{ \phi_k \} \) is a \( \mathcal{G} \)-adapted integrable sequence of random variables, then
\[
E[\phi_k \mid \mathcal{G}_k] = \frac{E[\Lambda_k \phi_k \mid \mathcal{G}_k]}{E[\Lambda_k \mid \mathcal{G}_k]}.
\]

Lemma 3.4 Under \( \bar{P} \), \( \{ Y_k \}, k \in \mathbb{N} \), is a sequence of i.i.d. random variables each having the uniform distribution that assigns probability \( \frac{1}{M} \) to each point \( f_i \), \( 1 \leq i \leq M \), in its range space.

Proof With \( E \) denoting expectation under \( \bar{P} \), using Lemma 3.1, Theorem 3.2 and properties (1.1) and (1.2), then
\[
\bar{P}(Y_{j+1} = 1 \mid \mathcal{G}_k) = E[\langle Y_{k+1}, f_j \rangle \mid \mathcal{G}_k] = \frac{E[\Lambda_{k+1} \langle Y_{k+1}, f_j \rangle \mid \mathcal{G}_k]}{E[\Lambda_{k+1} \mid \mathcal{G}_k]} = \frac{\lambda_{k+1} E[\langle Y_{k+1}, f_j \rangle \mid \mathcal{G}_k]}{\lambda_{k+1} E[\mathcal{G}_k]} = E[\lambda_{k+1} \langle Y_{k+1}, f_j \rangle \mid \mathcal{G}_k] = E\left[ \prod_{i=1}^{M} \left( \frac{1}{M c_{k+1}^j} \right)^{Y_{i+1}^j} \langle Y_{k+1}, f_j \rangle \mid \mathcal{G}_k \right] = E\left[ \sum_{i=1}^{M} \left( \frac{1}{M c_{k+1}^j} \right)^{Y_{i+1}^j Y_{k+1}^j} \mid \mathcal{G}_k \right] = \frac{1}{M c_{k+1}^j} E[Y_{k+1}^j \mid \mathcal{G}_k] = \frac{1}{M c_{k+1}^j} = \frac{1}{M} = \bar{P}(Y_{k+1}^j = 1),
\]
a quantity independent of \( \mathcal{G}_k \) which finishes the proof. \( \square \)

Now note that \( \bar{E}[X_{k+1} \mid \mathcal{G}_k] = E[\Lambda_{k+1} X_{k+1} \mid \mathcal{G}_k] / E[\Lambda_{k+1} \mid \mathcal{G}_k] = E[\lambda_{k+1} X_{k+1} \mid \mathcal{G}_k] = AX_k \) so that under \( \bar{P} \), \( X \) remains a Markov chain with transition matrix \( A \).

### A Reverse Measure Change

What we wish to do now is start with a probability measure \( \bar{P} \) on \( (\Omega, \mathcal{G}) \) such that
1. the process \( X \) is a finite-state Markov chain with transition matrix \( A \) and
2. \( \{ Y_k \}, k \in \mathbb{N} \), is a sequence of i.i.d. random variables and
\[
\bar{P}(Y_{k+1}^j = 1 \mid \mathcal{G}_k) = \bar{P}(Y_{k+1}^j = 1) = \frac{1}{M}.
\]
Suppose \( C = (c_{ji}), 1 \leq j \leq M, 1 \leq i \leq N \) is a matrix such that \( c_{ji} \geq 0 \) and \( \sum_{j=1}^{M} c_{ji} = 1 \).

We shall now construct a new measure \( P \) on \( (\Omega, \bigvee_{n=1}^{\infty} \mathcal{G}_n) \) such that under \( P \), (2.14) still holds and
\[
E [Y_{k+1} | \mathcal{G}_k] = CX_k.
\]

We again write
\[
c_{k+1} = CX_k
\]
and \( c_{k+1}^i = \langle c_{k+1}, f_i \rangle = \langle CX_k, f_i \rangle \), so that
\[
\sum_{i=1}^{M} c_{k+1}^i = 1.
\]

The construction of \( P \) from \( \overline{P} \) is inverse to that of \( \overline{P} \) from \( P \). Write
\[
\overline{\lambda}_\ell = \prod_{i=1}^{M} (Mc_{i})^{Y_{k+1}^i}, \quad \ell \in \mathbb{N},
\]
and
\[
\overline{\Lambda}_k = \prod_{\ell=1}^{k} \overline{\lambda}_\ell.
\]

**Lemma 3.5** With the above definitions
\[
\overline{E} [\overline{\lambda}_{k+1} | \mathcal{G}_k] = 1.
\]

**Proof** Following the proof of Lemma 3.5
\[
\overline{E} [\overline{\lambda}_{k+1} | \mathcal{G}_k] = \overline{E} \left[ \prod_{i=1}^{M} (Mc_{i})^{Y_{k+1}^i} | \mathcal{G}_k \right]
\]
\[
= M \sum_{i=1}^{M} c_{k+1}^i \overline{P} \left( Y_{k+1}^i = 1 | \mathcal{G}_k \right)
\]
\[
= M \sum_{i=1}^{M} \frac{c_{k+1}^i}{M} = \sum_{i=1}^{M} c_{k+1}^i = 1,
\]
\[
\square
\]

This time set
\[
\frac{dP}{d\overline{P}} \bigg|_{\mathcal{G}_k} = \overline{\Lambda}_k.
\]

[The existence of \( P \) follows from Kolmogorov’s Extension Theorem (Kolmogorov 1933); see also Appendix A.]

**Lemma 3.6** Under \( P \),
\[
E [Y_{k+1} | \mathcal{G}_k] = CX_k.
\]
Proof Using Theorem 3.2 and the now familiar properties (1.1) and (1.2), then

\[ P \left( Y_{k+1} = 1 \mid \mathcal{G}_k \right) = E \left[ \langle Y_{k+1}, f_j \rangle \mid \mathcal{G}_k \right] \]

\[ = \frac{E \left[ \Lambda_{k+1} \langle Y_{k+1}, f_j \rangle \mid \mathcal{G}_k \right]}{E \left[ \Lambda_{k+1} \mid \mathcal{G}_k \right]} \quad \text{(case } \Lambda \neq 0) \]

\[ = \frac{E \left[ \Lambda_{k+1} \langle Y_{k+1}, f_j \rangle \mid \mathcal{G}_k \right]}{E \left[ \Lambda_{k+1} \mid \mathcal{G}_k \right]} \]

\[ = \frac{E \left[ \prod_{i=1}^M (M \cdot c_{k+1}^i) Y_{k+1} \langle Y_{k+1}, f_j \rangle \mid \mathcal{G}_k \right]}{E \left[ \Lambda_{k+1} \mid \mathcal{G}_k \right]} \]

\[ = ME \left[ c_{k+1}^i \langle Y_{k+1}, f_j \rangle \mid \mathcal{G}_k \right] = c_{k+1}^i. \]

In case \( \Lambda_{k+1} = 0 \), we take \( \frac{0}{0} = 1 \), and the result follows. \( \square \)

### 2.4 Unnormalized Estimates and Bayes’ Formula

Recall our discrete HMM of Section 2.2; recall also that \( \mathcal{Y}_k \) is the complete \( \sigma \)-field generated by knowledge of \( Y_1, \ldots, Y_k \) and \( \mathcal{G}_k \) is the complete \( \sigma \)-field generated by knowledge of \( X_0, X_1, \ldots, X_k \) and \( Y_1, \ldots, Y_k \). We suppose there is a probability \( \overline{P} \) on \( (\Omega, \bigvee_{n=1}^\infty \mathcal{G}_n) \) such that, under \( \overline{P} \), \( X_{k+1} = AX_k + V_{k+1} \), where \( V_k \) is a \( (\overline{P}, \mathcal{G}_k) \) martingale increment. That is, \( \overline{E} \left[ V_{k+1} \mid \mathcal{G}_k \right] = 0 \) and the \( \{V_k\} \) are i.i.d. with \( \overline{P}(V_k^j = 1) = \frac{1}{M} \), and the \( Y_k \) are conditionally independent of \( V_k \), given \( \mathcal{G}_k \), under both \( P \) and \( \overline{P} \). We also have via the double expectation property listed in Appendix A,

\[ \overline{E} \left[ V_{k+1} \mid \mathcal{Y}_{k+1} \right] = \overline{E} \left[ \overline{E} \left[ V_{k+1} \mid \mathcal{G}_k, \mathcal{Y}_{k+1} \right] \mid \mathcal{Y}_{k+1} \right] \]

\[ = \overline{E} \left[ \overline{E} \left[ V_{k+1} \mid \mathcal{G}_k \right] \mid \mathcal{Y}_{k+1} \right] = 0. \quad (4.1) \]

The measure \( P \) is then defined using (3.13). Recall from Lemma 3.3 that for a \( \mathcal{F} \)-adapted sequence \( \{\phi_k\} \),

\[ E \left[ \phi_k \mid \mathcal{Y}_k \right] = \frac{E \left[ \Lambda_k \phi_k \mid \mathcal{Y}_k \right]}{E \left[ \Lambda_k \mid \mathcal{Y}_k \right]}. \quad (4.2) \]

Remark 4.1 This identity indicates why the unnormalized conditional expectation \( E \left[ \Lambda_k \phi_k \mid \mathcal{Y}_k \right] \) is investigated.

Write \( q_k(e_r), 1 \leq r \leq N, k \in \mathbb{N} \), for the unnormalized, conditional probability distribution such that

\[ E \left[ \Lambda_k \langle X_k, e_r \rangle \mid \mathcal{Y}_k \right] = q_k(e_r). \]
Note that an alternative standard notation for this unnormalized conditional distribution is $\alpha$; this is used in later chapters for a related distribution.

Now $\sum_{i=1}^{N} \langle X_k, e_i \rangle = 1$, so

$$\sum_{i=1}^{N} q_k(e_i) = \mathbb{E} \left[ \sum_{i=1}^{N} \langle X_k, e_i \rangle \mid \mathcal{Y}_k \right] = \mathbb{E} \left[ \mathcal{X}_k \mid \mathcal{Y}_k \right].$$

Therefore, from (4.2) the normalized conditional probability distribution

$$p_k(e_r) = \mathbb{E} \left[ \langle X_k, e_r \rangle \mid \mathcal{Y}_k \right]$$

is given by

$$p_k(e_r) = \frac{q_k(e_r)}{\sum_{j=1}^{k} q_k(e_j)}.$$

To conclude this section with a basic example we obtain a recursive expression for $q_k$. Recursive estimates for more general processes will be obtained in Section 2.5.

**Notation 4.2** To simplify the notation we write $c_j(Y_k) = M \prod_{i=1}^{M} c_{ij}^{Y_i}.$

**Theorem 4.3** For $k \in \mathbb{N}$ and $1 \leq r \leq N$, the recursive filter for the unnormalized estimates of the states is given by

$$q_{k+1} = A \text{ diag } c(Y_{k+1}) \cdot q_k.$$

**Proof** Using the independence assumptions under $\overline{P}$ and the fact that $\sum_{j=1}^{N} \langle X_k, e_j \rangle = 1$, as well as properties (1.1) and (1.2), we have

$$q_k(e_r) = \mathbb{E} \left[ \langle X_{k+1}, e_r \rangle \mathcal{X}_{k+1} \mid \mathcal{Y}_{k+1} \right] = \mathbb{E} \left[ \langle AX_k + V_{k+1}, e_r \rangle \mathcal{X}_{k+1} \prod_{i=1}^{M} \langle Mc_{i+1} \rangle Y_{i+1}^{Y_i} \mid \mathcal{Y}_{k+1} \right] = M \mathbb{E} \left[ \langle AX_k, e_r \rangle \mathcal{X}_{k+1} \prod_{i=1}^{M} \langle CX_k, f_i \rangle Y_{i+1}^{Y_i} \mid \mathcal{Y}_{k+1} \right]$$

[because $V_{k+1}$ is a martingale increment with (4.1) holding]

$$= M \sum_{j=1}^{N} \mathbb{E} \left[ \langle X_k, e_j \rangle \mathcal{X}_{k} \mid \mathcal{Y}_{k+1} \right] \prod_{i=1}^{M} c_{ij}^{Y_i}$$

(because $y_k$ is i.i.d. under $\overline{P}$)

$$= M \sum_{j=1}^{N} q_k(e_j) \mathcal{X}_{k} \prod_{i=1}^{M} c_{ij}^{Y_i}.$$
Using Notation 4.2 the result follows. □

Remark 4.4 This unnormalized recursion is a discrete-time form of Zakai’s Theorem (Zakai 1969). This recursion is linear. ■

2.5 A General Unnormalized Recursive Filter

We continue to work under measure $\overline{P}$ so that

\[ X_{k+1} = AX_k + V_{k+1} \] (5.1)

and the $Y_k$ are independent random variables, uniformly distributed over $f_1, \ldots, f_M$.

Notation 5.1 If $\{H_k\}, k \in \mathbb{N}$, is any integrable sequence of random variables we shall write

\[ \gamma_k (H_k) = E \left[ \overline{\lambda}_k H_k \mid Y_k \right] . \] (5.2)

Note this makes sense for vector processes $H$.

Using Lemma 3.3 we see that

\[ E \left[ H_k \mid Y_k \right] = \frac{E \left[ \overline{\lambda}_k H_k \mid Y_k \right]}{E \left[ \overline{\lambda}_k \mid Y_k \right]} = \frac{\gamma_k (H_k)}{\gamma_k (1)} . \] (5.3)

Consequently $\gamma_k (H_k)$ is an unnormalized conditional expectation of $H_k$ given $Y_k$. We shall take $\gamma_0 (X_0) = E \left[ X_0 \right]$; this provides the initial value for later recursions.

Now suppose $\{H_k\}, k \in \mathbb{N}$, is an integrable (scalar) sequence. With $\Delta H_{k+1} = H_{k+1} - H_k, H_{k+1} = H_k + \Delta H_{k+1}$, then

\[ \gamma_{k+1} (H_{k+1}) = E \left[ \overline{\lambda}_{k+1} H_k \mid Y_{k+1} \right] + E \left[ \overline{\lambda}_{k+1} \Delta H_{k+1} \mid Y_{k+1} \right] . \]

Consider the first term on the right. Then, using the now familiar properties (1.1) and (1.2),

\[
E \left[ \overline{\lambda}_{k+1} H_k \mid Y_{k+1} \right] = E \left[ \overline{\lambda}_k H_k \overline{\lambda}_{k+1} \mid Y_{k+1} \right] \\
= E \left[ \overline{\lambda}_k H_k M \prod_{i=1}^{M} (CX_k, f_i)_{Y_{k+1}} \mid Y_{k+1} \right] \\
= \sum_{j=1}^{N} E \left[ \overline{\lambda}_k H_k \langle X_k, e_j \rangle \mid Y_k \right] M \prod_{i=1}^{M} c_{ij}^{Y_{k+1}} \\
= \sum_{j=1}^{N} c_j (Y_{k+1}) \langle \gamma_k (H_k X_k), e_j \rangle .
\]
In this way the estimate for $\gamma_{k+1}(H_{k+1})$ introduces $\gamma_k(H_k X_k)$. A technical trick is to investigate the recursion for $\gamma_{k+1}(H_{k+1} X_{k+1})$. A similar discussion to that above then introduces the term $\gamma_k(H_k X_k)\gamma_k(X_k)$; this can be written $\sum_{i=1}^N \langle \gamma_k(H_k X_k), e_i, e_i' \rangle$. Therefore, the estimates for $\gamma_{k+1}(H_{k+1} X_{k+1})$ can be recursively expressed in terms of $\gamma_k(H_k X_k)$ (together with other terms). Writing $\mathbf{1}$ for the vector $(1, 1, \ldots, 1) \in \mathbb{R}^N$ we see $\langle X_k, \mathbf{1} \rangle = \sum_{i=1}^N \langle X_k, e_i \rangle = 1$, so

$$\langle \gamma_k(H_k X_k), \mathbf{1} \rangle = \gamma_k(H_k \langle X_k, \mathbf{1} \rangle) = \gamma_k(H_k).$$

Consequently, the unnormalized estimate $\gamma_k(H_k)$ is obtained by summing the components of $\gamma_k(H_k X_k)$. Furthermore, taking $H_k = 1$ in (5.4) we see

$$\gamma_k(1) = \gamma_k(X_k), \mathbf{1} = \mathbb{E} \left[ \bar{X}_k | \mathcal{G}_k \right] = \sum_{i=1}^N q_k(e_i)$$

using the notation of Section 2.4. Therefore, the normalizing factor $\gamma_k(1)$ in (5.3) is obtained by summing the components of $\gamma_k(X_k)$.

We now make the above observations precise by considering a more specific, though general, process $H$.

Suppose, for $k \geq 1$, $H_k$ is a scalar process of the form

$$H_{k+1} = \sum_{\ell=1}^{k+1} \left( \alpha_\ell + \langle \beta_\ell, V_\ell \rangle + \langle \delta_\ell, Y_\ell \rangle \right)$$

$$= H_k + \alpha_{k+1} + \langle \beta_{k+1}, V_{k+1} \rangle + \langle \delta_{k+1}, Y_{k+1} \rangle.$$  

(5.5)

Here $V_\ell = X_\ell - AX_{\ell-1}$ and $\alpha_\ell, \beta_\ell, \delta_\ell$ are $\mathcal{G}$-predictable processes of appropriate dimensions, that is, $\alpha_\ell, \beta_\ell, \delta_\ell$ are $\mathcal{G}_{\ell-1}$ measurable, $\alpha_\ell$ is scalar, $\beta_\ell$ is $N$-dimensional, and $\delta_\ell$ is $M$-dimensional.

**Notation 5.2** For any process $\phi_k$, $k \in \mathbb{N}$, write

$$\gamma_{m,k} (\phi_m) = \mathbb{E} \left[ \bar{X}_k \phi_m X_k | \mathcal{G}_k \right].$$

(6.5)

**Theorem 5.3** For $1 \leq j \leq M$ write $c_j = C e_j = (c_{1j}, \ldots, c_{Mj})'$ for the $j$th column of $C = (c_{ij})$ and $a_j = A e_j = (a_{1j}, \ldots, a_{Nj})'$ for the $j$th column of $A = (a_{ij})$. Then

$$\gamma_{k+1,k+1}(H_{k+1})$$

$$= \sum_{j=1}^N c_j(Y_{k+1}) \left\{ \langle \gamma_k(H_k) + \gamma_{k+1,k}(\alpha_{k+1} + \langle \delta_{k+1}, Y_{k+1} \rangle), e_j \rangle a_j \right.$$  

$$\left. + \left[ \text{diag}(a_j) - a_j a_j' \right] \mathbb{E} \left[ \langle \bar{X}_k X_k, e_j \rangle B_{k+1} | \mathcal{G}_{k+1} \right] \right\}.  

(5.7)

**Proof**

$$\gamma_{k+1,k+1}(H_{k+1})$$

$$= \mathbb{E} \left[ X_{k+1} H_{k+1} \bar{X}_{k+1} | \mathcal{G}_{k+1} \right]$$
\[
= E \left[ (AX_k + V_{k+1})(H_k + \alpha_{k+1} + \langle \delta_{k+1}, Y_{k+1} \rangle) \right. \\
\times \Lambda_k \bar{\Lambda}_{k+1} \mid \mathcal{Y}_{k+1}
\]

\[
= E \left[ \left( (\mathcal{H}_{k+1} + \alpha_{k+1} + \langle \delta_{k+1}, Y_{k+1} \rangle) \right) AX_k + \langle V_{k+1} \rangle \beta_{k+1} \right] \\
\times \Lambda_k \bar{\Lambda}_{k+1} \mid \mathcal{Y}_{k+1}
\]

because, as in Lemma 2.2,

\[
E \left[ \bar{\Lambda}_{k+1} V_{k+1} \mid \mathcal{Y}_k \right] \\
= E \left[ E \left[ \bar{\Lambda}_{k+1} V_{k+1} \mid X_0, X_1, \ldots, X_k, \mathcal{Y}_k \right] \mid \mathcal{Y}_k \right]
\]

\[
= \sum_{j=1}^N c_j (Y_{k+1}) E \left[ \left( \mathcal{H}_k + \alpha_{k+1} + \langle \delta_{k+1}, Y_{k+1} \rangle \right) a_j \\
+ \langle V_{k+1} \rangle \beta_{k+1} \bar{\Lambda}_k \langle X_k, e_j \rangle \mid \mathcal{Y}_{k+1} \right].
\]

Finally, because the \(Y\) are i.i.d. this final conditioning is the same as conditioning on \(\mathcal{Y}_k\). Using Lemma 2.2 and Notation 5.2 the desired result follows.

\[\Box\]

### 2.6 States, Transitions, and Occupation Times

**Estimators for the State**

Take \(H_{k+1} = H_0 = \alpha_0 = 1, \alpha_\ell = 0, \ell \geq 1, \beta_\ell = 0, \ell \geq 0\) and \(\delta_\ell = 0, \ell \geq 0\). Applying Theorem 5.3 we have again the **unnormalized filter** Equation (4.3) for \(q_k = (q_k(e_1), \ldots, q_k(e_N))\) in vector form:

\[
q_{k+1} = \sum_{j=1}^N c_j (Y_{k+1}) \langle q_k, e_j \rangle a_j.
\] (6.1)

with normalized form

\[
p_k = q_k \langle q_k, 1 \rangle^{-1}.
\] (6.2)

This form is similar to that given by Aström (1965) and Stratonovich (1960). We can also obtain a recursive form for the unnormalized conditional expectation of \(\langle X_m, e_p \rangle\) given \(\mathcal{Y}_{k+1}, m < k + 1\). This is the **unnormalized smoother**. For this we take \(H_{k+1} = H_m = \langle X_m, e_p \rangle\), \(m < k + 1, 1 \leq p \leq N\), \(\alpha_\ell = 0, \beta_\ell = 0\) and \(\delta_\ell = 0\). Applying Theorem 5.3 we have

\[
E \left[ \bar{\Lambda}_{k+1} \langle X_m, e_p \rangle \mid \mathcal{Y}_{k+1} \right] = \sum_{j=1}^N c_j (Y_{k+1}) \langle Y_{m,k} \langle X_m, e_p \rangle, e_j \rangle a_j.
\] (6.3)
We see that Equation (6.3) is indeed a recursion in \( k \); this is why we consider \( H_k X_k \).

Taking the inner product with \( 1 \) and using Notation 5.1 gives the smoothed, unnormalized estimate
\[
\gamma_k \left( \langle X_m, e_p \rangle \right) = E \left[ \Lambda_k \langle X_m, e_p \rangle \mid \mathcal{Y}_k \right].
\]

**Estimators for the Number of Jumps**

The number of jumps from state \( e_r \) to state \( e_s \) in time \( k \) is given by
\[
J_{rs}^k = \sum_{\ell=1}^k \langle X_{\ell-1}, e_r \rangle \langle X_{\ell}, e_s \rangle.
\]

Using \( X_\ell = AX_{\ell-1} + V_\ell \) this is
\[
= \sum_{\ell=1}^k \langle X_{\ell-1}, e_r \rangle \langle AX_{\ell-1}, e_s \rangle + \sum_{\ell=1}^k \langle X_{\ell-1}, e_r \rangle \langle V_\ell, e_s \rangle
\]
\[
= \sum_{\ell=1}^k \langle X_{\ell-1}, e_{1r} \rangle a_{sr} + \sum_{\ell=1}^k \langle X_{\ell-1}, e_r \rangle \langle V_\ell, e_s \rangle.
\]

Applying Theorem 5.3 with \( H_{k+1} = J_{rs}^{k+1}, H_0 = 0, \alpha_\ell = \langle X_{\ell-1}, e_r \rangle a_{sr}, \beta_\ell = \langle X_{\ell-1}, e_r \rangle e_s, \delta_\ell = 0 \) we have
\[
\gamma_{k+1,k+1} \left( J_{rs}^{k+1} \right)
\]
\[
= M \sum_{j=1}^N \left( \prod_{i=1}^M c_{ij}^{y_{ij}} \right) \left\{ \gamma_{k,k} \left( J_{rs}^k \right) + \gamma_{k,k} \left( \langle X_k, e_r \rangle a_{sr}, e_j \rangle a_j + \left[ \text{diag} (a_j) - a_j a_j' \right] \times E \left[ \langle X_k, e_j \rangle \langle X_k, e_r \rangle e_s \mid \mathcal{Y}_{k+1} \right] \right\}
\]
\[
= M \sum_{j=1}^N \left( \prod_{i=1}^M c_{ij}^{y_{ij}} \right) \langle \gamma_{k,k} \left( J_{rs}^k \right), e_j \rangle a_j
\]
\[
+ M \langle q_k, e_r \rangle \left( \prod_{i=1}^M c_{ir}^{y_{ir}} \right) [a_{sr} a_r + e_s \text{diag} (a_r) - e_s (a_r a_r')] \]

that is, using Notation 4.2,
\[
\gamma_{k+1,k+1} \left( J_{rs}^{k+1} \right) = \sum_{j=1}^N c_j \langle Y_{k+1} \rangle \langle \gamma_{k,k} \left( J_{rs}^k \right), e_j \rangle a_j
\]
\[
+ c_r \langle Y_{k+1} \rangle \langle q_k, e_r \rangle a_{sr} e_s. \tag{6.4}
\]
Together with the recursive Equation (6.1) for \( q_k \) we have in (6.4) a recursive estimator for \( \gamma_{k,k} (\mathcal{J}_k^{rs}) \). Taking its inner product with \( 1 \), that is, summing its components, we obtain \( \gamma_k (\mathcal{J}_k^{rs}) = \mathbb{E} [ \psi_k (\mathcal{J}_k^{rs}) | \mathcal{Y}_k] \).

Taking \( H_{k+1} = H_m = \mathcal{J}_m^{rs}, \alpha_{\ell} = 0, \ell > m, \beta_{\ell} = 0, \ell \geq 0, \delta_{\ell} = 0, \ell \geq 0, \) and applying Theorem 5.3 we obtain for \( k > m \), the unnormalized smoothed estimate \( \mathbb{E} [ \psi_{k+1} (\mathcal{J}_{k+1}^{rs} X_{k+1} | \mathcal{Y}_{k+1}] \)

\[
\gamma_{m,k+1} (\mathcal{J}_m^{rs}) = \sum_{j=1}^N c_j (Y_{k+1}) \langle \gamma_{m,k} (\mathcal{J}_m^{rs}), e_j \rangle a_j. \tag{6.5}
\]

Again, by considering the product \( \mathcal{J}_m^{rs} X_k \) a recursive form has been obtained. Taking the inner product with \( 1 \) gives the smoothed unnormalized estimate \( \mathbb{E} [ \psi_m (\mathcal{J}_m^{rs} X_m | \mathcal{Y}_m] \).

**Estimators for the Occupation Time**

The number of occasions up to time \( k \) for which the Markov chain \( X \) has been in state \( e_r, 1 \leq r \leq N \), is

\[
\mathcal{O}_{k+1}^r = \sum_{\ell=1}^{k+1} \langle X_{\ell-1}, e_r \rangle.
\]

Taking \( H_{k+1} = \mathcal{O}_{k+1}^r, H_0 = 0, \alpha_{\ell} = \langle X_{\ell-1}, e_r \rangle, \beta_{\ell} = 0, \delta_{\ell} = 0 \) and applying Theorem 5.3 we have

\[
\gamma_{k+1,k+1} (\mathcal{O}_{k+1}^r) = M \sum_{j=1}^N \prod_{i=1}^M c_{i j}^{Y_i^{j+1}} \left( \langle \gamma_k (\mathcal{O}_k^r), e_j \rangle + \langle \gamma_k (X_k, e_r), e_j \rangle \right) a_j.
\]

That is

\[
\gamma_{k+1,k+1} (\mathcal{O}_{k+1}^r) = \sum_{j=1}^N c_j (Y_{k+1}) \langle \gamma_{k,k} (\mathcal{O}_k^r), e_j \rangle a_j
\]

\[+ c_r (Y_{k+1}) \langle q_k, e_r \rangle a_r. \tag{6.6}\]

Together with (6.1) for \( q_k \) this equation gives a recursive expression for \( \gamma_{k,k} (\mathcal{O}_k^r) \). Taking the inner product with \( 1 \) gives \( \gamma_k (\mathcal{O}_k^r) = \mathbb{E} [ \mathcal{O}_k^r | \mathcal{Y}_k] \). For the related smoother take \( k > m, H_{k+1} = H_m = \mathcal{O}_m^r, \alpha_{\ell} = 0, \beta_{\ell} = 0, \delta_{\ell} = 0 \) and apply Theorem 5.3 to obtain

\[
\gamma_{m,k+1} (\mathcal{O}_m^r) = \sum_{j=1}^N c_j (Y_{k+1}) \langle \gamma_{m,k} (\mathcal{O}_m^r), e_j \rangle a_j. \tag{6.7}\]
Estimators for State to Observation Transitions

In estimating the parameters of our model in the next section we shall require estimates and smoothers of the process

\[ T_{rs_k} = \sum_{\ell=1}^{k} \langle X_{\ell-1}, e_r \rangle \langle Y_{\ell}, f_s \rangle \]

which counts the number of times up to time \( k \) that the observation process is in state \( f_s \) given the Markov chain at the preceding time is in state \( e_r \), \( 1 \leq r \leq N \), \( 1 \leq s \leq M \). Taking \( H_{k+1} = T_{rs_k} + 1 \), \( H_0 = 0 \), \( \alpha_\ell = 0 \), \( \beta_\ell = 0 \), \( \delta_\ell = \langle X_{\ell-1}, e_r \rangle f_s \) and applying Theorem 5.3

\[ \gamma_{k+1,k+1}(T_{rs_k}) = M \sum_{j=1}^{N} \prod_{i=1}^{M} c_{ij} Y_{k+1}^{j+1} \left( \langle \gamma_{k,k}(T_{rs_k}), e_j \rangle 
+ \langle \gamma_{k,k}(X_{k}, e_r \rangle Y_{k+1}, f_s \rangle, e_j \rangle \right) a_j. \]

That is, using Notation 4.2,

\[ \gamma_{k+1,k+1}(T_{rs_{k+1}}) = \sum_{j=1}^{N} c_j (Y_{k+1}) \langle \gamma_{k,k}(T_{rs_k}), e_j \rangle a_j 
+ M \langle q_k, e_r \rangle \langle Y_{k+1}, f_s \rangle c_{sr} a_r. \]

Together with Equation (6.1) for \( q_k \) we have a recursive expression for \( \gamma_{k,k}(T_{rs_k}) \). To obtain the related smoother take \( k + 1 > m \), \( H_{k+1} = H_m = T_{rs_m} \), \( \alpha_\ell = 0 \), \( \beta_\ell = 0 \), \( \delta_\ell = 0 \) and apply Theorem 5.3 to obtain

\[ \gamma_{m,k+1}(T_{rs_m}) = \sum_{j=1}^{N} c_j (Y_{k+1}) \langle \gamma_{m,k}(T_{rs_m}), e_j \rangle a_j. \]  

(6.9)

This is recursive in \( k \).

Remark 6.1 Note the similar form of the recursions (6.1), (6.4), (6.6), and (6.8).

2.7 Parameter Reestimation

In this section we show how, using the expectation maximization (EM) algorithm, the parameters of the model can be estimated. In fact, it is a conditional pseudo log-likelihood that is maximized, and the new parameters are expressed in terms of the recursive estimates obtained in Section 2.6. We begin by describing the EM algorithm.
The basic idea behind the EM algorithm is as follows (Baum and Petrie 1966). Let \( \{ P_{\theta}, \theta \in \Theta \} \) be a family of probability measures on a measurable space \( (\Omega, \mathcal{F}) \) all absolutely continuous with respect to a fixed probability measure \( P_0 \) and let \( \mathcal{Y} \subset \mathcal{F} \). The likelihood function for computing an estimate of the parameter \( \theta \) based on the information available in \( \mathcal{Y} \) is

\[
L(\theta) = E_0 \left[ \frac{dP_\theta}{dP_0} \bigg| \mathcal{Y} \right],
\]

and the maximum likelihood estimate (MLE) is defined by

\[
\hat{\theta} \in \arg\max_{\theta \in \Theta} L(\theta).
\]

The reasoning is that the most likely value of the parameter \( \theta \) is the one that maximizes this conditional expectation of the density.

In general, the MLE is difficult to compute directly, and the EM algorithm provides an iterative approximation method:

**Step 1.** Set \( p = 0 \) and choose \( \hat{\theta}_0 \).

**Step 2.** (E-step) Set \( \theta^* = \hat{\theta}_p \) and compute \( Q(\cdot, \theta^*) \), where

\[
Q(\theta, \theta^*) = E_{\theta^*} \left[ \log \frac{dP_\theta}{dP_{\theta^*}} \bigg| \mathcal{Y} \right].
\]

**Step 3.** (M-step) Find

\[
\hat{\theta}_{p+1} \in \arg\max_{\theta \in \Theta} Q(\theta, \theta^*).
\]

**Step 4.** Replace \( p \) by \( p + 1 \) and repeat beginning with Step 2 until a stopping criterion is satisfied.

The sequence generated \( \{ \hat{\theta}_p, p \geq 0 \} \) gives nondecreasing values of the likelihood function to a local maximum of the likelihood function: it follows from Jensen’s Inequality, see Appendix A, that

\[
\log L\left( \hat{\theta}_{p+1} \right) - \log L\left( \hat{\theta}_p \right) \geq Q\left( \hat{\theta}_{p+1}, \hat{\theta}_p \right),
\]

with equality if \( \hat{\theta}_{p+1} = \hat{\theta}_p \). We call \( Q(\theta, \theta^*) \) a conditional pseudo-log-likelihood.

Finding a set of parameters which gives a (local) maximum of the expected log-likelihood function gives an optimal estimate.

Our model (2.14) is determined by the set of parameters

\[
\theta := (a_{ji}, 1 \leq i, j \leq N, c_{ji}, 1 \leq j \leq M, 1 \leq i \leq N)
\]

which are also subject to the constraints (2.15) and (2.16). Suppose our model is determined by such a set \( \theta \) and we wish to determine a new set

\[
\hat{\theta} = (\hat{a}_{ji}(k), 1 \leq i, j \leq N, \hat{c}_{ji}(k), 1 \leq j \leq M, 1 \leq i \leq N)
\]
which maximizes the conditional pseudo-log-likelihoods defined below. Recall \( \mathcal{F}_k \) is the complete \( \sigma \)-field generated by \( X_0, X_1, \ldots, X_k \). Consider first the parameters \( a_{ji} \). To replace the parameters \( a_{ji} \) by \( \hat{a}_{ji}(k) \) in the Markov chain \( X \) we define

\[
\Lambda_k = \prod_{\ell=1}^{k} \left( \sum_{r,s=1}^{N} \frac{\hat{a}_{sr}(k)}{a_{sr}} \langle X_\ell, e_s \rangle \langle X_{\ell-1}, e_r \rangle \right).
\]

In case \( a_{ji} = 0 \), take \( \hat{a}_{ji}(k) = 0 \) and \( \hat{a}_{ji}(k)/a_{ji} = 0 \). Set

\[
\frac{dP_\theta}{dP} \bigg|_{\mathcal{F}_k} = \Lambda_k.
\]

To justify this we establish the following result.

**Lemma 7.1** Under the probability measure \( P_\hat{\theta} \) and assuming \( X_k = e_r \), then

\[
E_{\hat{\theta}} \left[ \langle X_{k+1}, e_s \rangle \mid \mathcal{F}_k \right] = \hat{a}_{sr}(k).
\]

**Proof**

\[
E_{\hat{\theta}} \left[ \langle X_{k+1}, e_s \rangle \mid \mathcal{F}_k \right] = \frac{E \left[ \langle X_{k+1}, e_s \rangle \Lambda_{k+1} \mid \mathcal{F}_k \right]}{E \left[ \Lambda_{k+1} \mid \mathcal{F}_k \right]} = \frac{E \left[ \langle X_{k+1}, e_s \rangle \hat{a}_{sr}(k) \mid \mathcal{F}_k \right]}{E \left[ \sum_{r=1}^{N} \hat{a}_{sr}(k) \langle X_{k+1}, e_s \rangle \mid \mathcal{F}_k \right]} = \frac{\hat{a}_{sr}(k) a_{sr}}{\sum_{r=1}^{N} \hat{a}_{sr}(k) a_{sr}} = \hat{a}_{sr}(k).
\]

\[\square\]

**Notation 7.2** For any process \( \phi_k, k \in \mathbb{N} \), write \( \hat{\phi}_k = E \left[ \phi_k \mid \mathcal{Y}_k \right] \) for its \( \mathcal{Y} \)-optional projection. In discrete time this conditioning defines the \( \mathcal{Y} \)-optional projection.

**Theorem 7.3** The new estimates of the parameter \( \hat{a}_{sr}(k) \) given the observations up to time \( k \) are given, when defined, by

\[
\hat{a}_{sr}(k) = \frac{J^{rs}_{k}}{\hat{\theta}^{r}_{k}} = \frac{\gamma_k (J^{rs}_{k})}{\gamma_k (\hat{\theta}^{r}_{k})}.
\]

We take \( 0/0 \) to be 0.
Proof

\[
\log \Lambda_k = \sum_{r,s=1}^{N} \sum_{\ell=1}^{k} \langle X_\ell, e_s \rangle \langle X_{\ell-1}, e_r \rangle \left[ \log \hat{a}_{sr}(k) - \log \alpha_{sr}\right]
\]

\[
= \sum_{r,s=1}^{N} \mathcal{J}_k^{rs} \log \hat{a}_{sr}(k) + R(a),
\]

where \( R(a) \) is independent of \( \hat{a} \). Therefore,

\[
E[\log \Lambda_k | \mathcal{Y}_k] = \sum_{r,s=1}^{N} \mathcal{J}_k^{rs} \log \hat{a}_{sr}(k) + \hat{R}(a). \tag{7.2}
\]

Now the \( \hat{a}_{sr}(k) \) must also satisfy the analog of (2.15)

\[
\sum_{s=1}^{N} \hat{a}_{sr}(k) = 1. \tag{7.3}
\]

Observe that

\[
\sum_{s=1}^{N} \mathcal{J}_k^{rs} = \mathcal{O}_k^{r}
\]

and in conditional form

\[
\sum_{s=1}^{N} \mathcal{J}_k^{rs} = \hat{\mathcal{O}}_k^{r}. \tag{7.5}
\]

We wish, therefore, to choose the \( \hat{a}_{sr}(k) \) to maximize (7.2) subject to the constraint (7.3). Write \( \lambda \) for the Lagrange multiplier and put

\[
L(\hat{a}, \lambda) = \sum_{r,s=1}^{N} \mathcal{J}_k^{rs} \log \hat{a}_{sr}(k) + \hat{R}(a) + \lambda \left( \sum_{s=1}^{N} \hat{a}_{sr}(k) - 1 \right).
\]

Differentiating in \( \lambda \) and \( \hat{a}_{sr}(k) \), and equating the derivatives to 0, we have the optimum choice of \( \hat{a}_{sr}(k) \) is given by the equations

\[
\frac{1}{\hat{a}_{sr}(k)} \mathcal{J}_k^{rs} + \lambda = 0, \tag{7.6}
\]

\[
\sum_{s=1}^{N} \hat{a}_{sr}(k) = 1. \tag{7.7}
\]

From (7.5)–(7.7) we see that \( \lambda = -\hat{\mathcal{O}}_k^{r} \) so the optimum choice of \( \hat{a}_{sr}(k) \), \( 1 \leq s, r \leq N \), is

\[
\hat{a}_{sr}(k) = \frac{\mathcal{J}_k^{rs}}{\hat{\mathcal{O}}_k^{r}} = \frac{\gamma_k \left( \mathcal{J}_k^{rs} \right)}{\gamma_k \left( \mathcal{O}_k^{r} \right)}. \tag{7.8}
\]

\( \square \)
Note that the unnormalized conditional expectations in (7.8) are given by the inner product with 1 of (6.4) and (6.6).

Consider now the parameters $c_{ji}$ in the matrix $C$. To replace the parameters $c_{sr}$ by $\hat{c}_{sr}(k)$ we must now consider the Radon-Nikodym derivative

$$\tilde{\Lambda}_k = \prod_{\ell=1}^{k} \left( \sum_{r=1}^{N} \sum_{s=1}^{M} \left[ \frac{\hat{c}_{sr}(k)}{c_{sr}} \right] \langle X_{\ell-1}, e_r \rangle \langle Y_{\ell}, f_s \rangle \right).$$

By analogy with Lemma 3.1 we introduce a new probability by setting

$$\left. \frac{dP_{\hat{\theta}}}{dP_{\theta}} \right|_{\mathcal{G}_k} = \tilde{\Lambda}_k.$$

Then

$$E_{\hat{\theta}} \left[ \langle Y_{k+1}, f_s \rangle \mid X_k = e_r \right] = \hat{c}_{sr}(k).$$

Then

$$E \left[ \log \tilde{\Lambda}_k \mid \mathcal{G}_k \right] = \sum_{r=1}^{N} \sum_{s=1}^{M} \mathcal{T}_k^{rs} \log \hat{c}_{sr}(k) + \tilde{R}(c),$$

(7.9)

where $\tilde{R}(c)$ is independent of $\hat{c}$. Now the $\hat{c}_{sr}(k)$ must also satisfy

$$\sum_{s=1}^{M} \hat{c}_{sr}(k) = 1.$$  

(7.10)

Observe that

$$\sum_{s=1}^{M} \mathcal{T}_k^{rs} = \mathcal{O}_k^r$$

and conditional form

$$\sum_{s=1}^{M} \mathcal{J}_k^{rs} = \mathcal{O}_k^r.$$  

(7.11)

We wish, therefore, to choose the $\hat{c}_{sr}(k)$ to maximize (7.9) subject to the constraint (7.11). Following the same procedure as above we obtain:

**Theorem 7.4** The maximum log likelihood estimates of the parameters $\hat{c}_{sr}(k)$ given the observation up to time $k$ are given, when defined, by

$$\hat{c}_{sr}(k) = \frac{\gamma_k \left( \mathcal{T}_k^{rs} \right)}{\gamma_k \left( \mathcal{O}_k^r \right)}.$$  

(7.12)

We take $0 \cdot 0$ to be 0.

Together with the estimates for $\gamma_k \left( \mathcal{T}_k^{rs} \right)$ given by the inner product with 1 of Equation (6.8) and the estimates for $\gamma_k \left( \mathcal{O}_k^r \right)$ given by taking the inner product with 1.
of Equation (6.6) we can determine the optimal choice for $\hat{c}_{sr}(k)$, $1 \leq s \leq M - 1$, $1 \leq r \leq N$. However, $\sum_{s=1}^{M} \hat{c}_{sr}(k) = 1$ for each $r$, so the remaining $\hat{c}_{Mr}(k)$ can also be found.

Remarks 7.5 The revised parameters $\hat{a}_{sr}(k)$, $\hat{c}_{sr}(k)$ determined by (7.8) and (7.12) give new probability measures for the model. The quantities $\gamma_k(J^r_{rs})$, $\gamma_k(T^r_{rs})$, $\gamma_k(O^r_k)$ can then be reestimated using the new parameters and perhaps new data, together with smoothing equations.

2.8 Recursive Parameter Estimation

In Section 2.7 we obtained estimates for the $a_{ji}$ and the $c_{ji}$. However, these are not recursive, that is, the estimate at time $k$ is not expressed as the estimate at time $(k - 1)$ plus a correction based on new information. In this section we derive recursive estimates for the parameters. Unfortunately, these recursions are not in general finite-dimensional. Recall our discrete HMM signal model (2.14) is parametrized in terms of $a_{ji}$, $c_{ji}$. Let us collect these parameters into a parameter vector $\theta$, so that we can write $A = A(\theta)$, $C = C(\theta)$. Suppose that $\theta$ is not known a priori. Let us estimate $\theta$ in a recursive manner, given the observations $\mathcal{Y}_k$. We assume that $\theta$ will take values in some set $\Theta \subseteq \mathbb{R}^p$.

Let us now write $\mathcal{F}_k$ for the complete $\sigma$-field generated by knowledge of $X_0, X_1, \ldots, X_k, Y_1, \ldots, Y_k$, together with $\theta$. Again $\mathcal{F}_k$ will be the complete $\sigma$-field generated by knowledge of $Y_1, \ldots, Y_k$. With this enlarged $\mathcal{F}_k$ the results of Sections 2.2 and 2.3 still hold. We suppose there is a probability $P$ on $(\Omega \times \Theta, \bigvee_{i=1}^{\infty} \mathcal{F}_i)$ such that, under $P$, the $\{Y_t\}$ are i.i.d. with $P(Y^t_j = 1) = \frac{1}{M}$, and $X_{k+1} = AX_k + V_{k+1}$, where $V_k$ is a $(P, \mathcal{F}_k)$ martingale increment. Write $q^r_k(\theta)$, $1 \leq r \leq N, k \in \mathbb{N}$, for an unnormalized, conditional density such that

$$E \left[ \Lambda_k \langle X_k, e_r \rangle I(\theta \in d\theta) \mid \mathcal{F}_k \right] = q^r_k(\theta) d\theta.$$

Where $d\theta$ is Lebesgue measure on $\Theta \subseteq \mathbb{R}^p$.

Here, $I(A)$ is the indicator function of the set $A$, that is, the function that is 1 on $A$ and 0 otherwise. The existence of $q^r_k(\theta)$ will be discussed below. Equalities in the variable $\theta$ can be interpreted almost surely.

The normalized conditional density $p^r_k(\theta)$, such that

$$p^r_k(\theta) d\theta = E \left[ \langle X_k, e_r \rangle I(\theta \in d\theta) \mid \mathcal{F}_k \right],$$

is then given by

$$p^r_k(\theta) = \frac{q^r_k(\theta)}{\sum_{j=1}^{N} \int_{\Theta} q^j_k(u) du}.$$
We suppose an initial distribution \( p_0(\cdot) = (p_0^1(\cdot), \ldots, p_0^N(\cdot)) \) is given. This is further discussed in Remark 8.2. A recursive expression for \( q_r^k(\theta) \) is now obtained:

**Theorem 8.1** For \( k \in \mathbb{N} \), and \( 1 \leq r \leq N \), then the recursive estimates of an unnormalized joint conditional distribution of \( X_k \) and \( \theta \) are given by

\[
q_{k+1}^r(\theta) = a_{r,0}^k \text{ diag}(q_k^r(\theta)) C_{r+1}(Y_{k+1}).
\]  

(8.1)

**Proof** Suppose \( g \) is any real-valued Borel function on \( \Theta \). Then

\[
E\left[ \langle X_{k+1}, e_r \rangle g(\theta) \| \mathcal{Y}_{k+1} \right] = \int_{\Theta} q_{k+1}^r(u) g(u) du
\]  

(8.2)

\[
= E\left[ \langle AX_k + V_{k+1}, e_r \rangle g(\theta) \prod_{i=1}^{M} \langle CX_k, f_i \rangle \langle Y_{k+1}, f_i \rangle \| \mathcal{Y}_{k+1} \right]
\]

\[
= ME\left[ \langle AX_k, e_r \rangle g(\theta) \prod_{i=1}^{M} \langle CX_k, f_i \rangle \langle Y_{k+1}, f_i \rangle \| \mathcal{Y}_{k+1} \right]
\]

\[
= M \sum_{s=1}^{N} E\left[ \langle X_k, e_s \rangle a_{rs} g(\theta) \prod_{i=1}^{M} c_{is}^{y_{is}^{k+1}} \right]
\]

\[
= M \int_{\Theta} \sum_{s=1}^{N} a_{rs} q_k^s(u) g(u) du \prod_{i=1}^{M} c_{is}^{y_{is}^{k+1}}.
\]  

(8.3)

As \( g \) is arbitrary, from (8.2) and (8.3) we see

\[
q_{k+1}^r(u) = M \sum_{s=1}^{N} \left( a_{rs} q_k^s(u) \prod_{i=1}^{M} c_{is}^{y_{is}^{k+1}} \right).
\]

Using Notation 4.2 the result follows. \( \square \)

Compared with Theorem 4.3 the new feature of Theorem 8.1 is that it updates recursively the estimate of the parameter.

**Remark 8.2** Suppose \( \pi = (\pi_1, \ldots, \pi_N) \), where \( \pi_i = P(X_0 = e_i) \) is the initial distribution for \( X_0 \) and \( h(\theta) \) is the prior density for \( \theta \). Then

\[
q_0^r(\theta) = \pi_r h(\theta),
\]

and the updated estimates are given by (8.1). \( \blacksquare \)

If the prior information about \( X_0 \) is that, say, \( X_0 = e_i \), then the dynamics of \( X \), (2.4) will move the state around and the estimate is given by (8.1). If the prior information about \( \theta \) is that \( \theta \) takes a particular value, then \( h(\theta) \) (or a factor of \( h \))
is a delta function at this value. No noise or dynamics enters into \( \theta \), so the equations (8.1) just continue to give the delta function at this value. This is exactly to be expected. The prior distribution \( h \) taken for \( \theta \) must represent the a priori information about \( \theta \); it is not an initial guess for the value of \( \theta \).

Time-varying dynamics for \( \theta \) could be incorporated in our model. Possibly \( \theta_{k+1} = A_\theta \theta_k + v_{k+1} \), where \( v_{k+1} \) is the noise term. However, the problem then arises of estimating the terms of the matrix \( A_\theta \).

Finally, we note the equations (8.1) are really just a family of equations parametrized by \( \theta \). In particular, if \( \theta \) can take one of finitely many values \( \theta_1, \theta_2, \ldots, \theta_p \) we obtain \( p \) equations (8.1) for each possible \( \theta_i \). The prior for \( \theta \) is then just a distribution over \( \theta_1, \ldots, \theta_p \).

### 2.9 Quantized Observations

Suppose now the signal process \( \{x_\ell\} \) is of the form

\[
x_{k+1} = Ax_k + v_{k+1},
\]

where \( x_k \in \mathbb{R}^d, A = (a_{ij}) \) is a \( d \times d \) matrix and \( \{v_\ell\}, \ell \in \mathbb{N} \), is a sequence of i.i.d. random variables with density function \( \psi \). (Time-varying densities or nonlinear equations for the signal can be considered.) We suppose \( x_0 \), or its distribution, is known. The observation process is again denoted by \( Y_\ell, \ell \in \mathbb{N} \). However, the observations are quantized, so that the range space of \( Y_\ell \) is finite. Here, also, we shall identify the range of \( Y_\ell \) with the unit vectors \( f_1, \ldots, f_M \), \( f_j = (0, \ldots, 1, \ldots, 0)' \in \mathbb{R}^M \), for some \( M \). Again suppose some parameters \( \theta \in \Theta \) in the model are not known. Write \( G_k \) for the complete \( \sigma \)-field generated by \( x_0, x_1, \ldots, x_k, Y_1, \ldots, Y_k \) and \( \theta \); \( \mathcal{G}_k \) is the complete \( \sigma \)-field generated by \( Y_1, \ldots, Y_k \). If \( Y^i_\ell = \langle Y_\ell, f_i \rangle, 1 \leq i \leq M \), then \( Y_\ell = (Y^1_\ell, \ldots, Y^M_\ell)' \) and \( \sum_{i=1}^M Y^i_\ell = 1 \). Write

\[
c^i_\ell = E[\langle Y_\ell, f_i \rangle \mid \mathcal{G}_{\ell-1}] = P(Y_\ell = f_i \mid \mathcal{G}_{\ell-1}).
\]

We shall suppose

\[
P(Y_\ell = f_i \mid \mathcal{G}_{\ell-1}) = P(Y_\ell = f_i \mid x_{\ell-1}), \quad 1 \leq i \leq M, \ell \in \mathbb{N}.
\]

In this case we write \( c^i_\ell(x_{\ell-1}) \). Suppose \( c^i_\ell(x_{\ell-1}) > 0, 1 \leq i \leq M, \ell \in \mathbb{N} \). Write

\[
\Lambda_k = \prod_{\ell=1}^k \left( \sum_{i=1}^M \frac{1}{M c^i_\ell(x_{\ell-1})} \langle Y_\ell, f_i \rangle \right).
\]

Defining \( \bar{P} \) by setting

\[
\frac{d\bar{P}}{dP} \bigg|_{\mathcal{G}_k} = \Lambda_k
\]
gives a measure such that

\[
\mathbb{E} \left[ \langle Y_\ell, f_i \rangle \mid \mathcal{G}_{\ell-1} \right] = \frac{1}{M}.
\]

Suppose the parameter \( \theta \) takes values in \( \mathbb{R}^d \) and is random and unknown.

Suppose we start with a measure \( \overline{P} \) on \( (\Omega \times \mathbb{R}^d, \bigvee_{\ell=1}^\infty \mathcal{G}_\ell) \) such that

\[
\mathbb{E} \left[ \langle Y_\ell, f_i \rangle \mid \mathcal{G}_{\ell-1} \right] = \frac{1}{M}
\]

and \( x_{k+1} = Ax_k + v_{k+1} \). Write

\[
\Lambda_k = \prod_{\ell=1}^k \left( \sum_{i=1}^M \mathbb{E} \left[ c^i_\ell(x_{\ell-1}) \langle Y_\ell, f_i \rangle \right] \right).
\]

[Note this no longer requires \( c^i_{k+1}(x_k) > 0 \].]

Introduce \( P \) by putting

\[
\frac{dP}{d\overline{P} \mid \mathcal{G}_k} = \Lambda_k.
\]

Suppose \( f \) is any Borel function on \( \mathbb{R}^d \) and \( g \) is any Borel function on \( \Theta \), and write \( q_k(z, \theta) \) for an unnormalized conditional density such that

\[
\mathbb{E} \left[ \Lambda_k I(x_k \in dz) I(\theta \in d\theta) \mid \mathcal{Y}_k \right] = q_k(z, \theta) dz d\theta.
\]

Then

\[
\mathbb{E} \left[ f(x_{k+1}) g(\theta) \Lambda_{k+1} \mid \mathcal{Y}_{k+1} \right] = \int \int f(\xi) g(u) q_{k+1}(\xi, u) d\xi d\lambda(u). \tag{9.1}
\]

The right-hand side is also equal to

\[
= M \mathbb{E} \left[ f(Ax_k + v_{k+1}) g(\theta) \Lambda_k \prod_{i=1}^M c^i_{k+1}(x_k)^{Y^i_{k+1}} \mid \mathcal{Y}_{k+1} \right]
\]

\[
= M \int \int f(Az + v) g(u) \left[ \prod_{i=1}^M c^i_{k+1}(z)^{Y^i_{k+1}} \right] \psi(v) q_k(z, u) dv dz d\lambda(u).
\]

Write \( \xi = Az + v \), so \( v = \xi - Az \). The above is

\[
= M \int \int f(\xi) g(u) \left( \prod_{i=1}^M c^i_{k+1}(z)^{Y^i_{k+1}} \right) \psi(\xi - Az) q_k(z, u) dz d\xi d\lambda(u). \tag{9.2}
\]

Comparing (9.1) and (9.2) and denoting
\( c_{k+1}(Y_{k+1}, z) = M \sum_{i=1}^{M} c_{k+1}^{i}(z) \langle Y_{k+1}, f_i \rangle \)

we have the following result:

**Theorem 9.1** The recursive estimate of an unnormalized joint conditional density of the signal \( x \) and the parameter \( \theta \) satisfies:

\[
q_{k+1}(\xi, u) = \int_{\mathbb{R}^d} c_{k+1}(Y_{k+1}, z) \psi(\xi - Az) q_k(z, u) dz.
\]

**Example**

In Kulhavy (1990) the following simple situation is considered. Suppose \( \theta \in \mathbb{R} \) is unknown. \( \{v_\ell\}, \ell \in \mathbb{N}, \) is a sequence of i.i.d. \( N(0, \sigma^2) \) random variables. The real line is partitioned into \( M \) disjoint intervals,

\[
I_1 = (-\infty, \alpha_1), I_2 = [\alpha_1, \alpha_2), \ldots, I_{M-1} = [\alpha_{M-2}, \alpha_{M-1}), I_M = [\alpha_M, \infty).
\]

The signal process is \( x_\ell = \theta + v_\ell, \ell \in \mathbb{N}. \) The observation process \( Y_\ell \) is an \( M \)-dimensional unit vector such that \( Y_i^\ell = 1 \) if \( x_\ell \in I_i. \) Then

\[
c_i^\ell = P(Y_i^\ell = 1 \mid \mathcal{G}_{\ell-1}) = P(Y_i^\ell = 1 \mid \theta) = P(\alpha_{i-1} \leq Y_i^\ell < \alpha_i \mid \theta) = (2\pi\sigma^2)^{-1/2} \int_{\alpha_{i-1} - \theta}^{\alpha_i - \theta} \exp(-x^2/2\sigma^2) dx = c_i^\ell(\theta), \quad 1 \leq i \leq M.
\]

Measure \( P \) is now introduced. Write \( q_k(\theta) \) for the unnormalized conditional density such that

\[
E[\mathcal{X}_k I(\theta \in d\theta) \mid \mathcal{Y}_k] = q_k(\theta) d\theta.
\]

Then, for an arbitrary Borel function \( g \),

\[
E[g(\theta) \mathcal{X}_{k+1} \mid \mathcal{Y}_{k+1}] = \int_{\mathbb{R}} g(\lambda) q_{k+1}(\lambda) d\lambda
\]

\[
= ME\left[ g(\theta) \mathcal{X}_k \sum_{i=1}^{M} c_{k+1}^{i}(\theta) \langle Y_{k+1}, f_i \rangle \right] q_k(\lambda) d\lambda.
\]
We, therefore, have the following recursion formula for the unnormalized conditional density of $\theta$:

$$q_{k+1}(\lambda) = \left( \prod_{i=1}^{M} c_{i,k+1}(\lambda) \right)^{y_{i,k+1}} q_k(\lambda).$$  \hspace{1cm} (9.3)

The conditional density of $\theta$ given $Y_k$ is then

$$p_k(\lambda) = \frac{q_k(\lambda)}{\int_{\mathbb{R}} q_k(\xi) d\xi}.$$

\section*{2.10 The Dependent Case}

The situation considered in this section, (which may be omitted on a first reading), is that of a hidden Markov Model for which the “noise” terms in the state and observation processes are possibly dependent. An elementary prototype of this situation, for which the observation process is a single point process, is discussed in Segall (1976b). The filtrations $\{\mathcal{F}_k\}$, $\{\mathcal{G}_k\}$ and $\{\mathcal{Y}_k\}$ are as defined in Section 1.2. The semimartingale form of the Markov chain is, as in Section 2.2,

$$X_{k+1} = AX_k + V_{k+1}, \quad k \in \mathbb{N},$$

where $V_k$ is an $\{\mathcal{F}_k\}$ martingale increment, $a_{ji} = P(X_{k+1} = e_j \mid X_k = e_i)$ and $A = (a_{ji})$. Again the Markov chain is not observed directly; rather we suppose there is a finite-state observation process $Y$. The relation between $X$ and $Y$ can be given as

$$P(Y_{k+1} = f_r \mid \mathcal{G}_k) = P(Y_{k+1} = f_r \mid X_k)$$

so that

$$Y_{k+1} = CX_k + W_{k+1}, \quad k \in \mathbb{N},$$

where $W_k$ is an $\{\mathcal{G}_k\}$ martingale increment, $c_{ji} = P(Y_{k+1} = f_j \mid X_k = e_i)$ and $C = (c_{ji})$. We initially assume $c_{ji}$ positive for $1 \leq i \leq N$ and $1 \leq j \leq M$.

However, the noise, or martingale increment, terms $V_k$ and $W_k$ are not independent. In fact, the joint distribution of $Y_k$ and $X_k$ is supposed, given by

$$Y_{k+1}X'_{k+1} = SX_k + \Gamma_{k+1}, \quad k \in \mathbb{N},$$

where $S = (s_{r,ji})$ denotes a $MN \times N$ matrix, or tensor, mapping $\mathbb{R}^N$ into $\mathbb{R}^M \times \mathbb{R}^N$ and

$$s_{r,ji} = P(Y_k = f_r, X_k = e_j \mid X_{k-1} = e_i) \quad 1 \leq r \leq M, \ 1 \leq i, j \leq N.$$  

Again $\Gamma_{k+1}$ is a martingale increment, so $E[\Gamma_{k+1} \mid \mathcal{G}_k] = 0$.

If the terms are independent

$$SX_k = CX_k (AX_k)'.$$
In this dependent case, recursive estimates are derived for the state of the chain, the number of jumps from one state to another, the occupation time of the chain in any state, the number of transitions of the observation process into a particular state, and the number of joint transitions of the chain and the observation process. Using the expectation maximization algorithm optimal estimates are obtained for the elements \(a_{ji}, c_{ji}\) and \(s_{rji}\) of the matrices \(A, C,\) and \(S,\) respectively. Our model is again, therefore, adaptive or “self-tuning.” In the independent case our results specialize to those of Section 2.5.

**Dependent Dynamics**

We shall suppose

\[
P(Y_{k+1} = f_r, X_{k+1} = e_j \mid \mathcal{G}_k) = P(Y_{k+1} = f_r, X_{k+1} = e_j \mid X_k)
\]

and write

\[
s_{rji} = P(Y_{k+1} = f_r, X_{k+1} = e_j \mid X_k = e_i), \quad 1 \leq r \leq M, \ 1 \leq i, j \leq N.
\]

Then \(S = (s_{rji})\) denotes a \(MN \times N\) matrix, or tensor, mapping \(\mathbb{R}^N\) into \(\mathbb{R}^M \times \mathbb{R}^N.\) From this hypothesis we have immediately:

\[
Y_{k+1}X'_{k+1} = SX_k + \Gamma_{k+1}, \quad k \in \mathbb{N},
\]

where \(\Gamma_{k+1}\) is a \((P, \mathcal{G}_k), \mathbb{R}^M \times \mathbb{R}^N\) martingale increment.

**Remark 10.1** Our model, therefore, involves the three sets of parameters \((a_{ji}), (c_{ri}),\) and \((s_{rji}).\)

Write \(\mathbf{1} = (1,1,\ldots,1)'\) for the vector, in \(\mathbb{R}^M\) or \(\mathbb{R}^N\) according to context, all components of which are 1.

**Lemma 10.2** For \(\mathbf{1} \in \mathbb{R}^M,\) then

\[
\langle \mathbf{1}, SX_k \rangle = AX_k.
\]

For \(\mathbf{1} \in \mathbb{R}^N,\) then

\[
\langle SX_k, \mathbf{1} \rangle = CX_k.
\]

**Proof** In each case \(\langle \mathbf{1}, \Gamma_k \rangle\) and \(\langle \Gamma_k, \mathbf{1} \rangle\) are martingale increments. Taking the inner product of (10.2) with \(\mathbf{1}\) the left side is, respectively, either \(\langle \mathbf{1}, Y_{k+1}X'_{k+1} \rangle = X_k\) or \(\langle Y_{k+1}X'_{k+1}, \mathbf{1} \rangle = Y_{k+1}X'_{k+1}.\) Therefore, the result follows from the unique decompositions of the special semimartingales \(X_k\) and \(Y_k.\)
In contrast to the independent situation, we have here \( P[X_{k+1} = e_j \mid \mathcal{F}_k, \mathcal{Y}_{k+1}] = P[X_{k+1} = e_j \mid X_k, \mathcal{Y}_{k+1}] \). This is not, in general, equal to \( P[X_{k+1} = e_j \mid X_k] \) so that knowledge of \( \mathcal{Y}_k \), or in particular \( Y_k \), now gives extra information about \( X_k \).

Write
\[
\alpha_{jir} = \frac{s_{rji}}{c_{ri}}; \\
\text{(recall the } c_{ri} \text{ are positive). We then have the following:}
\]

**Lemma 10.3** With \( \tilde{A} \) the \( N \times (N \times M) \) matrix \( (\alpha_{jir}) \), \( 1 \leq i, j \leq N, 1 \leq r \leq M \),
\[
X_{k+1} = \tilde{A}(X_kY'_k) + \tilde{V}_{k+1},
\]
where
\[
E[\tilde{V}_{k+1} \mid \mathcal{F}_k, \mathcal{Y}_{k+1}] = 0. \tag{10.5}
\]

**Proof**
\[
P[X_{k+1} = e_j \mid X_k = e_i, Y_{k+1} = f_r] = \frac{P[Y_{k+1} = f_r, X_{k+1} = e_j \mid X_k = e_i]}{P[Y_{k+1} = f_r \mid X_k = e_i]} = \frac{s_{rji}}{c_{ri}} = \alpha_{jir}.
\]

With \( \tilde{A} = (\alpha_{jir}) \), \( 1 \leq i, j \leq N, 1 \leq r \leq M \), we define \( \tilde{V}_k \) by putting
\[
X_{k+1} = \tilde{A}(X_kY'_k) + \tilde{V}_{k+1}. \tag{10.6}
\]
Then
\[
E[\tilde{V}_{k+1} \mid \mathcal{F}_k, \mathcal{Y}_{k+1}] = E[X_{k+1} \mid \mathcal{F}_k, \mathcal{Y}_{k+1}] - \tilde{A}(X_kY'_k) = \tilde{A}(X_kY'_k) - \tilde{A}(X_kY'_k) = 0.
\]

\[\square\]

In summary then, we have the following.

**Dependent Discrete HMM** The dependent discrete HMM is
\[
X_{k+1} = \tilde{A}(X_kY'_k) + \tilde{V}_{k+1} \tag{10.7}
\]
\[
Y_{k+1} = CX_k + W_{k+1}, \quad k \in \mathbb{N},
\]
where \( X_k \in S_x, Y_k \in S_y \), \( \tilde{A} \) and \( C \) are matrices of transition probabilities given in Lemmas 10.3 and (2.8). The entries of \( \tilde{A} \) satisfy
\[ \sum_{j=1}^{N} \alpha_{jir} = 1, \quad \alpha_{jir} \geq 0. \] (10.8)

\( \tilde{V}_k \) is a martingale increment satisfying
\[ E \left[ \tilde{V}_{k+1} \mid \mathcal{F}_k, \mathcal{Y}_{k+1} \right] = 0. \]

Next, we derive filters and smoothers for various processes.

**The State Process**

We shall be working under a probability measure \( \bar{P} \) as discussed in Sections 2.3 and 2.4, so that the observation process is a sequence of i.i.d. random variables, uniformly distributed over the set of standard unit vectors \( \{ f_1, \ldots, f_M \} \) of \( \mathbb{R}^M \).

Here \( \Lambda_k \) is as defined in Section 2.3. Using Bayes’ Theorem we see that
\[ \mathbb{P} \left[ X_{k+1} = e_j \mid \mathcal{F}_k, \mathcal{Y}_{k+1} \right] = \mathbb{E} \left[ \langle X_{k+1}, e_j \rangle \Lambda_{k+1} \mid \mathcal{F}_k, \mathcal{Y}_{k+1} \right] \]
\[ = \frac{E \left[ \langle X_{k+1}, e_j \rangle \Lambda_{k+1} \mid \mathcal{F}_k, \mathcal{Y}_{k+1} \right]}{E \left[ \Lambda_{k+1} \mid \mathcal{F}_k, \mathcal{Y}_{k+1} \right]} \]
\[ = \frac{\Lambda_{k+1}E \left[ \langle X_{k+1}, e_j \rangle \mid \mathcal{F}_k, \mathcal{Y}_{k+1} \right]}{\Lambda_{k+1}} \]
\[ = P \left[ X_{k+1} = e_j \mid \mathcal{F}_k, \mathcal{Y}_{k+1} \right] \]
\[ = P \left[ X_{k+1} = e_j \mid X_k, Y_{k+1} \right]. \]

Therefore under \( \bar{P} \), the process \( X \) satisfies (10.7). Write \( \bar{q}_k, k \in \mathbb{N} \), for the unnormalized conditional probability distribution such that
\[ \mathbb{E} \left[ \Lambda_k X_k \mid \mathcal{Y}_k \right] := \bar{q}_k. \]

Also write
\[ \bar{A} (e_j f^r_r) = \alpha_{jr} = (\alpha_{1jr}, \alpha_{2jr}, \ldots, \alpha_{Njr}) \text{ and } s_{rj} = (s_{r1j}, \ldots, s_{rNJ}). \]

**Lemma 10.4** A recursive formula for \( \bar{q}_{k+1} \) is given by
\[ \bar{q}_{k+1} = M \sum_{r=1}^{M} \sum_{j=1}^{N} \langle \bar{q}_k, e_j \rangle \langle Y_{k+1}, f_r \rangle s_{rj} = M \bar{S} \bar{q}_k Y_{k+1}^r. \] (10.9)
2.10 The Dependent Case

Proof

\[ \tilde{q}_{k+1} = E \left[ \Lambda_{k+1} X_{k+1} \mid \mathcal{Y}_{k+1} \right] \]

\[ = E \left[ \Lambda_k \prod_{r=1}^{M} (M \langle CX_k, f_r \rangle)^{Y_{r+1}} \tilde{E} \left[ X_{k+1} \mid \mathcal{F}_k, \mathcal{Y}_{k+1} \right] \mid \mathcal{Y}_{k+1} \right] \]

\[ = M \sum_{r=1}^{M} \sum_{j=1}^{N} \langle \tilde{q}_k, e_j \rangle \langle Y_{k+1}, f_r \rangle c_{rj} \alpha_{jr} \]

\[ = M \sum_{r=1}^{M} \sum_{j=1}^{N} \langle \tilde{q}_k, e_j \rangle \langle Y_{k+1}, f_r \rangle s_{rj} \]

\[ = MS \tilde{q}_k Y_{k+1}'. \]

\[ \square \]

Remark 10.5 If the noise terms in the state \( X \) and observation \( Y \) are independent, then

\[ SX_k = E \left[ Y_{k+1} X_{k+1}' \mid \mathcal{G}_k \right] \]

\[ = CX_k (AX_k)' \]

\[ = \sum_{i=1}^{N} \langle X_k, e_i \rangle c_i a_i', \]

where \( c_i = C e_i \) and \( a_i = A e_i \).

\[ \Box \]

A General Recursive Filter

Suppose \( H_k \) is a scalar \( \mathcal{G} \)-adapted process such that \( H_0 \) is \( \mathcal{F}_0 \) measurable. With \( \Delta H_{k+1} = H_{k+1} - H_k, \) \( H_{k+1} = H_k + \Delta H_{k+1} \). For any \( \mathcal{G} \)-adapted process \( \phi_k, k \in \mathbb{N} \), write \( \tilde{g}_{m,k} \left( \phi_m \right) = E \left[ \Lambda_k \phi_m X_k \mid \mathcal{Y}_k \right] \). Then

\[ \tilde{g}_{k+1,k+1} \left( H_{k+1} \right) \]

\[ = E \left[ \Lambda_{k+1} H_k X_{k+1} \mid \mathcal{Y}_{k+1} \right] + E \left[ \Lambda_{k+1} \Delta H_{k+1} X_{k+1} \mid \mathcal{Y}_{k+1} \right] \]

\[ = E \left[ \Lambda_k H_k \tilde{A} \left( X_k Y_{k+1}' \right) \Lambda_{k+1} \mid \mathcal{Y}_{k+1} \right] + E \left[ \Lambda_{k+1} \Delta H_{k+1} X_{k+1} \mid \mathcal{Y}_{k+1} \right] \]

\[ = M \sum_{r=1}^{M} \sum_{j=1}^{N} \langle \tilde{g}_{k,k} \left( H_k \right), e_j \rangle \langle Y_{k+1}, f_r \rangle s_{rj} \]

\[ + E \left[ \Lambda_{k+1} \Delta H_{k+1} X_{k+1} \mid \mathcal{Y}_{k+1} \right] \]

\[ = MS \tilde{g}_{k,k} \left( H_k \right) Y_{k+1}' + E \left[ \Lambda_{k+1} \Delta H_{k+1} X_{k+1} \mid \mathcal{Y}_{k+1} \right]. \] (10.10)
For the smoother at time \( m < k + 1 \), we have

\[
\tilde{\gamma}_{m,k+1}(H_m) = M \sum_{r=1}^{M} \sum_{j=1}^{N} \langle \tilde{\gamma}_{m,k}(H_m), e_j \rangle \langle Y_{k+1}, f_{r,j} \rangle s_{r,j}
\]

\[
= MS\tilde{\gamma}_{m,k}(H_m)Y'_{k+1}.
\] \hspace{1cm} (10.11)

**Remark 10.6** The use of the product \( H_{k+1}X_{k+1} \) and \( H_mX_{k+1} \) is explained in Section 2.5. Specializing (10.10) and (10.11), estimates and smoothers for various processes of interest are now obtained.

**The State Process**

Here \( H_{k+1} = H_0 = 1 \) and \( \Delta H_{k+1} = 0 \). Denoting \( \tilde{\gamma}_{k,k}(1) \) by \( \tilde{q}_k \) we have from (10.10) and (10.11)

\[
\tilde{q}_{k+1} = MS\tilde{q}_kY'_{k+1}
\] \hspace{1cm} (10.12)

which we have already obtained in Lemma 10.4. For \( m < k + 1 \) we have the smoothed estimate

\[
\tilde{\gamma}_{m,k+1}(\langle X_m, e_p \rangle) = MS\tilde{\gamma}_{m,k}(\langle X_m, e_p \rangle)Y'_{k+1}.
\] \hspace{1cm} (10.13)

**The Number of Jumps**

Here \( H_{k+1} = \mathcal{J}_{k+1}^{pq} = \sum_{n=1}^{k+1} \langle X_{n-1}, e_q \rangle \langle X_n, e_p \rangle \) and \( \Delta H_{k+1} = \langle X_k, e_p \rangle \times \langle X_{k+1}, e_q \rangle \). Substitution of these quantities in (10.10) and (10.11) gives the estimates and smoothers for the number of jumps:

\[
\tilde{\gamma}_{k+1,k+1}(\mathcal{J}_{k+1}^{pq}) = M \left( S\tilde{\gamma}_{k,k}(\mathcal{J}_k^{pq})Y'_{k+1} + \langle \tilde{q}_k, e_p \rangle \langle Y_{k+1}, s_{.qp} \rangle e_q \right)
\] \hspace{1cm} (10.14)

and for \( m < k + 1 \) we have the smoothed estimate

\[
\tilde{\gamma}_{m,k+1}(\mathcal{J}_m^{pq}) = MS\tilde{\gamma}_{m,k}(\mathcal{J}_m^{pq})Y'_{k+1}.
\] \hspace{1cm} (10.15)

**The Occupation Time**

Here \( H_{k+1} = \mathcal{O}_{k+1}^{op} = \sum_{n=1}^{k+1} \langle X_n, e_p \rangle \) and \( \Delta H_{k+1} = \langle X_k, e_p \rangle \). Using again (10.10) and (10.11) we have the estimates

\[
\tilde{\gamma}_{k+1,k+1}(\mathcal{O}_{k+1}^{op}) = M \left( S\tilde{\gamma}_{k,k}(\mathcal{O}_k^{op})Y'_{k+1} + \langle \tilde{q}_k, e_p \rangle \langle Y_{k+1}, s_{.p} \rangle \right),
\] \hspace{1cm} (10.16)
where \( \langle Y_{k+1}, s_{-p} \rangle = \sum_{r=1}^{M} \langle Y_{k+1}, f_r \rangle \cdot s_{r,p} \), and the smoothers for \( m < k+1 \)

\[
\tilde{\gamma}_{m,k+1} (\Theta_{m}^{p}) = MS \tilde{\gamma}_{m,k} (\Theta_{m}^{p}) Y'_{k+1}.
\]  \hspace{1cm} (10.17)

**The Process Related to the Observations**

Here \( H_{k+1} = \mathcal{R}_{k+1}^{ps} = \sum_{\ell=1}^{k+1} \langle X_{\ell-1}, e_{p} \rangle \langle X_{\ell-1}, f_{s} \rangle \) and \( \Delta H_{k+1} = \langle X_{k}, e_{p} \rangle \langle Y_{k+1}, f_{s} \rangle \). Again, substitution in (10.10) and (10.11) gives

\[
\tilde{\gamma}_{k+1,k+1} (\mathcal{R}_{k+1}^{ps}) = M \left( S \tilde{\gamma}_{k,k} (\mathcal{R}_{k}^{ps}) Y'_{k+1} + \langle \tilde{q}_{k}, e_{p} \rangle \langle Y_{k+1}, f_{s} \rangle \cdot s_{s,p} \right)
\]  \hspace{1cm} (10.18)

and for \( m < k+1 \) we have the smoothed estimate

\[
\tilde{\gamma}_{m,k+1} (\mathcal{R}_{m}^{ps}) = MS \tilde{\gamma}_{m,k} (\mathcal{R}_{m}^{ps}) Y'_{k+1}.
\]  \hspace{1cm} (10.19)

**The Joint Transition**

In the dependent situation a new feature is the joint transition probabilities. Here \( H_{k+1} = \mathcal{L}_{k+1}^{tp} = \sum_{\ell=1}^{k+1} \langle X_{\ell}, e_{q} \rangle \langle X_{\ell-1}, e_{p} \rangle \) and \( \Delta H_{k+1} = \langle Y_{k+1}, f_{t} \rangle \langle X_{k+1}, e_{q} \rangle \times \langle X_{k}, e_{p} \rangle \). Estimates and smoothers for the joint transitions are obtained using again (10.10) and (10.11). These are:

\[
\tilde{\gamma}_{k+1,k+1} (\mathcal{L}_{k+1}^{tp}) = M \left( S \tilde{\gamma}_{k,k} (\mathcal{L}_{k}^{tp}) Y'_{k+1} + \langle \tilde{q}_{k}, e_{p} \rangle \langle Y_{k+1}, f_{s} \rangle \cdot s_{tqp} e_{q} \right)
\]  \hspace{1cm} (10.20)

and

\[
\tilde{\gamma}_{m,k+1} (\mathcal{L}_{m}^{tp}) = MS \tilde{\gamma}_{m,k} (\mathcal{L}_{m}^{tp}) Y'_{k+1}.
\]  \hspace{1cm} (10.21)

**Parameter Estimation**

Our hidden Markov model is described by the equations:

\[
X_{k+1} = AX_k + V_{k+1}
\]

\[
Y_{k+1} = CX_k + W_{k+1}
\]

\[
Y_{k+1}X'_{k+1} = SX_k + \Gamma_{k+1}, \quad k \in \mathbb{N}.
\]

The parameters in the model are, therefore, given in a set

\[
\theta = \{ a_{ji}, 1 \leq i, j \leq N; \quad c_{ji}, 1 \leq j \leq M, 1 \leq i \leq N; \quad s_{rji}, 1 \leq r \leq M, 1 \leq i, j \leq N \}.
\]
These satisfy
\[ \sum_{j=1}^{N} a_{ji} = 1, \quad \sum_{j=1}^{M} c_{ji} = 1, \quad \sum_{r=1}^{M} \sum_{j=1}^{N} s_{rji} = 1. \] (10.22)

Suppose such a set \( \theta \) is given and we wish to determine a new set \( \hat{\theta} = \{(\hat{a}_{ji}(k)), (\hat{c}_{ji}(k)), (\hat{s}_{rji}(k))\} \) which maximizes the log-likelihood function defined below. Consider the parameters \( (s_{rji}, 1 \leq r \leq M, 1 \leq i, j \leq N) \). To replace the joint transitions \( s_{rji} \) by \( \hat{s}_{rji}(k) \) consider the Radon-Nikodym derivatives
\[
\frac{d\hat{P}}{dP} \bigg|_{\mathcal{G}_k} = \prod_{\ell=1}^{k} \prod_{r=1}^{M} \prod_{i,j=1}^{N} \left[ \frac{\hat{s}_{rji}(k)}{s_{rji}(k)} \right]^{Y_{\ell,r} f(r, c_{i,j}) X_{\ell-1,i} e_{i,j}}.
\]
Therefore
\[
E \left[ \log \frac{d\hat{P}}{dP} \bigg|_{\mathcal{G}_k} \right] = \sum_{r=1}^{M} \sum_{i,j=1}^{N} \mathcal{L}_{k}^{rji} \log \hat{s}_{rji}(k) + \hat{R}(s), \tag{10.23}
\]
where \( \hat{R}(s) \) is independent of \( \hat{s} \). Now observe that
\[
\sum_{r=1}^{M} \sum_{j=1}^{N} \mathcal{L}_{k}^{rji} = \mathcal{O}_{k}^{j}. \tag{10.24}
\]
Conditioning (10.24) on \( \mathcal{G}_k \) we have:
\[
\sum_{r=1}^{M} \sum_{j=1}^{N} \mathcal{L}_{k}^{rji} = \mathcal{O}_{k}^{j}. \tag{10.25}
\]
Now the \( \hat{s}_{rji}(k) \) must also satisfy:
\[
\sum_{r=1}^{M} \sum_{i=1}^{N} \hat{s}_{rji}(k) = 1. \tag{10.26}
\]
We wish, therefore, to choose the \( \hat{s}_{rji}(k) \) to maximize the conditional log-likelihood (10.23) subject to the constraint (10.26). Write \( \lambda \) for the Lagrange multiplier and put
\[
F(\hat{s}, \lambda) = \sum_{r=1}^{M} \sum_{i,j=1}^{N} \mathcal{L}_{k}^{rji} \log \hat{s}_{rji}(k) + \hat{R}(s) + \lambda \left( \sum_{r=1}^{M} \sum_{j=1}^{N} \hat{s}_{rji}(k) - 1 \right).
\]
Equating the derivatives of \( F \) in \( \hat{s}_{rji}(k) \) and \( \lambda \) to zero we have that the optimum choice of \( \hat{s}_{rji}(k) \) is given, when defined, by
Similarly, as in Section 2.7 the optimal choice for $\hat{a}_{ji}(k)$ and $\hat{c}_{ji}(k)$ given the observations are, respectively, when defined

$$\hat{a}_{ji}(k) = \frac{\hat{J}_{k}^{ij}}{\hat{O}_{k}^{i}},$$

(10.28)

and

$$\hat{c}_{ji}(k) = \frac{\hat{T}_{k}^{ij}}{\hat{O}_{k}^{i}}.$$  

(10.29)

Remark 10.7 We have found recursive expressions for $\tilde{\gamma}_{k}(O_{k}^{i})$, $\tilde{\gamma}_{k}(L_{r}^{j}i)$, $\tilde{\gamma}_{k}(J_{ij}^{k})$ and $\tilde{\gamma}_{k}(T_{ij}^{k})$. The revised parameters $\hat{\theta} = ((\hat{a}_{ji}(k)), (\hat{c}_{ji}(k)), (\hat{s}_{r}^{ji}(k)))$, are then determined by (10.27), (10.28), and (10.29). This procedure can be iterated and an increasing sequence of likelihood ratios obtained.

A Test for Independence

Taking inner products with $1 \in \mathbb{R}^{N}$, (10.16) and (10.20) provide estimates for $\tilde{\gamma}_{k}(O_{k}^{i})$ and $\tilde{\gamma}_{k}(L_{r}^{j}i)$, respectively; an optimal estimate for $s_{r}^{ji}(k)$ is then obtained from (10.27). However, if the noise terms in the state $X$ and observation $Y$ are independent we have

$$SX_{k} = C \text{ diag } X_{k}A'.$$

Taking $X_{k} = e_{i}$ and considering

$$\langle Se_{i}, f_{r}e_{j}' \rangle = \langle Ce_{i}, f_{r} \rangle \langle Ae_{i}, e_{j} \rangle$$

we see that if the noise terms are independent:

$$s_{r}^{ji} = c_{ri}a_{ji}$$

for $1 \leq r \leq M$, $1 \leq i, j \leq N$. If the noise terms are independent $\gamma_{k}(J_{ij}^{k}), \gamma_{k}(O_{k}^{i})$, and $\gamma_{k}(T_{ij}^{k})$ are given in Section 2.6. Taking inner products with $1 \in \mathbb{R}^{N}$ gives estimates for $\gamma_{k}(J_{ij}^{k}), \gamma_{k}(O_{k}^{i})$, and $\gamma_{k}(T_{ij}^{k})$, and substituting in (10.28) and (10.29) gives estimates for $\hat{a}_{ji}(k)$ and $\hat{c}_{ji}(k)$. Consequently, a test for independence is to check whether

$$\hat{s}_{r}^{ji}(k) = \hat{c}_{ri}(k) \cdot \hat{a}_{ji}(k).$$
Modification of our model and this test will give other tests for independence. For example, by enlarging the state space, so the state at time $k$ is in fact $(X_{k+1}, X_k)$ a test can be devised to check whether either the process $X_k$ is Markov, or $(X_{k+1}, X_k)$ is Markov, in a hidden Markov model situation. Alternatively, models can be considered where $X_{k+1}$ and $Y_{k+1}$ depend also on $Y_k$.

### 2.11 Problems and Notes

#### Problems

1. Show that $\overline{\Lambda}_k$ defined in Section 2.3 is a $(\mathcal{P}, \mathcal{G}_k)$-martingale, and $\Lambda_k$ defined in Section 2.7 is a $(\mathcal{P}, \mathcal{G}_k)$-martingale.

2. Fill in the details in the proof of Theorem 5.3.

3. Write $\rho_{m,k}(e_r) = \mathbb{E}\left[\langle X_m, e_r \rangle \mid \mathcal{G}_k\right]$, $\overline{\Lambda}_{m,k} = \prod_{\ell=m}^k \overline{\gamma}_\ell$ and $\beta_{m,k}(e_r) = \mathbb{E}\left[\overline{\Lambda}_{m+2,k} \mid X_m = e_r, \mathcal{G}_k\right]$. Show that $\beta_{m,k}$ satisfies the following backward recursive equation

$$
\beta_{m,k}(e_r) = M \sum_{\ell=1}^N \prod_{i=1}^M d_{\ell i}^{Y_{m+2}} \beta_{m,k}(e_\ell) p_{r \ell}
$$

and $\beta_{m,k}(\cdot) = \beta_{n-1,k}(\cdot) = 1$. Then verify that:

$$
\rho_{m,k}(e_r) = q_m(e_r) \beta_{m,k}(e_r) \prod_{i=1}^M d_{ir}^{Y_{m+2}},
$$

where $q_m(\cdot)$ is given recursively by (4.3).

4. Prove Theorem 7.4.

5. It is pointed out in Section 2.10 that alternatively, the transitions at time $k$ of the processes $X$ and $Y$ could also depend on $Y_{k-1}$. Describe the dynamics of this model and define a new probability measure under which the observed process $Y$ is a sequence of i.i.d. random variables uniformly distributed.

6. Using a “double change of measure” changing both processes $X$ and $Y$ into i.i.d. uniform random variables, rederive the recursions of Sections 2.4 to 2.6.

#### Notes

Hidden Markov models, HMMs, have found applications in many areas. The survey by Rabiner (1989) describes their role in speech processing. Stratonovich (1960) describes some similar models in Stratonovich (1960). The results of Aström (1965) are obtained using Bayes’ rule, and the recursion he obtained is related to Theorem 4.3.
The expectation maximization, EM, algorithm was first introduced by Baum and Petrie (1966) and further developed by Dempster et al. (1977).

Our formulation, in terms of filters which estimate the number of jumps from one state to another $J$, the occupation time $O$, and the $F$ process, avoids use of the forward-backward algorithm and does not require so much memory. However, it requires a larger number of calculations that can be done in parallel.

Related contributions can be found in Boel (1976) and Segall (1976b). The latter discusses only a single counting observation process. Boel has considered multidimensional point processes, but has not introduced Zakai equations or the change of measure.

The continuous-time versions of these results are presented in Chapters 7 and 8.