Electron Spin Echo Envelope Modulation (ESEEM) and pulse Electron Nuclear Double Resonance (ENDOR) experiments are considered to be two cornerstones of pulse EPR spectroscopy. These techniques are typically used to obtain the static spin Hamiltonian parameters of powders, frozen solutions, and single crystals. The development of new methods based on these two effects is mainly driven by the need for higher resolution, and therefore, a more accurate estimation of the magnetic parameters. In this chapter, we describe the inner workings of ESEEM and pulse ENDOR experiments as well as the latest developments aimed at resolution and sensitivity enhancement. The advantages and limitations of these techniques are demonstrated through examples found in the literature, with an emphasis on systems of biological relevance.

1. INTRODUCTION

During the last decades, electron paramagnetic resonance (EPR) has become a powerful spectroscopic method for studying compounds containing paramagnetic species. Applications abound in the study of transition metal complexes, organic and inorganic radicals, and paramagnetic metalloproteins. In biological systems containing one or more unpaired electrons, EPR spectroscopy can provide unique information on the electronic and geometric structure since magnetic data such as $g$-values, hyperfine couplings, and nuclear quadrupole parameters are directly related to the electronic wavefunction and the local environment of the paramagnetic center. The $g$-values and, for species with several unpaired electrons ($S > \frac{1}{2}$), the zero-field splitting often provide fingerprint information on the type of paramagnetic species. The hyperfine couplings characterize the spin density distribution in detail and can give access to distances between the nuclei and the unpaired electron up to approximately 1 nm. The nuclear quadrupole interactions provide information on the bonding of nuclei and can also be utilized to determine bond angles. For
these reasons, EPR spectroscopy is well suited for structural studies in systems lacking long-range order on length scales that are not easily accessible by other techniques.

In powders, frozen solutions and even single crystals, many of the hyperfine and nuclear quadrupole splittings are typically not resolved in the field-swept EPR spectrum due to inhomogeneous broadening effects. In transition metal complexes, for example, often only the largest hyperfine coupling from the metal ion is observed. This lack of resolution is mainly due to the transition selection rules, which show that the number of EPR lines increases multiplicatively, \( N_{\text{EPR}} = \prod_k (2I_k + 1) \), where the product is over the total number of nuclei \( k \) with spin quantum numbers \( I_k > 0 \). The resolution limitation in field-swept EPR methods can be overcome by measuring nuclear frequency spectra directly with pulse techniques. In this case the number of lines increases in an additive way, \( N_{\text{NF}} = \sum_k I_k \). By directly measuring nuclear frequency spectra, EPR spectroscopy can access both strong and very weak interactions and, consequently, characterize the system under study in more detail.

The pulse EPR methods discussed here for measuring nuclear transition frequencies can be classified into two categories. The first involves using electron nuclear double resonance (ENDOR) techniques where the signal arises from the excitation of EPR and NMR transitions by microwave (m.w.) and radiofrequency (r.f.) irradiation, respectively. In the second class of experiments, based on the electron spin echo envelope modulation (ESEEM) effect, the nuclear transition frequencies are indirectly measured by the creation and detection of electron or nuclear coherences using only m.w. pulses. No r.f. irradiation is required. ENDOR and ESEEM spectra often give complementary information. ENDOR experiments are especially suited for measuring nuclear frequencies above approximately 5 MHz, and are often most sensitive when the hyperfine interaction in not very anisotropic. Conversely, anisotropic interactions are required for an ESEEM effect, and the technique can easily measure low nuclear frequencies.

Following the rapid development of pulse EPR spectroscopy during the last few decades, pulse EPR methods based on ENDOR and ESEEM effects have been successfully applied to characterize paramagnetic systems containing transition metal ions [1–6]. Together with this ever-increasing number of applications, there is an ongoing effort to develop new methods aimed at resolution and/or sensitivity enhancement [7]. Nowadays, there is a large variety of pulse EPR experiments that can specifically address a given problem and provide optimum resolution. Furthermore, results from such advanced experiments are often more easily interpreted because fewer assumptions are required. The aim of this contribution is to give an up-to-date overview of the existing pulse EPR experiments based on ENDOR and ESEEM effects and to illustrate their advantages and limitations by reference to recent applications.

The present chapter is structured as follows. In §2 the most important terms of the spin Hamiltonian are introduced and the relevant properties of nuclear fre-
quency spectra are discussed. The concept of orientation selection, which is of particular importance in disordered systems in EPR, is also presented. Section 3 gives an overview of experiments based on the ESEEM effect, starting with a short description of the origin of the nuclear modulation effect. After introducing the basic two- and three-pulse experiments in one dimension, special attention is paid to high-resolution two-dimensional methods such as hyperfine sublevel correlation spectroscopy (HYSCORE), as well as to special detection schemes for eliminating spectral artifacts. The concept of sensitivity enhancement using matched m.w. pulses is described and specific techniques developed in order to separate interactions from each other, i.e., hyperfine decoupling, are presented. Section 4 gives an overview of pulse ENDOR experiments. A brief introduction to the standard Davies and Mims ENDOR sequences is given. We then present a description of a selection of 2D experiments, as well as methods aimed at determining the sign or relative sign of the hyperfine interaction. A brief discussion of high-field ENDOR, resolution and sensitivity, and the hyperfine enhancement effect is presented. In §5, 2D field-swept EPR techniques for unraveling different interactions that contribute to a complex EPR lineshape are discussed (nutation experiments and electron Zeeman-resolved EPR).

2. SPIN HAMILTONIAN

This section gives an explanation of the different terms of the static spin Hamiltonian. The concept of orientation selection by selective m.w. excitation, which is central to many pulse EPR experiments on disordered systems, is explained.

2.1. Static Spin Hamiltonian

The static spin Hamiltonian is used to describe the energies of states of a paramagnetic species in the ground state with an effective electron spin $S$ and $m$ nuclei with spins $I$.

$$\mathcal{H}_0 = \mathcal{H}_{EZ} + \mathcal{H}_{ZFS} + \mathcal{H}_{HF} + \mathcal{H}_{NZ} + \mathcal{H}_{NQ}$$

$$= \beta_0 B_0 g_S S \cdot H + \mathcal{S} \mathcal{D} \mathcal{S} + \sum_{k=1}^{m} g_{n,k} \mathcal{B}_k I_k \cdot H + \sum_{I_k > \frac{1}{2}} \mathcal{I}_k \mathcal{P}_k \mathcal{I}_k .$$

In this review all interactions are given in angular frequency units unless stated otherwise. $\mathcal{H}_0$ is called the spin Hamiltonian since it contains only phenomenological constants and spin coordinates described by the electron spin vector operator $\mathcal{S} = [\hat{S}_x, \hat{S}_y, \hat{S}_z]$ and the nuclear spin vector operators $\mathcal{I}_k = [\hat{I}_{x,k}, \hat{I}_{y,k}, \hat{I}_{z,k}]$. $B_0$ is a vector describing the direction and strength of the permanent magnetic field. The transpose is denoted with a tilde. The terms describe: $\mathcal{H}_{EZ}$, electron Zeeman interaction; $\mathcal{H}_{ZFS}$, zero-field splitting; $\mathcal{H}_{HF}$, hyperfine interactions between the electron
spins and $m$ nuclear spins; $\mathcal{H}_{NZ}$, nuclear Zeeman interactions; $\mathcal{H}_{NQ}$, nuclear quadrupole interactions for $I > \frac{1}{2}$. Equation (1) ignores high-order electron spin operators, and the spin–spin interactions between pairs of nuclear spins since its magnitude is very small compared to the other terms and the usual linewidths observed in paramagnetic complexes.

The information obtained from the spin Hamiltonian, the $3 \times 3$ matrices $g$, $D$, $A$, and $P$, is very sensitive to the geometric and electronic structure of the paramagnetic center. The electron Zeeman interaction reveals information about the electronic states; the zero-field splitting describes the coupling between electrons for systems where $S > \frac{1}{2}$; the hyperfine interactions contain information about the spin density distribution [8] and can be used to evaluate the distance and orientation between the unpaired electron and the nucleus; the nuclear Zeeman interaction identifies the nucleus; the nuclear quadrupole interaction is sensitive to the electric field gradient at the site of the nucleus and thus provides information on the local electron density.

The hyperfine interaction is a key source of information on the spin density distribution. It can be written as the sum of the isotropic interaction or Fermi contact interaction $\mathcal{H}_F$ and the electron-nuclear dipole–dipole coupling $\mathcal{H}_{DD}$:

$$\mathcal{H}_{HF} = \mathcal{H}_F + \mathcal{H}_{DD} = a_{iso} \mathbf{S} \mathbf{I} + \mathbf{S} \mathbf{T} \mathbf{I}. \quad (2)$$

Here $a_{iso}$ is the isotropic hyperfine coupling constant that is directly related to $|\psi_o(0)|^2$, the electron spin density at the nucleus:

$$a_{iso} = \frac{2\mu_e g_e \beta_e g_n \beta_n}{3\hbar} |\psi_o(0)|^2. \quad (3)$$

Often $a_{iso}$ is used to estimate the s-orbital spin population on the corresponding nucleus [9] (see, e.g., [10]). In Eq. (2) matrix $\mathbf{T}$ describes the anisotropic dipole–dipole coupling. The dominant contribution to $\mathcal{H}_{DD}$, for nuclei other than protons, usually comes from the interaction of an electron spin in a p-, d-, or f-type orbital with the magnetic moment of the corresponding nucleus. By reference to suitable tables the dipole–dipole coupling can also be used to estimate the spin population in these orbitals [10]. For distances $r_k$ between the electron and nuclear spin greater than approximately 0.25 nm, the anisotropic part of the hyperfine interaction can be used to calculate the electron–nuclear distance and orientation with the electron–nuclear point–dipole formula:

$$T = \frac{\mu_0}{4\pi \hbar} g_e g_n \beta_e \beta_n \sum_{k \neq N} \rho_k \left(3\mathbf{n}_k \cdot \mathbf{n}_k - 1\right), \quad (4)$$

where the sum is over all nuclei with spin population $\rho_k$ at distance $r_k$ from the nucleus with the electron–nucleus unit vector $\mathbf{n}_k$. For an axial interaction with positive $g_n$, $T = [-T, -T, 2T]$. Equation (4) gives very accurate information on proton positions provided the spin density distribution is known. It is also worth noting
that in many transition metal complexes there is a substantial orbital magnetic moment that adds pseudo-isotropic and pseudo-anisotropic contributions, and can be taken into account with $A = a_{iso} 1 + g T / g_e$ \[11,12\]. For systems with large $g$ and/or $T$ anisotropy this contribution to $A$ cannot be neglected and needs to be included, particularly when analyzing high-resolution experiments like HYSCORE.

The spin Hamiltonian parameters of a complex or a model system can in principle be determined from a quantum chemical calculation of the electronic structure. The Density Functional Theory (DFT) \[13\] method is at present popular for this purpose, since it allows fairly large systems (~200 atoms) to be investigated. By comparing the calculated and experimental spin Hamiltonian parameters it is often possible to distinguish between different proposed models and to gain further insight into the electronic and geometric structure of the sample.

2.2. Nuclear Frequency Spectra of Spin Systems with $S = ½$ and Arbitrary I

Under the assumption $H_{EZ} \gg H_{HF} \gg H_{NQ}$, the first-order nuclear frequencies ($\omega^{(1)}$) for a nuclear spin $I$ and an arbitrary orientation of the $B_0$ field are given by

$$\omega^{(1)}(m_s, m_I \leftrightarrow m_I + 1) = c(m_s) + \frac{1}{2} P'_z(m_I)(2m_I + 1),$$

where

$$c(m_s) = \sqrt{n(m_s g gA + \omega_I 1)(m_s g gA + \omega_I 1)n},$$

and

$$P'_z(m_I) = \frac{1}{c(m_I)^2} n \left( m_s g gA + \omega_I 1 \right) P \left( m_s g gA + \omega_I 1 \right) n.$$

$n$ is a unit vector describing the orientation of $B_0$ in the molecular frame. For the special case when $g$, $A$, and $P$ are coaxial and $B_0$ is parallel to one of the principal values $A_i$, Eq. (5) reduces to

$$\omega^{(1)} = \frac{A_i \pm \omega_I}{2} \text{ for } I = \frac{1}{2},$$

$$\omega^{(1)} = \frac{A_i \pm \omega_I \pm \frac{3}{2} P_i}{2} \text{ for } I = 1,$$

$$\omega^{(1)} = \frac{A_i \pm \omega_I \pm \frac{3}{2} P_i (2m_I + 1)}{2} \text{ for } I > 1.$$
Figure 1. Typical nuclear frequency spectra for an $S = \frac{1}{2}$ spin system with one nuclear spin: (a) single-crystal, $I = \frac{1}{2}, 2|\omega_0| > |A_s|, \omega_0 < 0, A_s > 0$; (b) single crystal, $2|\omega_0| < |A_s|$; (c) powder spectrum for an axial hyperfine interaction; (d) single crystal, $I = 1$ with $B_0$ along a principal axis. Modified with permission from [7]. Copyright © 2001, Oxford University Press.

For an $I = \frac{1}{2}$ spin system Eq. (8a) shows that there are two frequencies symmetrically centered around $|\omega_0|$ (weak coupling case; $2|\omega_0| < |A_s|$) or $A_s/2$ (strong coupling case; $2|\omega_0| > |A_s|$). If the hyperfine interaction is anisotropic and $B_0$ is not along one of the principal values, then the peaks are shifted to higher frequencies as shown in Figure 1a,b. This shift is exploited in 2D techniques like HYSCORE. For nuclear spin $I > \frac{1}{2}$, there is an additional splitting of the lines due to the nuclear quadrupole interaction (Fig. 1d).

The energy level diagram for an $S = \frac{1}{2}, I = 1$ spin system is shown in Figure 2, and has four single-quantum (SQ) NMR transitions and two double-quantum (DQ) NMR transitions. In ENDOR spectroscopy, usually only the SQ transitions are observed; in ESEEM experiments both SQ and DQ transitions can be observed.

2.3. Orientation Selection in Pulse EPR

A resonator can be considered as a bandpass filter. The excitation bandwidth $\Delta \nu$ is determined by the resonator quality factor $Q_L$ and is given by $Q_L = \nu/\Delta \nu$. For example, at X-band with $\nu = 9.8$ GHz and $Q_L = 100$, a total bandwidth of approximately 100 MHz or 3.5 mT is excited. In addition to the resonator, the excitation width of the m.w. pulse needs to be considered. With the maximum available microwave power and $Q_L$ value the $B_1$ field strength is such that a $\pi/2$-pulse requires typically ~10 ns (a rectangular pulse of width $L$ has a sinc function in the frequency domain with a full width at half height of $\pm 3.79/(2\pi L)$ Hz).
The resulting excitation bandwidth may be enough to excite the complete spectrum of an organic radical at X-band, but typically only excites a narrow region of the spectrum from a transition metal complex. Consider for example the EPR spectrum of Cob(II)alamin with $g$-values of $g_1 = 2.272$, $g_2 = 2.230$, $g_3 = 2.004$ [14]. At X-band the EPR spectrum has a width of 90 mT (~2 GHz), and at W-band it is 400 mT (~11 GHz) wide. The effective excitation bandwidth of the pulse, in comparison to the EPR spectrum, thus provides orientation selection in disordered samples. This orientationally selective excitation allows the magnetic interactions, with respect to the $g$-matrix coordinate system, to be estimated.

Figure 3a shows a calculated EPR spectrum for a rhombic $g$-matrix (the $g$-values correspond to the so called “red2” signals from methyl coenzyme reductase) [15]. For a pulse experiment (e.g., ENDOR or HYSCORE) performed at the field position corresponding to $g_1$, only molecules with their $g_1$ axis ($g_1$) oriented along or close to $B_0$ contribute to the experiment. At the high-field end at the observer position corresponding to $g_3$, only molecules with $g_3$ oriented close to or along $B_0$ contribute to the experiment. These positions, at the extreme high- and low-field ends of the EPR spectrum, are referred to as “single-crystal” like. With $B_0$ at the observer position corresponding to the $g_2$ value, many orientations of the paramagnetic center are resonant with the m.w. pulse and contribute to the experiment. Figure 3b,c shows a calculation for Cob(II)alamin at X-band and Q-band, respectively. At X-band, the orientation selection for experiments performed at the field positions corresponding to $g_1$ and $g_2$ are particularly poor since the small $g$-anisotropy and large cobalt hyperfine interaction result in many orientations contributing to the experiment. At Q-band the situation is much improved and two “single-crystal” like positions are possible at the low- and high-field ends.
Figure 3. Calculated EPR spectra and orientation selection on the unit sphere for the observer (B_0 field) positions corresponding to g_1, g_2, and g_3. White indicates orientations on-resonance with the m.w. pulse, black shading is off-resonance. The m.w. pulse for the orientation selection has a width of 25 MHz. (a) Orthorhombic spectrum of MCR_{red} at X-band (9.8 GHz) with g-values of g_1 = 2.287, g_2 = 2.231, g_3 = 2.175, and a linewidth of 100 MHz. (b) Spectrum of Cob(II)alamin with g_1 = 2.272, g_2 = 2.230, g_3 = 2.004, cobalt (I = 7/2) hyperfine couplings A_1 = 30 MHz, A_2 = 40 MHz, A_3 = 305 MHz, and a linewidth of 50 MHz. (c) same as in (b) but at Q-band (35.3 GHz).

3. ESEEM BASICS

3.1. Origin of the Nuclear Modulation Effect

The nuclear modulation effect was first observed by Rowan, Hahn, and Mims [16], and the theory was later developed by Mims in 1972 [17]. The origin of the nuclear modulation effect can be understood with a semi-quantitative discussion using a two-spin model system consisting of one electron spin (S = ½) and one nuclear spin (I = ½). Assuming an isotropic g-matrix and an anisotropic hyperfine interaction, the spin Hamiltonian in the rotating frame can be written as

$$\mathcal{H}_0 = \Omega_S S_z + \omega_I I_z + A S_z I_z + B S_z I_z,$$

where $\Omega_S = \omega_S - \omega_{mw}$ is the resonance offset of the electron Zeeman frequency ($\omega_S = g_B \beta_e B_0 / \hbar$) from the m.w. frequency $\omega_{mw}$, and $A, B$ describe the secular and
pseudo-secular part of the hyperfine coupling. In the case of an axially symmetric
hyperfine interaction, $A$ and $B$ are given by

$$A = a_{\text{iso}} + T (3 \cos^2 \theta - 1), \quad B = 3 T \sin \theta \cos \theta. \quad (10)$$

$T$ and $a_{\text{iso}}$ are the dipolar and the isotropic hyperfine coupling and $\theta$ is the angle
between the electron–nuclear vector and the external static magnetic field $B_0$.

In this four-level system, shown in Figure 4, there are two allowed ($\Delta m_S = \pm 1,$
$\Delta m_I = 0$) and two forbidden ($\Delta m_S = \pm 1,$ $\Delta m_I = \pm 1$) EPR transitions with frequencies
given by

$$\omega_{13} = \omega_5 + \omega_\perp / 2,$$
$$\omega_{24} = \omega_5 - \omega_\perp / 2,$$
$$\omega_{14} = \omega_5 + \omega_\parallel / 2,$$
$$\omega_{23} = \omega_5 - \omega_\parallel / 2,$$

with $\omega_\perp = \omega_\alpha + \omega_\beta$, $\omega_\parallel = \omega_\alpha - \omega_\beta$, and the nuclear frequencies $\omega_\alpha$ and $\omega_\beta$ corresponding to the two NMR transitions being given by

$$\omega_\alpha = |\omega_{12}| = \left[ (\omega_{\parallel} + A)^2 + \left( \frac{B}{2} \right)^2 \right]^{1/2}, \quad \omega_\beta = |\omega_{34}| = \left[ (\omega_{\parallel} - A)^2 + \left( \frac{B}{2} \right)^2 \right]^{1/2}. \quad (12)$$
The transition probabilities of the allowed ($I_a$) and forbidden ($I_f$) EPR transitions are given by Eq. (13), where $2\eta$ is the angle between the nuclear quantization axes in the two $m_S$ manifolds with respect to $B_0$ [7]:

$$I_a = \cos^2 \eta = \frac{\omega_0^2 - \frac{1}{4} \omega_\beta^2}{\omega_\alpha \omega_\beta}, \quad I_f = \sin^2 \eta = \frac{\omega_0^2 - \frac{1}{4} \omega_\beta^2}{\omega_\alpha \omega_\beta}.$$  \hspace{1cm} (13)

For the isotropic coupling case ($T = 0$) the $B$ term vanishes and $I_a = 1$, $I_f = 0$. Then the EPR stick spectrum (Fig. 4, right) consists of only two lines corresponding to the allowed transitions split by $\omega_\alpha = a_{iso}$. The addition of an anisotropic part to the hyperfine coupling ($T \neq 0$) mixes the energy levels so that they are no longer pure $\alpha$ or $\beta$ with respect to the nuclear spin state. This in turn results in a nonzero probability for the forbidden EPR transitions, which provides the basis of the ESEEM effect.

3.2. Two- and Three-Pulse ESEEM

In the two-pulse ESEEM experiment (Fig. 5a), the intensity of the primary echo is recorded as a function of the time interval $\tau$ between the $\pi/2$ and $\pi$ pulses. The modulation formula for an $S = 1/2$, $I = 1/2$ spin system is given by

$$V_{2p}(\tau) = 1 - \frac{k}{4} [2 - 2\cos(\omega_\alpha \tau) - 2\cos(\omega_\beta \tau) + \cos(\omega_\tau) + \cos(\omega_\tau)],$$  \hspace{1cm} (14)

Figure 5. Pulse sequences making use of the ESEEM effect. (a) Two-pulse sequence and the primary echo. (b) Three-pulse sequence and the stimulated echo. (c) Four-pulse sequence for the HYSCORE experiment.
where $k$ is the orientation-dependent modulation depth parameter given by

$$k(\theta) = \left( \frac{B\omega}{\omega_a \omega_b} \right)^2$$

(15)

For the case of an isotropic hyperfine interaction $A = a_{iso}I$, or if $B_0$ is oriented along one of the principal axes of the hyperfine tensor ($\theta = 0$ or $\theta = \pi/2$), the echo modulation disappears, since in either of these cases the quantity $B$ in Eq. (15) becomes zero.

Equation 14 consists of an unmodulated part with amplitude $1 - k/2$, the basic frequencies $\omega_a$ and $\omega_b$ with amplitudes $k/2$, and the combination frequencies $\omega_-$ and $\omega_+$ with amplitudes $k/4$, and inverted phase. To compute the frequency-domain spectrum, first the unmodulated part is subtracted, as it gives a dominant peak at zero frequency for the usual case of small $k$ values. A cosine Fourier transform (FT) of the time trace results in a spectrum that contains the two nuclear frequencies, $\omega_a$ and $\omega_b$, with positive intensity, and their sum and difference frequencies, $\omega_+$ and $\omega_-$, with negative intensity. If the initial part of the time-domain trace is missing, then the spectrum can be severely distorted by frequency-dependent phase shifts and it may be best to FT the time-domain trace and compute the magnitude spectrum.

In multinuclear spin systems the echo modulation is given by the product rule [17]:

$$V_{2p}(\tau) = \prod_{i}^{N} V_{2p}^i(\tau),$$

(16)

where $V_{2p}^i(\tau)$ is given by Eq. (14) and $N$ is the number of nuclei coupled to the electron spin. In this case the spectrum contains, in addition to the four basic frequencies, combination frequencies. Combination frequencies arise from the sum or difference of nuclear frequencies from different nuclei of the same paramagnetic center. The simple form of Eq. (16) can be used to identify modulations originating from specific nuclei. This can be achieved by dividing the time traces from two samples, one before and one after isotopic substitution of the nucleus of interest. As a consequence of the product rule, all modulation components that are common to the two samples vanish when the ratios of the two ESEEM time traces are calculated [18,19].

The main shortcoming of the two-pulse experiment is that the primary echo decays within the phase memory time, $T_M$, which is often very short. This can prevent the observation of low-frequency modulations, and thus the estimation of the magnetic parameters can become uncertain. Another important limitation arises from the spectrometer deadtime $\tau_d$ (typically 100–150 ns at X-band frequencies), which restricts the observation of the signal to times $t > \tau_d$. The loss of the initial part of the time trace can cause severe distortions in the frequency-domain spectrum, especially in disordered systems where destructive interference from differ-
ent resonance frequencies is more pronounced. The initial part of the time trace can be recovered by employing a remote-echo detection scheme (see §3.4).

The disadvantage of the fast echo decay in two-pulse ESEEM can be circumvented with the three-pulse ESEEM experiment shown in Figure 5b. In this pulse sequence the first two $\pi/2$ pulses create nuclear coherence that develops during the evolution time $T$ and decays with the transverse nuclear relaxation time $T_{2n}$, which is usually much longer than the corresponding relaxation time $T_M$ of the electrons. The third $\pi/2$ pulse transfers the nuclear coherence back to observable electron coherence. The modulation of the stimulated echo is given by

$$V_{3p}(\tau, T) = \frac{1}{2}[V^\alpha (\tau, T) + V^\beta (\tau, T)], \quad (17a)$$

with the contribution from the $\alpha$ electron spin manifold

$$V^\alpha (\tau, T) = 1 - \frac{k}{2}[1 - \cos(\omega_p \tau)][1 - \cos(\omega_n (\tau + T))], \quad (17b)$$

and an analogous expression for $V^\beta (\tau, T)$:

$$V^\beta (\tau, T) = 1 - \frac{k}{2}[1 - \cos(\omega_p \tau)][1 - \cos(\omega_n (\tau + T))]. \quad (17c)$$

It is worth reiterating that nuclear coherence, comprising nuclear frequencies of the spin system, is created by the first two m.w. pulses. During evolution time $T$ the nuclear coherence accumulates phase, and the transfer of this nuclear coherence back to electron coherence with the third m.w. pulse causes the stimulated echo intensity to be modulated by the nuclear frequencies, enabling their measurement.

When $T$ is varied the echo envelope is modulated only by the two basic frequencies $\omega_\alpha$ and $\omega_\beta$; the sum and difference frequencies do not appear, in contrast to the two-pulse ESEEM experiment. This is usually advantageous, as it simplifies spectra, but it may also be a disadvantage for disordered systems where the sum-combination line is often the only narrow feature in the ESEEM spectrum. Another important difference is the dependence of the three-pulse ESEEM amplitudes on $\tau$, as is apparent from Eq. (17) by the factors $1 - \cos(\omega_\alpha \tau)$ and $1 - \cos(\omega_n \tau)$. Due to this suppression effect, individual peaks in the spectrum can disappear completely. These blind spots occur for the $\alpha$($\beta$) peak when $\tau = 2\pi n/\omega_\beta(n) \ (n = 1, 2, \ldots )$. In principle they can be avoided by using $\tau < 2\pi/\omega_{max}$, where $\omega_{max}$ is the maximum nuclear frequency; however, this is usually precluded by the spectrometer deadtime. Consequently, the three-pulse ESEEM experiment has to be performed at several $\tau$ values to avoid misinterpretation of the spectra due to blind-spot artifacts.

For several nuclear spins the product rule gives [20]

$$V_{3p}(\tau, T) = \frac{1}{2} \left[ \prod_{i=1}^{N} V_i^\alpha (\tau, T) + \prod_{i=1}^{N} V_i^\beta (\tau, T) \right]. \quad (18)$$
As a consequence of Eq. (18), combinations of the nuclear frequencies occur only within the same electron spin manifold, in contrast to the two-pulse experiment. This allows the relative sign of two hyperfine couplings to be determined if combination peaks are observed [14]. Another consequence of the product rule is an effect where nuclei with deep modulations partially or completely suppress signals from nuclei with shallow modulations [21]. For example, a $^{14}$N nucleus close to the cancellation regime at X-band will have a large modulation depth, and can completely suppress weaker $^1$H or $^{19}$F signals. This additional suppression effect has a serious impact on spectral intensities and can lead to misinterpretation of spectral features, for instance, when spectra from a compound in nondeuterated and deuterated solvents are compared. Such experiments are often used to identify exchangeable protons by the disappearance or reduction in intensity of certain $^1$H lines [22]. However, deuterons with deep modulations can suppress all $^1$H peaks. Due care therefore has to be exercised when three-pulse ESEEM spectra are compared.

The suppression effects mentioned above are inherent in the spin dynamics of ESEEM experiments using the nuclear coherence generator $\pi/2 - \tau - \pi/2$. Therefore, they cannot be completely eliminated by any choice of experimental parameters. Techniques for minimizing the suppression effects are discussed in §3.4.

### 3.3. HYSCORE

In powder samples or frozen solutions the modulation pattern usually decays very much faster than the overall amplitude of the echo, owing to the destructive interference of the different resonance frequencies. Consequently, the advantage of slow echo decay in three-pulse ESEEM cannot be fully utilized for disordered systems. This problem can be solved with the four-pulse sequence shown in Figure 5c, where an additional $\pi$ pulse is introduced between the second and third $\pi/2$ pulse of the three-pulse ESEEM experiment. During the first evolution period $t_1$, the nuclear coherence created by the $\pi/2 - \tau - \pi/2$ subsequence evolves in the $\alpha(\beta)$ electron spin manifold. The nonselective $\pi$ pulse acts as a mixer that interchanges the nuclear coherence between the electron spin $\alpha$ and $\beta$ manifolds. During the second evolution period $t_2$, the transferred nuclear coherence evolves in the $\beta(\alpha)$ electron spin manifold and a nuclear coherence transfer echo (CTE) is created at about $t_1 = t_2$ as a result of the refocusing of the hyperfine anisotropy [23]. Finally, the nuclear coherences are transferred to electron coherence by the last $\pi/2$ pulse and are detected as an electron spin echo, which is modulated by the nuclear frequencies. The observation of the nuclear CTE allows one to measure the in-phase part of the modulation and its decay with respect to both $t_1$ and $t_2$. This is an important advantage as compared to the three-pulse ESEEM experiment, since the spectrum consists of undistorted absorption peaks.

Three different 1D ESEEM schemes using the pulse sequence in Figure 5c and the nuclear CTE have been proposed; deadtime-free ESEEM by nuclear coherence transfer echoes (DEFENCE) [24], the combination peak (CP) experiment, and the
Figure 6. Examples of 1D four-pulse ESEEM experiments. (a) Comparison of three-pulse ESEEM (i) and DEFENCE (ii) experiments of bis($\eta^6$-benzene)vanadium(0), V(C$_6$H$_6$)$_2$, diluted into polycrystalline ferrocene; observer position, $g_A$. (b) Combination-peak spectra of [Cu(H$_2$O)$_6$]$_2^+$ centers in a frozen water/glycerol solution measured at three different observer positions. The dashed lines mark the frequency $2\nu_H$. Modified with permission from [24] and [26]. Copyright © 1995, American Institute of Physics.

hyperfine (HF) spectroscopy experiment [25]. The DEFENCE experiment, where the time interval $t_1$ is fixed and $t_2$ is swept, gives undistorted 1D ESEEM spectra that contain the nuclear frequencies $\omega_a$ and $\omega_\beta$. This is demonstrated in Figure 6a, which compares the absolute-value spectra from DEFENCE and a three-pulse ESEEM experiment on bis($\eta^6$-benzene)vanadium(0), V(C$_6$H$_6$)$_2$, diluted into polycrystalline ferrocene. The three-pulse ESEEM spectrum is dominated by a broad and featureless matrix peak, and signals from the benzene ring protons are hardly recognizable. The resolution is drastically improved in the DEFENCE spectrum, from which one can readily read out the hyperfine couplings $A_1 = 9.2$ MHz and $A'_2 = 14.4$ MHz that correspond to the extremes of the proton hyperfine couplings in the benzene ring plane.

In the CP experiment, times $t_1$ and $t_2$ are incremented under the constraints $t_1 = t_{10} + t$, $t_2 = t_{20} + t$, enabling the combination frequencies $\omega_+ = \omega_a + \omega_\beta$ to be measured. This is very helpful in studies of disordered systems, where the peaks of the nuclear frequencies are often broad and difficult to observe. The combination peaks appear as narrow features in the spectrum since the orientation-dependent hyperfine interactions are partially refocused. For weak hyperfine couplings with $|B| \pm |\omega_j \pm A/2|$, the maximum of the sum-combination frequency is given by

$$
(\omega_+)_{\text{max}} = 2|\omega_j| + \frac{9}{16} \frac{T^2}{|\omega_j|},
$$

(19)
so that $T$ can be inferred. CP experiments are particularly useful for assigning proton hyperfine couplings. Figure 6b shows combination-peak spectra of [Cu(H$_2$O)$_6$]$^{2+}$ centers in frozen solution measured at different $B_0$ field positions [26]. Depending on the selected orientation, the spectra consist of two or three combination-frequency peaks. The peak at $2\Omega_{\text{H}}$ arises from weakly coupled protons of the solvent molecules. The broad line with a frequency shift $\Delta$ of 1.2–1.5 MHz results from the protons of water molecules coordinated in the equatorial plane, whereas the peaks with $\Delta \approx 0.5$ MHz are assigned to axial water protons. A recent study of low-spin ferric complexes using 1D–CP experiments at different observer positions allowed the dipolar parts of the hyperfine interactions of the nearest protons of the axially coordinated imidazole ligands to be determined [27].

In the HF experiment, times $t_1$ and $t_2$ are incremented under the constraints $t_1 = t_{10} + t$, $t_2 = t_{20} - t$, with $t_1 + t_2 = t_{10} + t_{20} = T_0 = \text{const}$ (see Fig. 5c). The total accumulated phase of the nuclear coherence is given by $(\omega_{12} - \omega_{34})t_1 + \omega_{12t_{10}} + \omega_{34t_{20}}$. Since time $t$ is varied and $t_{10}$ and $t_{20}$ are kept constant, the echo is modulated with the frequency $|\omega_1 - \omega_2| = |\omega_a - \omega_b|$, which, for the weak coupling case, becomes $|\omega_1| = |A_2|$. Therefore, despite some peculiarities [25], this experiment allows for the measurement of undistorted hyperfine spectra.

The 1D methods described above result in undistorted ESEEM spectra and thus can drastically improve resolution. However, in multinuclear spin systems having strongly coupled nuclei with small gyromagnetic ratios and weakly coupled nuclei with large gyromagnetic ratios, peaks may overlap and the spectrum can be complicated and difficult to analyze. The resolution can be further increased by implementing the HYSCORE experiment where times $t_1$ and $t_2$ are incremented independently [28]. As a consequence of the transfer of nuclear coherence by the $\pi$ pulse, this 2D experiment correlates nuclear frequencies from different $m_S$ manifolds. For an $S = \frac{1}{2}$, $I = \frac{1}{2}$ spin system and ideal pulses the modulation formula for the HYSCORE experiment can be written as [29]

$$V_{4p}(\tau, t_1, t_2) = \frac{1}{2}[V^{ag}(\tau, t_1, t_2) + V^{ha}(\tau, t_1, t_2)],$$

with the terms

$$V^{ag}(\tau, t_1, t_2) = 1 - \frac{k}{2}\left\{C_0 + C_\alpha \cos (\omega_{12}(t_1 + \frac{\tau}{2}) + C_\beta \cos (\omega_{34}(t_1 + \frac{\tau}{2}))
+ C_c \cos^2 \eta \cos (\omega_{21}t_1 + \omega_{34}t_2 + \omega t + \frac{\tau}{2}) - \sin^2 \eta \cos (\omega_{12}t_1 - \omega_{34}t_2 + \omega \frac{\tau}{2})\right\},$$

$$V^{ha}(\tau, t_1, t_2) = 1 - \frac{k}{2}\left\{C_0 + C_\alpha \cos (\omega_{12}(t_2 + \frac{\tau}{2}) + C_\beta \cos (\omega_{34}(t_1 + \frac{\tau}{2}))
+ C_c \cos^2 \eta \cos (\omega_{34}t_1 + \omega_{12}t_2 + \omega t + \frac{\tau}{2}) - \sin^2 \eta \cos (\omega_{34}t_1 - \omega_{21}t_2 + \omega \frac{\tau}{2})\right\}.$$
and the coefficients

\[
\begin{align*}
C_0 &= 3 - \cos(\omega_{12} \tau) - \cos(\omega_{34} \tau) - \sin^2 \eta \cos(\omega_1 \tau) - \cos^2 \eta \cos(\omega_2 \tau), \\
C_\alpha &= \cos^2 \eta \cos((\omega_{34} - \omega_{12} / 2) \tau) + \sin^2 \eta \cos((\omega_{34} + \omega_{12} / 2) \tau) - \cos(\omega_{12} \tau / 2), \\
C_\beta &= \cos^2 \eta \cos((\omega_{12} - \omega_{34} / 2) \tau) + \sin^2 \eta \cos((\omega_{12} + \omega_{34} / 2) \tau) - \cos(\omega_{34} \tau / 2), \\
C_c &= -2 \sin(\omega_{12} \tau / 2) \sin(\omega_{34} \tau / 2).
\end{align*}
\]

Three different kinds of peaks appear in the HYSCORE spectrum after the FT of the time-domain signal along both dimensions, as depicted in Figure 7. The first terms of Eq. (21) with coefficients \(C_\alpha\) and \(C_\beta\) originate from the transfer of nuclear coherence to polarization (and vice versa) and lead to the axial peaks \((0, \omega_{12}), (0, \omega_{34})\) and \((\omega_{12}, 0), (\omega_{34}, 0)\) (open circles). These peaks are usually not of interest and are typically removed by a baseline correction.

The terms with the coefficient \(C_c\) arise from the interchange of nuclear coherences between the two \(m_S\) manifolds and give cross-peaks at \((\omega_{12}, \omega_{34})\) and \((\omega_{34}, \omega_{12})\) with the weighting factor \(\cos^2 \eta\) (full circles), and cross-peaks at \((\omega_{12}, -\omega_{34})\) and \((\omega_{34}, -\omega_{12})\) with the weighting factor \(\sin^2 \eta\) (not shown). For intermediate couplings, \(2|\omega_1| \sim |A_S|\), the cross-peaks have comparable intensities in the first and second quadrants. For the very weak- or strong-coupling case, the weighting factor \(\sin^2 \eta\) is much smaller than \(\cos^2 \eta\) and, consequently, the cross-peaks at \((\omega_{12}, \omega_{34})\) and \((\omega_{34}, \omega_{12})\) dominate the spectrum (i.e., cross-peaks are observed in either the first (third) or the second (fourth) quadrant). For the weak-coupling case, where \(\omega_{12}\) and \(\omega_{34}\) have the same sign, the stronger cross-peaks are observed in the first (and third) quadrants (Fig. 7a). For the strong-coupling case \(\omega_{12}\) and \(\omega_{34}\) have opposite signs and the stronger cross-peaks appear in the second (and fourth) quadrant (Fig. 7b). This feature introduces additional spectral
information since peaks corresponding to weak and strong couplings are separated from each other and can thus be easily identified.

Apart from axial-peaks and cross-peaks, the diagonal-peaks \((\omega_{12}, \omega_{12})\) and \((\omega_{34}, \omega_{34})\) can also be present in the HYSCORE spectrum as a result of the incomplete transfer of nuclear coherence due to nonideality of the \(\pi\) pulse (see Fig. 7). Their intensity can be significantly reduced by using a larger excitation bandwidth for the mixing pulse (shorter pulse length) than for the \(\pi/2\) pulses that generate and detect the nuclear coherence. Apart from the weighting factors \(\cos^2 \eta\) and \(\sin^2 \eta\), the intensities of the HYSCORE cross-peaks are also determined by two important parameters: the modulation depth \(k\) and the coefficient \(C_c\). First, the intensities of the peaks at the canonical orientations vanish since here \(k = 0\) [Eq. (15)], and, second, the term \(C_c\) induces blind spots at \(v = n/\tau\) \((n = 0, 1, 2, \ldots)\) in both dimensions [Eq. (22)].

The analysis of HYSCORE spectra by means of peak intensities is not a straightforward process. Deviations from the analytical formulas given in Eqs. (20)–(22) can occur due to nonideality of the pulses. In addition, for multinuclear spin systems and/or systems with \(I > 1\), analytical solutions become tedious and physical insight is not easily acquired. In disordered systems the task becomes very demanding because orientation selection and additional amplitude effects due to destructive interferences [30] have to be taken into account. For these reasons, numerical simulations are very important for analyzing peak positions and intensities of HYSCORE spectra. Even though there is significant progress on the development of simulation programs [31,32], an accurate and general quantitative interpretation of peak intensities via numerical simulations has not yet been clearly established. Consequently, the information extracted from HYSCORE spectra is often based primarily on the analysis of peak positions.

Figure 8 shows typical HYSCORE powder patterns for an \(S = \frac{1}{2}, I = \frac{1}{2}\) spin system. In the strong-coupling case, \(|A_S| > 2|\omega_I|\), the correlation ridges orient parallel to the diagonal and are separated by \(2|\omega_I|\) only at the orientations corresponding to the principal values. In the weak-coupling case, \(|A_S| < 2|\omega_I|\), the two arcs are displaced from the antidiagonal at \(|\omega_I|\), with a maximum frequency shift given by [33]

\[
\Delta \omega_{\text{max}} = \frac{9}{32} \frac{T^2}{|\omega_I|}.
\]

The advantage of \(\Delta \omega_{\text{max}}\) for inferring the anisotropic part of the hyperfine interaction arises from the fact that the intensities of the endpoints of the arcs (corresponding to the principal values) vanish since here the depth parameter \(k = 0\). Therefore, the hyperfine parameters cannot be determined easily from the extension of the ridges perpendicular to the diagonal. In addition to this approach, the lineshapes of ESEEM spectra for \(S = \frac{1}{2}, I = \frac{1}{2}\) spin systems have been thoroughly studied [34], and useful representations of the correlation patterns in order to determine \(a_{\text{iso}}\) and \(T\) have been proposed [35].
Figure 8. Theoretical HYSCORE powder patterns for an $S = \frac{1}{2}, I = \frac{1}{2}$ spin system with an axial hyperfine tensor. (a) Strong-coupling case with $v_1 = 3.5$ MHz, $a_{iso} = 18$ MHz, and $T = 6$ MHz. (b) Weak-coupling case with $v_1 = 14$ MHz, $a_{iso} = 2.5$ MHz, and $T = 6$ MHz.

Figure 9 shows $^1$H and $^{13}$C HYSCORE spectra from the complex MCR$_{BPS}$ ($S = \frac{1}{2}$, nickel-based EPR signal). MCR$_{BPS}$ is a potent inhibitor of the enzyme methyl-coenzyme M reductase (MCR) [36] and results from reaction of Ni$^I_F_{430}$ (active site of MCR) with 3-bromopropane sulfonate to give a bromide ion and $-O_3S(CH_2)_3–Ni^{III}F_{430}$ in the active site (see figure) [37,38]. An Ni alkyl bond is thus formed.

The X-band proton HYSCORE spectrum (Fig. 9a) allows signals from the two $H_\gamma$ protons that are bonded to the $C_\gamma$ coordinated to the nickel to be resolved. Due to their close proximity to the main part of the spin density, located on the $\gamma$-carbon and nickel, the two proton hyperfine interactions have large anisotropies, $A(^1H_\gamma) \cong [-10, -1, 14]$ MHz. This displaces the signals from the antidiagonal [Eq. (23)] and allows them to be resolved from the many other protons comprising the “matrix line.” A second signal with a large isotropic hyperfine component could also be resolved and is assigned to $H_\beta$, $A(^1H_\beta) = [16.3, 8.0, 20.7]$ MHz. Figure 9b shows a Q-band $^{13}$C HYSCORE spectrum measured near to the echo maximum. The appearance of $^{13}$C signals in both quadrants indicates that for the many sample orientations contributing at this observer position the hyperfine couplings go from the weak to the strong coupling case ($2v_1 = 25.5$ MHz). In the graph the principal values of the hyperfine interaction, $A(^{13}C) = [17.6, 18.3, 45.0]$ MHz, are indicated. These were determined from a set of HYSCORE and ENDOR data. From a biological perspective, the detection of this alkyl-nickel species in the active site of MCR adds plausibility to proposed mechanisms proceeding via such intermediates, and this new type of alkyl-nickel species detected by EPR could play a crucial role in the C–H activation step in MCR. For example, in one proposed mechanism the Ni(I) acts as a nucleophile attacking CH$_3$–S–CoM at the carbon of the CH$_3$–S group, generating a CH$_3$–Ni(III)F$_{430}$ intermediate.
Figure 9. HYSCORE spectra of MCR_{bps} (see schematic for structure). (a) $^1$H X-band (9.7 GHz) spectrum at 20 K, with signals assigned to $H_1$ and $H_{{\beta 2}}$. (b) $^{13}$C Q-band (35.3 GHz) spectrum at 20 K. The position of the principal values, determined from the full set of HYSCORE and ENDOR spectra, are indicated. The intense signal on the diagonal around (≈5,5) MHz is due to an incomplete transfer of nuclear coherences between the two electron spin manifolds by the non-ideal π pulse. Modified with permission from [38]. Copyright © 2006, Wiley-VCH.

For a nucleus with $I = 1$ and nonnegligible quadrupole coupling, e.g., $^{14}$N, 18 correlation ridges are expected but typically not all of them are observed in the HYSCORE spectrum. This may be because of broadening due to hyperfine and quadrupole anisotropy, or low transition probabilities. The double-quantum transitions $(m_I, m_I + 2) = (–1,1)$ do not depend to first order on the nuclear quadrupole coupling [see Eq. (8b)], hence correlation patterns similar to those found for nuclei with $I = ½$ are expected. In contrast, the single-quantum transitions $(m_I, m_I + 1) =$
(0,1) and (–1,0) depend to first order on the nuclear quadrupole coupling and, therefore, are usually broad in disordered systems. For this reason the most prominent features of $^{14}$N HYSCORE spectra are often the double-quantum cross-peaks. The situation is different when the nuclear quadrupole interaction is much weaker than the nuclear Zeeman and hyperfine interaction, which is the usual case for deuterium bonded to carbon. Under these conditions the transition probabilities of the double-quantum transitions are very small and the single-quantum correlation peaks dominate the spectrum [39]. Analytical formulas describing the frequencies and shapes of the cross-peaks for $I = 1$ have also been derived [40,41].

Figure 10. HYSCORE spectra of the remote $^{14}$N of Cu(II)NCTPP diluted in ZnTPP powder, measured at the field positions indicated by the arrows in the field-swept spectra (upper part of figure). (a) X-band spectrum; m.w. frequency, 9.7 GHz; $Q_{14N} = 0.9$ MHz; $\tau = 100$ ns. (b) Q-band spectrum; m.w. frequency, 35.6 GHz; $Q_{14N} = 3.6$ MHz; $\tau = 100$ ns. All interactions are given in MHz. Modified with permission from [42]. Copyright © 2005, Wiley-VCH.

Figure 10 shows $^{14}$N HYSCORE spectra from the Cu(II) N-confused tetraphenylporphyrin (NCTPP) complex measured at X- and Q-band frequencies [42]. The correlation peaks observed in the single-crystal like spectra, measured at $g_{\parallel}$, are assigned to the remote $^{14}$N nucleus of the inverted pyrrole. In the Q-band spectrum (Fig. 10b, weak-coupling case) the stronger peaks appear in the first quadrant.
The cross-peaks representing double-quantum transitions lie on the antidiagonal at $2|\nu| = 7.2$ MHz and are separated by $2|A_s| \approx 8.5$ MHz, from which a hyperfine coupling of $|A_s| \approx 4.3$ MHz is estimated. The other four cross-peaks are assigned to single-quantum transitions; they exhibit a hyperfine splitting $|A_s| \approx 4.3$ MHz along the direction of the antidiagonal, and a quadrupole splitting $3|P| \approx 1.8$ MHz along the direction of the diagonal ($P$ is the quadrupole coupling along this orientation, see [43]). Note that the estimation of the couplings is based on Eq. (8b), which is a first-order approximation, and valid only when $g$, $A$, and $P$ are coaxial and $B_0$ is parallel to one of the principal axes. For a more accurate estimation of parameters numerical simulations of the frequency positions are necessary.

In the X-band spectrum (Fig. 10a, strong-coupling case) the peaks appear in the second quadrant, ($-,-$). The double-quantum cross-peaks are separated by approximately $4|\nu| = 3.6$ MHz and centered around the hyperfine coupling $|A_s| \approx 4.3$ MHz. The cross-peaks close to the antidiagonal at $|A_s|/2 \approx 2.2$ MHz are assigned to single-quantum transitions. In addition, correlations between single- and double-quantum frequencies appear close to the diagonal. From the single-quantum frequencies a quadrupole splitting of $3|P| \approx 1.5$ MHz is evaluated that deviates slightly from the one estimated by the Q-band measurements. This discrepancy is related to the different orientation selection at the two m.w. frequencies. At X-band there are more orientations contributing to the experiment and the correlation ridges become broader.

The correlation patterns are more complex if the nuclear quadrupole, the hyperfine, and the nuclear Zeeman interactions are of the same order of magnitude. This situation is often encountered in X-band HYSCORE spectra of weakly coupled nitrogen nuclei in transition metal complexes. A special case, where the spectrum is considerably simplified, is the so-called exact cancellation condition, where $|A_s| \approx 2|\omega|$. Under this condition, the nuclear frequencies within one of the two $m_S$ manifolds correspond to the nuclear quadrupole resonance (NQR) frequencies $\omega_0 = 2K\eta$, $\omega_\pm = K(3 - \eta)$, and $\omega_\mp = K(3 + \eta)$ [43], which are orientation independent. Consequently, correlation peaks involving these frequencies appear as narrow features in the nuclear frequency spectrum.

Due to its high resolution, HYSCORE spectroscopy has become a powerful method for the characterization of paramagnetic metalloproteins [3–5]. Dikanov and coworkers [44] used orientation-selective $^{15}$N-HYSCORE experiments to study the coordination environment of the Archaeal Rieske [2Fe–2S] center. From the HYSCORE spectra the authors were able to distinguish weak hyperfine couplings from both histidyl and peptide backbone nitrogens. Prisner and coworkers [45] used HYSCORE to investigate the environment of the $2\text{Fe–2S}$ (N1) cluster of complex I from *Yarrowia lipolytica*. This study revealed two sets of proton hyperfine couplings corresponding to two sets of $\beta$-protons of the cysteine ligands, and one weakly coupled nitrogen. Since the $^{14}$N hyperfine and nuclear quadrupole coupling parameters were found to be very similar to those of ferredoxin-type FeS clusters, the authors assigned the $^{14}$N coupling to a backbone nitrogen nucleus.
Lubitz and coworkers [46] employed HYSCORE to study the spin density distribution in the active site of [NiFe]-hydrogenase from Desulfovibrio vulgaris Miyazaki F in the reduced Ni–C state. Upon H$_2$O → D$_2$O exchange of the solvent, the HYSCORE spectrum contained $^2$H peaks that were assigned to an exchangeable proton residing in a bridging position between nickel and iron. An exchangeable bridging proton was also found earlier in a regulatory hydrogenase [47]. The similarity of the [NiFe] centers found in catalytically active and regulatory hydrogenase suggests that their functional differences originate from structural differences further away from the [NiFe] center.

HYSCORE spectroscopy has been successfully used to study heme-containing proteins like cytochromes [48] and hemoglobins [49]. Van Doorslaer and coworkers [50] demonstrated how a combined $^1$H and $^{14}$N HYSCORE study can reveal structural information on the heme pocket of ferric mouse neuroglobin. They showed that the imidazole planes of the proximal (F8His) and distal (E7H) histidines bounded to the iron of the heme group are nonparallel. The good agreement of this result with available X-ray diffraction data shows that pulse EPR techniques can be confidently applied to study the arrangement of ligands in these metalloproteins.

For nuclei with $I > 1$ the analysis of HYSCORE spectra can be demanding due to their high degree of complexity. Although there are theoretical studies aimed at the understanding of basic features, no analytical solutions are available [51–53]. Therefore, an accurate interpretation depends on spectrum simulation. In a pulse EPR study of the ox1 form of methyl-coenzyme M reductase, HYSCORE spectroscopy was utilized to study the hyperfine ($A^{(33)S} = [10, 24, 17]$ MHz) and nuclear quadrupole ($|e^2qQ/h| = 36$ MHz, $\eta = 0.1$) interactions from the thiolate sulfur group of CoM ($^{33}$SCH$_2$CH$_2$SO$_3^-$, $^{33}$S: $I = 3/2$), which was found to bind to the nickel ion of the cofactor F$_{430}$ [54]. The ox1 complex was formally best described as an Ni(III) (d$^7$) thiolate in resonance with a thyl radical/high-spin Ni(II) complex, Ni$^{III}$ – $^\cdot$SR ↔ Ni$^{II}$ – $^\cdot$SR . The detection of an Ni–S bond in the active site of MCR provides valuable information for proposed catalytic cycles that proceed via such or related intermediates (e.g., in one proposal the Ni(I) center attacks the thioether sulfur of methyl-CoM, generating a methyl radical and the thiolate complex CoM–S–Ni(II)F$_{430}$ as intermediates).

### 3.4. Remote Echo Detection

The use of a remote-echo detector allows $\tau$ values shorter than the spectrometer deadtime $\tau_d$ to be employed [55]. This is important in two-pulse ESEEM experiments where the deadtime prevents the signal for times $\tau < \tau_d$ from being recorded. Also in the deadtime-free four-pulse experiments described in §3.3, a small $\tau$ value is often needed to avoid blind spots. Blind spots are a particular concern for the measurement of proton spectra at X-band, where the signals typically extend from 5 to 25 MHz, and with a $\tau = 100$ ns blind spots occur at $\nu = n/\tau = 0, 10, 20, \ldots$ MHz.
The remote-echo detector is shown in Figure 11. In this method the electron spin echo at the end of the pulse sequence, which uses $\tau_1 < \tau_d$ for the nuclear coherence generator, is not recorded. Instead, at the time of echo formation an additional $\pi/2$ pulse transfers the electron coherence to longitudinal magnetization. The echo amplitude information can thus be stored for a time interval up to the order of $T_1$. After a fixed time delay $t_s < T_1$, the $z$-magnetization is read out using a two-pulse echo sequence with a fixed time interval $\tau_2 > \tau_d$. Remote echo detection can be applied to many experiments, including three-pulse ESEEM and HYSCORE, and thus can eliminate blind spots with an appropriate choice of small $\tau_1$. Note, however, that it may suffer from reduced sensitivity due to the increased sequence time.

### 3.5. Matched ESEEM

An important issue in ESEEM experiments is sensitivity, which, apart from relaxation effects, is mainly determined by the modulation depth $k$. Equation (15) shows that for $I = \frac{1}{2}$ nuclei the modulation depth is maximal when the hyperfine coupling is comparable to the nuclear Zeeman interaction ($|A_S| \approx |2\omega_I|$). For nuclei with very strong or very weak hyperfine interactions, and/or very small hyperfine anisotropy ($B \approx 0$), the modulation amplitude practically vanishes. An efficient sensitivity enhancement can be achieved by optimizing the strength $\omega_1^m$ and duration $t_p$ of the m.w. pulses. These “nonideal” m.w. pulses can create nuclear coherence from electron spin polarization. The optimization of this transfer by means of the appropriate strength $\omega_1^m$ and length $t_p$ of the nonideal m.w. pulse is called matching. Experimentally the strength $\omega_1$ of the m.w. pulse can be satisfactorily calibrated by optimizing the primary echo intensity from a two-pulse sequence, for an $S = \frac{1}{2}$ system $\omega_1 = g\beta_e B_1/h = \pi/t_s$, where $t_s$ is the length of the $\pi$ pulse. For the case of very weak coupling $|A_S| << |2\omega_I|$, an optimized transfer occurs when $\omega_1^m \approx |\omega_I|$, whereas in the case of very strong coupling $|A_S| >> |2\omega_I|$, the largest enhancement is obtained with the maximum $\omega_1$ experimentally available [56]. For instance, for weakly coupled protons at X-band, the strength of the matched m.w. pulse has to be $\omega_1^m/2\pi \approx |\omega_I|/2\pi \approx 15.6$ MHz, corresponding to a nominal $\pi/2$ pulse of 16 ns length. For strongly coupled nuclei, $\omega_1^m$ is often restricted to the maximum experimentally achievable $\omega_1$, typically ranging between 30 and 50 MHz at X-band. The optimum length of the matched pulse is typically determined experimentally.
Figure 12. (a) Pulse sequence for matched HYSCORE. (b) Q-band (35.3 GHz) matched HYSCORE spectrum from the red2 species of MCR. Signals from the weakest coupled pyrrole nitrogen are labeled with superscript "w," those from the three strongest coupled pyrrole nitrogens with superscript "s." The later type of nitrogens were only observed using matched HYSCORE with m.w. pulses of strength $\frac{\phi_0}{2\pi} = 31.25$ MHz ($t_0 = 16$ ns) and matched pulses of length 24 ns (nominal flip angle of $3\pi/2$). Insert: Cofactor F$_{430}$, in the red2 state the upper axially ligand is known from $^{33}$S HYSCORE data to be the thiolate sulfur of CoM ($\text{H}^{33}\text{SCH}_2\text{CH}_2\text{SO}_3$). Modified with permission from [15]. Copyright © 2003, Springer.

Matched pulses can be implemented in all ESEEM experiments described here. Figure 12a shows a matched HYSCORE pulse sequence where the second and third $\pi/2$ pulses of the standard experiment have been replaced by matched pulses [57]. By using matched pulses the signal intensities can be enhanced by more than one order of magnitude as compared to standard HYSCORE.

A matched HYSCORE spectrum is shown in Figure 12b for the red2 species of methyl-coenzyme reductase (MCR), where the four pyrrole nitrogens of the porphyrinoid macrocycle (cofactor F$_{430}$) are directly coordinated to an Ni(I) ion ($S = 1/2$, $d^9$) [15]. HYSCORE measurements show that the complex has two sets of pyrrole nitrogens. One pyrrole nitrogen has hyperfine couplings of $A(^{14}\text{N}) = [16, 13.5, 11.8]$ MHz, which produces deep modulations at Q-band ($2\nu_1 = 7.2$ MHz). The other three pyrrole nitrogens, however, with hyperfine couplings in the range 20–27 MHz, give rise to a very shallow modulation depth and are thus not observable with the standard HYSCORE sequence. However, with matched pulses signals from these strongly coupled nitrogens are significantly enhanced and both double-
quantum and single-quantum transitions are observed. These data show that there is a significant electronic and/or geometric distortion of the cofactor F\textsubscript{430}.

3.6. DONUT-HYSCORE

In the HYSCORE experiment only nuclear frequencies in different $m_S$ manifolds belonging to the same paramagnetic center are correlated with each other. For multinuclear spin systems the assignment of nuclear frequencies is often not straightforward, since some of the correlation peaks may not be observed in the HYSCORE spectrum due to the small intensity of the nuclear transitions in one of the two $m_S$ manifolds. Additional information can be gained if correlations of nuclear frequencies within the same $m_S$ manifold can be obtained. Cross-peaks that represent such correlations can be created by replacing the nonselective transfer $\pi$ pulse in the HYSCORE sequence by the double nuclear-coherence transfer (DONUT) mixer $\pi - \tau - \pi$ [58]. This DONUT-HYSCORE experiment with the pulse sequence $\pi/2 - \tau_1 - \pi/2 - t_1 - \pi - \tau_2 - \pi - t_2 - \pi/2 - \tau_1 - \text{echo}$ results in cross-peaks ($\omega_{ai}, \omega_{aj}$) and ($\omega_{bi}, \omega_{bj}$). The presence of these cross-peaks in the DONUT-HYSCORE spectrum is a proof that $\omega_{ai}$ and $\omega_{aj}$ belong to the same paramagnetic center, and this information can support their unambiguous assignment. An experimental example for nitrogens that are close to the exact cancellation condition has been published for the complex Co(II)TPP(py) [59], where the DONUT-HYSCORE experiment revealed one of the NQR frequencies that was missing from the HYSCORE spectrum.

3.7. Hyperfine Decoupling Techniques

The interpretation of nuclear frequency spectra can be simplified if the hyperfine interaction can be eliminated by a decoupling procedure. In principle the decoupling of the electron spin $S$ from the nuclear spin $I$ can be achieved using m.w. or r.f. pulses with a strength $\gamma_e B_1 (\gamma_n B_2)$ that is larger than the hyperfine coupling. However, since the maximum technically achievable $B_1 (B_2)$ is approximately 1 mT and the gyromagnetic ratio of the electron $\gamma_e$ and nuclear $\gamma_n$ spins differ by two to three orders of magnitude, it turns out that hyperfine decoupling through m.w. radiation is relatively easy, whereas decoupling through r.f. radiation is virtually impossible. For this reason hyperfine decoupling is only possible by exciting the electron spins, which are also used for detection. During hyperfine decoupling under strong resonant m.w. radiation the quantization axis of the electron spins $S$ is rotating with the Larmor frequency in the $xy$-plane of the laboratory frame. The local field at nuclear spin $I$ generated by the electron spin $S$ thus becomes strongly time dependent and is averaged for times $t >> 2\pi/\omega_S$. In principle it is then possible to decouple the electron spin from the nuclear spin by applying a prolonged strong m.w. pulse. However, for off-resonant spin packets there will still be a nonzero component of $S$ along $B_0$, resulting in a residual hyperfine coupling. The theoreti-
cal analysis of the eigenvalues of the spin Hamiltonian under a strong m.w. pulse gives for an $S = \frac{1}{2}, I = \frac{1}{2}$ spin system [56]

$$\omega_{\alpha, \beta}^{\text{dec}} = \omega_1 \pm \frac{A \Omega_S}{2 \omega_1} - \frac{B^2 (\Omega_S^2 - \omega_i^2)}{8 \omega_1^2 \omega_j},$$

and for an $S = \frac{1}{2}, I = 1$ spin system [60]

$$\omega_{\text{SQ}}^{\text{dec}} = \omega_{\text{SQ}} \pm \frac{A \Omega_S}{2 \omega_1} \pm \frac{A^2}{4 \omega_1} + \frac{B^2}{8 (\omega_j \pm \omega_i)},$$

$$\omega_{\text{SQ}}^{\text{dec}} = \omega_{\text{SQ}} \pm \frac{A \Omega_S}{2 \omega_1} \pm \frac{A^2}{4 \omega_1} + \frac{B^2}{8 (\omega_j \pm \omega_i)},$$

$$\omega_{\text{DQ}}^{\text{dec}} = \omega_{\text{DQ}} \pm \frac{A \Omega_S}{\omega_1} \pm \frac{B^2 \omega_j}{4 (\omega_i^2 - \omega_j^2)},$$

where the subscripts SQ1 and SQ2 denote the two single-quantum nuclear spin transitions ($m_I, m_I+1 = (0,1)$ and $(-1,0)$, and DQ the double-quantum transition, $(-1,1)$. In Eqs. (24) the first term on the right-hand side gives the desired nuclear frequencies corresponding to complete decoupling ($A = 0$, $B = 0$), whereas the remaining terms describe the residual hyperfine splitting.

Hyperfine-decoupling methods are particularly useful when the hyperfine-decoupled spectrum is correlated to the original undecoupled spectrum in a 2D experiment [61]. The proposed hyperfine-decoupled DEFENCE [62] scheme is based on the DEFENCE sequence [24], where the third $\pi/2$ pulse is replaced by a decoupling pulse of variable length $T_{\text{dec}}$ (Fig. 13a). This introduces a second dimension along which the hyperfine-decoupled frequencies given by Eq. (24) can be obtained. For an $S = \frac{1}{2}, I = \frac{1}{2}$ spin system this experiment correlates the two nuclear frequencies $\omega_\alpha$ and $\omega_\beta$ of Eq. (12) with the corresponding decoupled frequency $\omega_{\text{dec}} = \omega_i$, so that the nuclear frequencies of different types of nuclei can be separated from each other. For the $S = \frac{1}{2}, I = 1$ case, the six nuclear frequencies $\omega_{\text{SQ1}(\alpha, \beta)}$, $\omega_{\text{SQ2}(\alpha, \beta)}$, and $\omega_{\text{DQ}(\alpha, \beta)}$ (see Fig. 2) will be correlated with the corresponding decoupled frequencies $\omega_{\text{SQ1}}$, $\omega_{\text{SQ2}}$, and $\omega_{\text{DQ}}$ that contain only the nuclear Zeeman and quadrupole interactions. Consequently, a direct determination of the nuclear quadrupole interaction becomes possible.

The main drawback of this pulse sequence is the residual hyperfine splitting, which causes line broadening along the decoupling dimension. For spin packets with small off-resonance frequencies ($\Omega_S \approx 0$) narrow peaks will be obtained, but the residual hyperfine splitting arising from off-resonance spin packets scales with $\Omega_S/\omega_1$ and thus can only be reduced by applying sufficiently strong m.w. fields. However, since a typical maximum m.w. field is around $\omega_1/2\pi = 50$ MHz, complete decoupling is not possible with currently available commercial spectrometers.

The residual hyperfine splitting can be eliminated with the pulse sequence shown in Figure 13b. In contrast to the previous pulse sequence, the nuclear coherence during the decoupling pulses evolves now in both electron spin manifolds. It
Figure 13. Pulse sequences for hyperfine-decoupled ESEEM (a,b) and 2D experimental example (c). (a) Hyperfine-decoupled DEFENCE. (b) New hyperfine-decoupled DEFENCE sequence for elimination of the residual hyperfine splitting. (c) Application of (b) on Cu(II)NCTPP diluted in Zn(TPP) powder measured at Q-band. Experimental parameters: observer position, $g_{ij}$; m.w. field strength of decoupling pulses, $\omega_d = 32$ MHz; $\tau = 140$ ns; $t_1 = 170$ ns; starting value for $t$, $t_0 = 96$ ns incremented in steps of $\Delta t = 16$ ns; starting value for $T_{dec}$, $T_0 = 16$ ns incremented in steps of $\Delta T_{dec} = 8$ ns ($256 \times 512$ datapoints).

is then expected, in analogy with the combination peak experiment [24], also that the frequencies $\omega_{\text{dec}} = \left| \omega_{\text{dec}}^+ \pm \omega_{\text{dec}}^- \right|$ will appear in the decoupling dimension of the spectrum. For the weak hyperfine coupling case ($2|\omega_1| > |A_S|$) with $I = \frac{1}{2}$, for every off-resonance spin packet the decoupled frequencies are in first order symmetrically placed around $\omega_1$, so that the sum-combination frequency, $\omega_{\text{dec}} = 2\omega_1$, is free from secular residual hyperfine contributions. Similarly, for $I = 1$, the six nuclear frequencies are correlated with the three sum-combination frequencies:

$$
\begin{align*}
\omega_{\text{SQ1(\alpha)}}^{\text{dec}} + \omega_{\text{SQ1(\beta)}}^{\text{dec}} & = 2\omega_{\text{SQ1}} - B^2 \omega_1 / 4\omega_1^2, \\
\omega_{\text{SQ2(\alpha)}}^{\text{dec}} + \omega_{\text{SQ2(\beta)}}^{\text{dec}} & = 2\omega_{\text{SQ2}} - B^2 \omega_1 / 4\omega_1^2, \\
\omega_{\text{DQ(\alpha)}}^{\text{dec}} + \omega_{\text{DQ(\beta)}}^{\text{dec}} & = 2\omega_{\text{DQ}} - B^2 \omega_1 / 2\omega_1^2.
\end{align*}
$$

For sufficiently strong m.w. fields the terms containing the nonsecular hyperfine coupling $B$ can be neglected and the sum-combination frequencies become twice the completely decoupled frequencies.

The remarkable reduction of the residual hyperfine coupling by using this new decoupling scheme has been demonstrated by numerical simulations and experimental results [60]. Its application on Cu(II)NCTPP performed at the observer position $g_{ij}$ ($B_0 = 1174$ mT) is shown in Figure 13c. The correlation peaks observed in the 2D plot are assigned to the remote nitrogen ($\nu_N = 3.6$ MHz) of the inverted pyrrole. The nuclear frequencies in the ESEEM dimension correspond to those observed in the HYSCORE spectrum of Figure 10b. The double-quantum frequencies $\nu_{\text{DQ(\alpha)}}$ and $\nu_{\text{DQ(\beta)}}$ are correlated with $2\nu_{\text{DQ}} = 14.4$ MHz. The single-quantum fre-
quencies $\nu_{SQ1(\alpha)}$ and $\nu_{SQ1(\beta)}$ are correlated with $2\nu_{SQ1} = 5.4$ MHz, whereas the other two $\nu_{SQ2(\alpha)}$ and $\nu_{SQ2(\beta)}$ are correlated with $2\nu_{SQ2} = 9.0$ MHz. The narrow peaks along the decoupling dimension allow for an accurate estimation of the completely decoupled frequencies $\nu_{SQ1} = 2.7$ MHz, $\nu_{SQ2} = 4.5$ MHz and $\nu_{DQ} = 7.2$ MHz. With these frequencies we find $|\nu_{SQ2} - \nu_{SQ1}| \approx 3|P| = 1.8$ MHz, which is in accordance with the value estimated from the analysis of the HYSCORE peaks. Note that with this approach the quadrupole coupling parameters can be estimated with high accuracy because $\nu_{SQ1}$, $\nu_{SQ2}$, and $\nu_{DQ}$ are free from hyperfine coupling parameters. The latter can then also be accurately determined from the ESEEM frequencies since they now become the only unknowns. Consequently, hyperfine decoupling experiments can be very useful for the interpretation of complicated ESEEM spectra.

4. ELECTRON NUCLEAR DOUBLE RESONANCE (ENDOR)

Apart from ESEEM methods, electron nuclear double resonance (ENDOR) spectroscopy is the other well-established technique for measuring nuclear transition frequencies of paramagnetic compounds. We start with a brief discussion of the two standard pulse schemes, Davies and Mims ENDOR, before moving onto 2D sequences aimed at resolution improvement.

![Figure 14. Pulse sequence for the Davies ENDOR (a) and Mims ENDOR (b) experiments. The inter-pulse delays are kept constant while the radio frequency is incremented over the desired frequency range. Modified with permission from [7]. Copyright © 2001, Oxford University Press.](image-url)
Figure 15. Populations of the energy levels of a two-spin system during the Davies ENDOR experiment: (a) selective m.w. \( \pi \) pulse inverts the polarization of EPR transition (1,3), (b) population after the r.f. \( \pi \) pulse, on-resonance with nuclear transition (1,2), or off-resonance (no effect).

4.1. Mims and Davies ENDOR

Figure 14 shows the Davies [63] and Mims [64] ENDOR pulse sequences, both of which are based on the transfer of polarization between electron and nuclear transitions.

In Davies ENDOR the first selective m.w. \( \pi \) pulse inverts the polarization of a particular EPR transition (Fig. 15a). During the mixing period a selective r.f. \( \pi \) pulse is applied. If the r.f. pulse is resonant with one of the nuclear frequencies (Fig. 15b), the polarization of this transition is inverted, which also alters the polarization of the electron spin echo observer transition (1,3) detected via a primary echo, \( \pi/2 – \tau – \pi – \tau – \text{echo} \). The ENDOR spectrum is thus recorded by monitoring the primary echo intensity as the r.f. frequency is incremented stepwise over the desired frequency range.

The first m.w. pulse in Davies ENDOR is required to be selective, for example, in Figure 15a the m.w. pulse must only invert the population of level (1,3) and not (2,4). The inversion pulse can therefore be used as a filter by varying the pulse length and thus the selectivity. This concept can be used at X-band when weakly coupled proton signals overlap with strongly coupled nitrogen signals. An example is given in Figure 16, where traces 1 and 3 were measured with a relatively selective m.w. \( \pi \) pulse of length 200 ns, whereas traces 2 and 4 were measured with a short, and thus less selective, m.w. pulse of length 32 ns. This has the effect of attenuating signals from the weakly coupled protons (\( A_S < 10 \) MHz), while signals from the strongly coupled nitrogen nuclei (\( A_S \sim 30 \) MHz) are enhanced relative to the protons. The absolute ENDOR intensity as a function of the selectivity parameter \( \eta_s \) is given by [65]

\[
V(\eta_s) = V_{\text{max}} \frac{\sqrt{2} \eta_s}{\eta_s^2 + 1/2} \quad \text{with} \quad \eta_s = a_{\text{iso}} t_{\text{mw}} / 2\pi ,
\]

where \( V_{\text{max}} \) is the maximum ENDOR intensity obtained with \( \eta_s = \sqrt{2} / 2 \) and \( t_{\text{mw}} \) is the length of the first m.w. \( \pi \) pulse.
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Figure 16. Hyperfine contrast selective X-band Davies ENDOR spectra of the Cu(II) bis(sulfoximine) complex (right) measured near $g_\|$, $g_\perp$ (traces 1 and 2) and $g_\perp$ (traces 3 and 4). Traces 1 and 3 were recorded using a π pulse of length 200 ns, traces 2 and 4 with a π pulse of length 32 ns to suppress the weakly coupled protons. The strongly coupled $^{14}$N nuclei (trace 2 and 4) are centered at one-half of the hyperfine coupling, $A_\perp$, between 14.5 and 17 MHz. Modified with permission from [66]. Copyright © 2003, American Chemical Society.

Mims ENDOR is based on the stimulated echo sequence with three nonselective m.w. $\pi/2$ pulses (Fig. 14b). The preparation part, $\pi/2 - \tau - \pi/2$, creates a $\tau$-dependent grating polarization pattern. During the mixing period, the polarization is changed by a selective r.f. pulse if it is on-resonance with a nuclear frequency. The electron polarization is then detected via a stimulated echo created at time $\tau$ after the last $\pi/2$ m.w. pulse. The ENDOR efficiency is given by [64]

$$F_{\text{ENDOR}} = \frac{1}{4}(1 - \cos(A_\perp \tau)),$$

and depends upon the hyperfine coupling constant $A_\perp$ and the time $\tau$. It is maximum for $\tau = (2n + 1)\pi/A_\perp$, and zero for $\tau = 2n\pi/A_\perp$, with $(n = 0, 1, 2, \ldots)$. Mims ENDOR thus exhibits a blind-spot behavior similar to three-pulse ESEEM, but which now depends upon $A_\perp$ (in three-pulse ESEEM the blind spots depend upon $\omega_{2a}$ and $\omega_{2b}$).

The $\tau$ dependence of the signal can be used to enhance signals from weakly coupled nuclei. An example is shown in Figure 17 for the case of weakly coupled $^{19}$F nuclei [66]. The complete set of spectra show the expected pattern for a pure dipole interaction, with the splitting along $g_\parallel$ (27) being approximately twice as large as the splitting along $g_\perp$ (T). Using the point-dipole model [Eq. (4)] with a $T = 0.57$ MHz allows the average electron–fluorine distance of 0.5 nm to be estimated. With this information the coordination of the triflate anion to the copper ion can be inferred, as shown on the right of Figure 17. Significantly, these data are
uniquely obtained by EPR on a sample prepared with the relevant catalytic conditions (e.g., the bis(sulfoximine) Cu(II) catalyst in solution with the solvent CH₂Cl₂). Therefore, information is obtained on the subtle influence of counterions and solvent molecules on the efficiency and steroselectivity of the catalytically induced C–C bond forming reaction.

![Figure 17](image.png)

**Figure 17.** $^{19}$F W-band Mims ENDOR spectra of the Cu(II) bis(sulfoximine) complex (right) measured at $g_1$ (trace 1) and $g_A$ (trace 2). Due to the small $^{19}$F hyperfine interaction and considering the phase memory time $T_M$, the optimum sensitivity was obtained with $\tau = 400$ ns. The $^{19}$F signals originate from the triflate anion. Modified from [66]. Copyright © 2003. American Chemical Society.

For nuclei with large hyperfine couplings and large anisotropies the $\tau$ dependence of the signal can produce unwanted blind spots in the spectrum. Note that the deadtime of the spectrometer prevents very small $\tau$ values from being used: at X-band typically $\tau$ is 100 ns or more. For $\tau = 100$ ns blind spots occur when $A_S = 0, 10, 20, \ldots$ MHz. For large hyperfine couplings it is thus usually preferable to employ the Davies ENDOR sequence with a well-chosen length for the m.w $\pi$ pulse [Eq. (26)]. Conversely, Mims ENDOR can be particularly sensitive for measuring small hyperfine couplings if the phase memory time $T_M$ of the sample is sufficiently long to allow an optimal $\tau$ value to be used. The blind spot behavior in Mims ENDOR can be avoided with a remote-echo detection sequence [55] or with the refocused Mims ENDOR approach [67].

### 4.2. Baseline Artifacts in ENDOR

A significant technical problem in ENDOR arises from r.f. heating, resulting in small changes in the resonator tuning, and leading to the appearance of baseline artifacts in the ENDOR spectrum. This problem is most severe at low temperatures, but can be overcome by varying the r.f. frequency acquisition not linearly, but randomly [68]. Convincing examples are shown in [68].
4.3. Hyperfine-Correlated ENDOR Spectroscopy

The resolution of the basic 1D Mims and Davies ENDOR sequences can be improved by disentangling the spectrum into a second appropriately chosen dimension. One approach is to correlate the ENDOR frequencies with their corresponding hyperfine frequencies, so-called hyperfine-correlated ENDOR spectroscopy. We discuss two sequences that achieve this correlation: 2D Mims ENDOR and HYEND (hyperfine correlated ENDOR).

![Figure 18](image)

The 1D Mims ENDOR sequence can readily be extended to include a hyperfine dimension by incrementing, in addition to the r.f. frequency, the \( \tau \) value. Equation (27) shows that the ENDOR efficiency oscillates with \( \cos(A_{S\tau}) \), and thus performing a FT of the time-domain traces recorded as a function of \( \tau \) results in a hyperfine-correlated ENDOR spectrum. An example is shown in Figure 18 for the complex \([\text{Rh(tropp}^{\text{ph}})_2]\), which has rhodium \((I = \frac{1}{2})\) hyperfine couplings in the range 16–21 MHz [69].

2D Mims ENDOR is restricted to hyperfine couplings smaller than the frequency range covered by the m.w. pulses, typically <50 MHz, and can suffer from poor resolution along the hyperfine axis as the signal decays with the phase memory time \( T_M \) (which is often of the order of only a few microseconds in transition metal complexes).
The HYEND experiment [70] also correlates ENDOR frequencies with their corresponding hyperfine couplings. The pulse sequence is shown in Figure 19a. The nuclear frequency dimension is obtained by varying the frequency of the two selective $\pi/2$ r.f. pulses, and the hyperfine dimension by the FT of the echo modulations recorded as a function of the time $T$. The states attained during the experiment for an $S = \frac{1}{2}, I = \frac{1}{2}$ spin system are shown in Figure 19b. The experiment is easily understood qualitatively. We assume that the first m.w. pulse is on resonance with the allowed EPR transition (1,3) and the r.f. pulse has the frequency $\omega_h$ and is thus resonant with the nuclear transition (1,2). The first m.w. pulse inverts the polarization of transition (1,3), and the selective r.f. pulse transfers the polarization of transition (1,2) to nuclear coherence (wavy line). This coherence is immediately transferred by a nonselective m.w. $\pi$ pulse to the $\alpha$ electron spin manifold, where it evolves with the nuclear frequency $\omega_h$ for a time $T$. The second nonselective m.w. $\pi$ pulse transfers the nuclear coherence back to the $\alpha$ manifold, where the second r.f. pulse transfers the nuclear coherence back to electron polarization, which is detected with the m.w. primary echo sequence. The two r.f. pulses must remain coherent during the sequence, and then the polarization created by the second r.f. pulse is dependent upon the phase accumulated by the nuclear coherence during the time $T$ in the $\beta$ manifold with respect to the phase of the r.f field. This phase is given by $(\omega_h + \omega_h)T$ (weak coupling) or $(\omega_h - \omega_h)T$ (strong coupling). The HYEND signal as a function of $T$, for an isotropic hyperfine interaction with the r.f. pulses resonant with a nuclear transition, is given by
\[ V_{\alpha \beta}(T) = \pm \text{sign}(2\omega_i + a_{iso}) \cos(\omega T) \text{ with } \omega_i = \omega_\alpha - \omega_\beta = a_{iso}, \] (28)

Figure 20 illustrates a HYEND spectrum from a [Rh(trop_2NCH_2)(PPh_3)] complex [71], which demonstrates the resolution of $^{13}$C and $^{103}$Rh signals that are otherwise difficult to assign in an X-band Davies ENDOR experiment.

**Figure 20.** X-band HYEND spectrum of [Rh(trop_2NCH_2)(PPh_3)] in THF measured at 15 K. The dashed lines are separated by twice the nuclear Zeeman interaction ($2\gamma_i$) of $^{103}$Rh and $^{13}$C, and cross the $v_{\text{ENDOR}}$ and $v_{hf}$ axes at $\gamma_i(103)$Rh and $\gamma_i(13)$C, respectively. Modified with permission from [71]. Copyright © 2006, Wiley-VCH.

### 4.4. Triple Resonance

This experiment is usually employed to determine the relative sign of two hyperfine couplings [72], or in the 2D version additionally the relative orientation between two hyperfine tensors [73,74]. In a triple resonance (or double ENDOR) experiment, the nuclear transitions are excited with two r.f. fields. Figure 21a shows the pulse sequence based on the Davies ENDOR approach. The mixing time now consists of two r.f. $\pi$ pulses separated by a time $\Delta T$. The first r.f. pulse (pump pulse) with frequency $\omega_{rf1}$ must be resonant with a particular nuclear transition, while the frequency $\omega_{rf2}$ of the second r.f. pulse (scan pulse) is swept through the ENDOR spectrum. Figure 21b shows the expected spectra for an $S = \frac{1}{2}$, $I_1 = \frac{1}{2}$, $I_2 = \frac{1}{2}$ spin system in the weak coupling case ($A_{1S} > A_{2S} > 0$, $\omega_{I1} = \omega_{I2}$): the ENDOR spectrum (top), the triple spectrum (middle) when the pump pulse is resonant with peak 1, and the difference triple spectrum (bottom) obtained by subtraction. Since peak 2 occurs on the same side of $\omega_A$ as the pump pulse on peak 1, the two hyperfine couplings have the same sign. The difference spectrum contains only transitions that belong to the same electron spin manifold of the same paramagnetic center.
4.5. Variable Mixing Time ENDOR

Variable mixing time ENDOR experiments can be used to determine the absolute sign of a hyperfine coupling [75]. One such sequence based on Davies ENDOR is shown in Figure 22 [76], and includes an additional variable mixing time (VMT), $t_{\text{mix}}$. Under suitable conditions the ENDOR signals from the two electron spin manifolds become distorted (asymmetric), with the asymmetry depending upon the electron and nuclear spin-lattice relaxation and cross-relaxation times, $T_{1e}$, $T_{1n}$, and $T_{1x}$, respectively, the thermal polarization, and the sign of the hyperfine coupling. Under suitable experimental conditions, usually low temperature and high field, the sign of the hyperfine coupling can be determined from the relative intensity of the ENDOR signals from the two $m_S$ manifolds. Epel and colleagues [77] provide an example of this approach using $^1$H W-band ENDOR on frozen solutions of nitrous oxide reductase ($N_2$OR).
4.6. High-Field ENDOR

The advantages of measuring ENDOR spectra at high field are (1) separation of signals of nuclei with different $\gamma_n$, (2) increased orientation selectivity, (3) increased sensitivity for samples when only a small amount of material is available or where it is only possible to grow small single crystals, (4) improved resolution of paramagnetic centers with different $g$-values, and hence their ENDOR spectra, (5) spectra with low $\gamma_n$ can be measured, such as $^2$H nuclei, (6) simplification of spectra from high-spin systems where the electron Zeeman interaction is dominant, and (7) it is often possible to determine the absolute sign of the hyperfine interaction.

Points 1 and 2 can be easily appreciated by inspection of the spin Hamiltonian given in Eq. (1); the electron and nuclear Zeeman interactions are field dependent. For this reason overlapping spectra of different types of nuclei can be separated at higher $B_0$ fields. For instance, at X-band frequencies (e.g., $B_0 = 330$ mT), the ENDOR spectra of weakly coupled $^1$H and $^{19}$F nuclei overlap since they are approximately centered at $\nu_{1H} = 14$ MHz and $\nu_{1F} = 13.2$ MHz, respectively. By measuring at W-band frequencies (e.g., $B_0 = 3300$ mT) the difference between $\nu_{1H} = 140$ MHz and $\nu_{1F} = 132$ MHz might be sufficient to separate the two signals. Another example, often encountered in X-band ENDOR spectra of transition metal complexes, is the overlap of strongly coupled $^{14}$N signals centered at $A_S/2 \approx 15$ MHz and weakly coupled $^1$H signals centered at $\nu_{1H} \approx 14$ MHz (see Fig. 16). At higher m.w. frequencies (e.g., Q-band, $\nu_{1H} \approx 50$ MHz) the two signals can be fully separated.

In the case of strongly coupled nuclei with $I > \frac{1}{2}$, the measurement at higher $B_0$ fields can improve resolution because of the increased nuclear Zeeman splitting. An example is shown in Figure 23 for the Cu(II) complex of N-confused tetraphenylporphyrin. The Davies ENDOR spectra measured close to $g_{||}$ (Fig. 23a) consist of doublets split by $2 \nu_{14N}$ and centered at $\nu_{\text{ENDOR}} = 30$ MHz. Consequently, these peaks are assigned to strongly coupled nitrogens of the porphyrin core. Due to the unresolved nuclear quadrupole interaction along this orientation, the resolution enhancement gained by going from X- to Q-band frequencies does not provide any further information. The situation is different for the observer position at $g_{\perp}$. The X-band Davies ENDOR spectrum (Fig. 23b, left) consists of five peaks corresponding to the turning points of the orientation dependent single-quantum nuclear frequencies (Fig. 23c, left). These four frequencies strongly overlap because the nuclear Zeeman and quadrupole splittings are comparable ($2 \nu_{14N} = 2.1$ MHz, $3P \approx 2.8$ MHz). In going to Q-band frequency (Fig. 23b, right) the nuclear Zeeman splitting increases to $2 \nu_{14N} = 7.6$ MHz, and this results in an almost complete separation of the nitrogen signals from the two electron spin manifolds (Fig. 23c, right). This resolution enhancement allows for a more straightforward spectrum simulation [42].

In going to higher $B_0$ fields, the resolution of ENDOR signals belonging to the same type of nucleus of the same paramagnetic species only improves as a result of the increased orientation selection (less contributing orientations equates to sharper
Figure 23. Comparison between X-band (left) and Q-band (right) Davies ENDOR spectra of Cu(II)NCTPP diluted in ZnTPP powder. (a) Single-crystal like spectra measured at $g_0$ ($B_0$ perpendicular to the porphyrin plane). The peaks are centered at 30 MHz and split by $2\nu_N$; therefore, they are assigned to the two magnetically equivalent strongly coupled core nitrogens with a hyperfine coupling of 60 MHz and an unresolved nuclear quadrupole interaction along this orientation. (b) Spectra measured at observer positions corresponding to $g_A$ ($B_0$ in the porphyrin plane). (c) Theoretical in-plane ($\theta = \pi/2$) orientation dependence of the single-quantum nuclear frequencies upon the polar angle $\phi$. Black curves: $\alpha$ electron spin manifold; gray curves: $\beta$ electron spin manifold. Simulation parameters: $(A_1, A_2, A_3) = (71.5, 58.3, 59.5)$ MHz and $(P_1, P_2, P_3) = (-0.87, 1.00, -0.13)$ MHz, $\nu_N = 1.05$ MHz for X-band (left) and $\nu_N = 3.80$ MHz for Q-band (right). Modified with permission from [42]. Copyright © 2005, Wiley-VCH.

lines). However, this resolution improvement is often very modest, particularly for transition metal complexes where the $g$ anisotropy is already resolved at X- or Q-band. A 2D experiment can help in these cases, and the best resolution may be achieved at lower m.w. frequencies. This is especially true for overlapping proton signals where HYSCORE [59], or the ENDOR equivalent HYSCORE-ENDOR, is ideal for separating overlapping proton signals which originate from hyperfine interactions with different anisotropies. This is because the signal shifts from the antidiagonal line are proportional to the hyperfine anisotropy and inversely proportional to the proton Larmor frequency [Eq. (23)]. A lower $B_0$ field also offers an
additional advantage for strongly coupled, low $\gamma_n$ nuclei, since a very short r.f. $\pi$ pulse can be realized as a result of the hyperfine enhancement effect (see §4.7).

### 4.7. Hyperfine Enhancement of r.f. Pulses

A significant technical challenge in ENDOR is to produce a strong r.f. $B_2$ field at the location of the sample. The effective r.f. field $B_{2\text{eff}}(t)$ that induces transitions at the nucleus is enhanced by the hyperfine interaction between the electron and the nuclear spin, an effect called hyperfine enhancement. For an isotropic hyperfine interaction and with $B_2 \ll B_0$, the component of $B_{hf}$ perpendicular to $B_0$ can be written as $B_{2\text{hf}} = (d_{iso}/(\omega_1 B_2))$, and the total oscillating field amplitude $B_{2\text{eff}}$ with the enhancement factor $E$ as [78]

$$B_{2\text{eff}} = E B_2 \quad \text{with} \quad E = \left| 1 + \frac{m_s d_{iso}}{\omega_1} \right|. \tag{29}$$

More general formulae for first-order line intensities, which include hyperfine enhancement, are given in [78–81]. Pronounced hyperfine enhancements (or de-enhancements) are often found in transition metal complexes with ligand nuclei having large hyperfine couplings in comparison to their gyromagnetic ratios. This is often the case at X-band for strongly coupled nitrogens. For example, a nitrogen with a hyperfine coupling of $A_S/2\pi = 40$ MHz, $m_s = \pm \frac{1}{2}$, and $\nu_1 = 1$ MHz, has a hyperfine enhancement factor of $E_z = 21, 19$. Practically, this means that a $\pi$ r.f. pulse can be achieved in a time much shorter than would otherwise be the case, an advantage. Note that this effect will decrease at higher $B_0$ fields; at W-band $\nu_1 = 10$ MHz and the hyperfine enhancement factor is $E_z = 1, 3$ for $A_S/2\pi = 40$ MHz. This effect shows that ENDOR performed at low $B_0$ fields is sometimes advantageous because of the higher sensitivity afforded by a larger effective $B_2$.

Equation (29) shows that for low-frequency transitions, where $A_s \approx 2|\omega_1|$, one of the $E$ values is close to zero so that it becomes exceedingly difficult to excite these nuclear transitions. In this case ESEEM methods are required.

### 4.8. Time-Domain ENDOR

In this section we describe selected time-domain ENDOR experiments where the free evolution of nuclear coherence is recorded. These experiments consist of at least three building blocks: a nuclear coherence generator, a free evolution period for the nuclear coherence, and a nuclear coherence detector.

Time-Domain ENDOR methods often employ a chirp r.f pulse; a pulse with a linearly swept frequency. This approach enables broadband excitation of the nuclear transitions that covers the entire frequency range of the ENDOR spectrum, often of the order of 30 MHz. Note that with the available r.f. power this broad excitation range is not possible without the r.f. frequency sweep (i.e., a $\pi$ r.f pulse of around 10 ns would be required, whereas a length of around 10 $\mu$s is typically needed for protons).
The pulse sequences for a Davies-type, a Mims-type, and a Chirp-ENDOR-HYSCORE are shown in Figure 24 [82]. In the Davies-type sequence (a), the nuclear coherence generator consists of the first m.w. and r.f. chirp pulse, followed by a variable free evolution time $T$, and the nuclear coherence detector consisting of the second r.f. chirp pulse and the m.w. primary echo sequence. The time-domain trace is thus measured by incrementing $T$ and recording the echo intensity. FT gives the ENDOR spectrum. The Mims-type sequence, shown in Figure 24b, functions in a similar way.

Figure 24c shows an ENDOR “equivalent” to HYSCORE, the Chirp-ENDOR-HYSCORE sequence. This sequence is based on the Davies-type chirp sequence, but with the addition of the m.w. $\pi$ pulse during the free evolution time of the nuclear coherence. As with HYSCORE, the $\pi$ pulse transfers nuclear coherences between the electron spin manifolds, and FT of the echo intensity as a function of the two evolution times $t_1$ and $t_2$, gives a 2D spectrum correlating the nuclear frequencies of the different electron spin manifolds, exactly as in a HYSCORE experiment. A 2D chirp-ENDOR-HYSCORE spectrum of a copper complex is shown in Figure 24d, and shows peaks from strongly coupled nitrogens in the second quadrant and from weakly coupled protons in the first quadrant. This method thus enables a clear separation of the nitrogen and proton signals, in contrast to a conventional 1D Davies ENDOR spectrum, where they overlap. ENDOR-HYSCORE is complementary to conventional HYSCORE, since ENDOR is ideal for measuring large hyperfine couplings and isotropic hyperfine couplings, and
can measure signals when \( B_0 \) is along a principal axis direction. Conversely, in ESEEM the modulation depth vanishes for isotropic hyperfine couplings (strictly true for \( I = \frac{1}{2} \)) and when \( B_0 \) is along a principal value, and the m.w. pulses must have a sufficient bandwidth to excite both allowed and forbidden transitions of the same spin packet. The excitation bandwidth usually restricts ESEEM techniques to hyperfine interactions <50 MHz.

5. FIELD-SWEPT EPR EXPERIMENTS

This class of experiments involves measuring a field-swept EPR spectrum, either with CW excitation or using m.w. pulses. A variety of 2D pulse field-swept EPR experiments exist that aim to increase the resolution by the addition of a second dimension to the \( B_0 \) sweep; \( T_1 \) and \( T_2 \) filtered EPR [83], forbidden-transition-labeled EPR (FORTE) [84], anisotropy-resolved EPR [85], and magic-angle spinning EPR [86]. Here only two types of experiments are discussed: nutation and electron Zeeman-resolved EPR.

5.1. Nutation Experiments

It is not always possible to evaluate the electron spin quantum number \( S \) of a paramagnetic species from the field-swept EPR spectrum. Often only the \( (|\pm\frac{1}{2}> , |\mp\frac{1}{2}>) \) EPR transitions can be observed, or several species with different \( S \) values contribute to the spectrum. Under suitable conditions \( S \) can be determined from the nutation frequency \( \omega_{\text{nut}} \). If the m.w. radiation excites only a single transition then

\[
\omega_{\text{nut}}(m_s,m_s+1) = \frac{g_1\beta B_1}{\hbar}[S(S+1)-m_s(m_s+1)]^{1/2}.
\]

(30)

\( B_1 \) can be determined separately in a calibration experiment with a standard sample such as DPPH (\( S = \frac{1}{2}, g = g_1 = 2.0036 \)), and \( g_1 \) is related to the laboratory frame \( x \)-axis [7].

Nutation experiments allow for the measurement of very low \( g \)-values, for example, in a Ti\(^{3+}\)-doped sapphire sample \( g_\perp = 0.04 \) was measured by nutation spectroscopy [87]. Separation of the allowed and forbidden EPR transitions can be achieved in a 2D nutation experiment (one axis has the \( B_0 \) field sweep and the other the nutation frequencies), since allowed transitions have a significantly lower nutation frequency than the forbidden transitions [88]. A 2D nutation experiment also allows spectra from different sites in a single crystal to be separated, as for example in single crystals of N,N'-ethylenbis-(acetylacetonatiminato)Cu(II) [89]. There are several pulse sequences available to measure nutation frequencies (see, e.g., [90,91]). We explain briefly the PEANUT sequence given in Figure 25a [88]. The sequence begins with a \( \pi/2 \) pulse whose length determines the frequency range of the spins involved in the experiment. The transverse magnetization excited by this
Figure 25. (a) PEANUT sequence for the measurement of nutation frequencies. (b) Peanut experiment at Q-band (35.3 GHz) on a single crystal of Zn(Im)$_6$ doped with 0.4% Mn(II) ($S = 5/2, I = 5/2$). Labels 1$^a$, 1$^b$ show the $|–5/2, m_I^2, –3/2, m_I^2\rangle$ transitions for the two sites in the single crystal. Label 2 shows the $|+3/2, m_I^2, +1/2, m_I^2\rangle$ transitions for site $a$ in the single crystal, the six lines from site $b$ are approximately 2 mT to the right of this pattern. Inset: FID-detected EPR spectrum with the $|–1/2, m_I^2, +1/2, m_I^2\rangle$ transitions marked. From data provided by Dr. Inés García Rubio.

pulse evolves and defocuses during the evolution period $\tau$. Next, a pulse of constant length $T$, which is subdivided into two parts of variable length $t$ and $T – t$ with opposite m.w. phases applied. During time $t$ the $B_1$ m.w. field is orientated along the $x$-axis and the magnetization nutates with frequency $\omega_{\text{eff}}$ around an effective field $B_{\text{eff}}$, while during time $T – t$ the $B_1$ m.w. field is orientated along the minus $x$-axis and the magnetization nutates with the same frequency $\omega_{\text{eff}}$ but around an effective field $B'_{\text{eff}}$. The phase shift at time $t$ causes a partial refocusing to a rotary echo, which is detected via a spin-locked echo formed at time $\tau$ after the nutation
pulse. A single time-domain trace is thus obtained by measuring at a fixed field position and varying the time $t$ during the nutation pulse of constant length $T$. A 2D spectrum is obtained by sweeping $B_0$.

Figure 25b shows a PEANUT spectrum measured at Q-band (35.3 GHz) on a single crystal of Zn(Im)$_6$ doped with 0.4% Mn(II) ($S = 5/2$, $I = 5/2$ spin system). The sample contains molecules in two slightly different orientations due to the twinning of the crystal. The magnetic field sweep is along the $x$-axis, and the $y$-axis plots the nutation frequencies. The transition moment between the various $m_S$-manifolds depends on $m_S$, which results in slightly different turning angles for the $(|\pm 5/2, m_I\rangle, |\pm 3/2, m_I\rangle)$, $(|\pm 3/2, m_I\rangle, |\pm 1/2, m_I\rangle)$, and $(|\pm 1/2, m_I\rangle, |+1/2, m_I\rangle)$ transitions. In this way the different transitions can be identified in the PEANUT experiment by their position on the nutation axis. The most intense lines in the spectrum correspond to the transitions $(|\pm 5/2, m_I\rangle, |\pm 3/2, m_I\rangle)$. At a higher nutation frequency the transitions $(|\pm 3/2, m_I\rangle, |\pm 1/2, m_I\rangle)$ can be observed, and also, very weakly, the transitions $(|\pm 1/2, m_I\rangle, |\pm 3/2, m_I\rangle)$. The upper spectrum corresponds to the FID-detected spectrum of the single crystal sample for the same crystal orientation.

5.2. Electron Zeeman-Resolved EPR

This 2D EPR experiment makes use of the fact that the electron Zeeman interaction is the only relevant field-dependent term in the spin Hamiltonian. The pulse sequence is shown in Figure 26a, and consists of a primary echo sequence together with a sinusoidal varying magnetic field, $\Delta B_0(t)$, directed along the $B_0$ axis. The additional magnetic field causes an accumulation of the phase of electron coherence, so that transitions with different $g$-values will be separated from one another. An example of this approach to disentangle a spectrum from a powder sample with an axial $g$-matrix and hyperfine interaction from an $I = 3/2$ nucleus is given in Figure 26b [92].

6. STRATEGIES AND OUTLOOK

In this review we have concentrated on explaining the basic mechanisms behind ENDOR and ESEEM spectroscopy. These two methods, along with field-swept EPR experiments, provide a means to obtain a detailed description of the EPR parameters of paramagnetic centers in single crystals, powders, and frozen solutions. To obtain the most accurate EPR parameters requires not one technique, but a combination, and preferably applied at several m.w. frequencies. Measurements at multi-frequencies allow possible ambiguities that arise from data measured at only one m.w. frequency to be resolved.

For ESEEM experiments in particular, the $B_0$ field strength needs to be matched to the hyperfine interaction of interest; the largest echo envelope modulation occurs when the nuclear Zeeman and hyperfine interaction are equal in magnitude (strictly true only for $I = \frac{1}{2}$ nuclei). For a nucleus with a particular hyperfine interaction, the modulation depth may be too weak to observe at X-band,
Figure 26. (a) EZ-EPR experiment consisting of a primary echo sequence and a sinusoidal \( B_0 \) variation; (b) model calculation for an \( S = \frac{1}{2}, I = \frac{3}{2} \) spin system. Modified with permission from [7]. Copyright © 2001, Oxford University Press.

whereas at Q-band the sensitivity can be maximum. Even when the modulation depth is predicted to be low for a particular nucleus, sensitivity improvements can conveniently be achieved by using matched pulses with an optimal m.w. field strength and length.

Generally, ENDOR resolution is superior at higher \( B_0 \) fields. However, for nuclei with low \( \gamma_n \) values and large hyperfine couplings, the sensitivity may be better at lower fields (X-band) because the ENDOR enhancement effect allows very short \( \pi \) r.f. pulses to be used. Additionally, the EPR spectrum is less spread out and thus more orientations contribute to the measurement. At lower \( B_0 \) fields, overlapping signals from different nuclei can be disentangled by 2D ENDOR experiments. Several possibilities have been described here.

Spectrum simulation is an integral part of EPR spectroscopy of disordered systems. To obtain the most accurate EPR parameters, it is usually necessary to measure (ENDOR or ESEEM) spectra at a number of observer positions across the EPR spectrum. Ideally, spectra at enough field positions should be recorded so that the set contains signals from all orientations of the paramagnetic center with respect to \( B_0 \). The number required depends on the width of the EPR spectrum. In disordered systems spectra taken away from the “single-crystal” positions consist of ridges whose width reflects the anisotropy of the spin Hamiltonian parameters, and the orientation selection. Sharp peaks are usually observed at “single-crystal” positions, which generally makes their interpretation straightforward. Once the data have been collected, each field position needs to be correctly interpreted and the signals simulated. For time-domain experiments, usually a computer programme based on the density matrix formalism [93] is implemented. Examples include EasySpin [94,95] and XSophe [96,97], and programmes by Madi et al. [31] and Shane et al. [98]. 1D time-domain experiments, such as two- or three-pulse ESEEM, can be simulated quickly with this approach. This allows in some situations a fitting algorithm to be implemented. However, simulation of 2D experiments such as HYSCORE are very time consuming, particularly if \( S > \frac{1}{2} \), if more than one nu-
clear spin needs to be considered, and for nuclei with \( I > \frac{1}{2} \). In these cases, we suggest that a scan of possible solutions first be undertaken by computing just the frequency positions of the cross-peaks by exact diagonalization of the spin Hamiltonian. This calculation is very rapid, and the correct orientation selection can be included. Once possible solutions are found, they should be checked with a simulation that includes both position and intensity information. For ENDOR, very often simulation programs calculate the nuclear frequencies and transitions by diagonalization of the spin Hamiltonian, an approach appropriate for resonant irradiation. In this case appropriate care should be taken when comparing this simulation to pulse ENDOR spectra (e.g., blind spots, hyperfine enhancement, pulse selectivity).
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