Rank tests form a class of statistical procedures that have the advantage of great simplicity combined with surprising power. Since their development in the 1940s and 1950s, they have taken their place as strong competitors of the more classical normal theory methods. Rank tests apply only to relatively simple solutions, such as one-, two-, and s-sample problems, and testing for independence and randomness, but for these situations they are often the method of choice.

The current edition of this textbook describes these tests and the estimating procedures derived from them, and gives an account of their properties. The body of work on rank tests was in place when this book was first published in 1975, and it has not changed much since then or lost its usefulness. This book is therefore being reprinted in its original form, with the only additions being this new Preface and an Epilogue that describes some related recent developments.

Even though the field of rank tests has undergone little change, important new methodologies have sprung up which also serve the purpose of freeing statistics from the unrealistic model assumptions that so frequently invalidate its applications. The Epilogue outlines some of these alternative approaches and their connections with the material in this book.

One aspect of statistics that has changed radically during the last 20 years is the computing environment. All the tests discussed here are now available in a variety of statistical packages. Despite the easy availability of such packages, I have retained the tables at the end of the book for students' convenience in working the examples and exercises.
1. History

Methods based on ranks form a substantial body of statistical techniques that provide alternatives to the classical parametric methods. Individual rank tests were proposed much earlier [the earliest use may be that of the sign test by Arbuthnot in 1710; for some additional history see, for example, Kruskal (1957 and 1958)*]; the modern development of the subject may be said to have begun with the papers by Hotelling and Pabst (1936), Friedman (1937), Kendall (1938), Smirnov (1939), and those of Wald and Wolfowitz in the early 1940s. An interesting survey of this work was given by Scheffé (1943).

A full-scale development of rank-based methods seems to have been sparked by the publication in 1945 of a paper by Wilcoxon in which he discussed the two tests, now bearing his name, for comparing two treatments, and by the book of Kendall (1948). Since then there has been a flood of publications that has not yet abated. A bibliography of nonparametric statistics (of which rank-based methods constitute the methodologically most important part) by Savage (1962) lists about 3,000 items. If brought up to date, it probably would contain twice that many entries.

* See References following Preface.
The feature of nonparametric methods mainly responsible for their great popularity (and to which they owe their name) is the weak set of assumptions required for their validity. Although it was believed at first that a heavy price in loss of efficiency would have to be paid for this robustness, it turned out, rather surprisingly, that the efficiency of the Wilcoxon tests and other nonparametric procedures holds up quite well under the classical assumption of normality and that these procedures may have considerable advantages in efficiency (as well as validity) when the assumption of normality is not satisfied. These facts were first brought out clearly by Pitman (1948) and were strengthened by results of Hodges and Lehmann (1956) and Chernoff and Savage (1958).

In the early stages, rank-based methods were essentially restricted to testing procedures. They thus did not provide a flexible array of methods, which would include not only tests but point and interval estimates as well as various simultaneous inference procedures. This difficulty is gradually being overcome, although rank-based methods do not yet have the flexibility and the wide applicability to complex linear models that make least squares and normal theory so attractive.

2. The present book

The purpose of this book is to provide an introduction to nonparametric methods for the analysis and planning of comparative studies. Only a relatively small number of basic techniques are presented in detail: These are mainly tests of the Wilcoxon type (which can be obtained from the corresponding classical tests by replacing the observations by their ranks) and the estimation and simultaneous inference procedures based upon these tests. These methods are simple, have good efficiency properties, and most are well tabled. They are treated rather fully here, with emphasis on the assumptions under which they are appropriate, the accuracy of the various approximations that are required, and the modifications needed for tied observations. For the simplest cases there is also a discussion of power or accuracy and the determination of the sample sizes required to achieve a given accuracy. The use of the methods is exemplified in the text, and numerous problems furnish opportunities for the student to try them for himself. In many cases the data for these illustrations are the results of actual studies reported in the literature.

An indication of some alternatives to and extensions of the above procedures, and of some additional properties, is provided by sections of further developments at the end of each chapter, which give an introduction to the literature on these subjects. Among the topics treated this way are the Normal Scores procedures, permutation tests, sequential methods, and optimum theory. Two topics that are not covered are multivariate techniques (because of lack of space) and goodness-of-fit tests (because both the problem and the data are quite different from those considered here). On the other hand, a discussion of some tests for two-way
contingency tables is included in the text because they can be viewed as special cases of rank tests with tied observations.

As mentioned above, an important advantage of nonparametric tests is the simplicity of the assumptions required for their validity. It is not necessary to postulate a population from which the subjects in a study have been obtained by random sampling, but only that the treatments being compared have been assigned to the subjects at random. All techniques are first discussed in terms of such a randomization model. This material (which constitutes Chapters 1 and 3 and some parts of Chapters 5 to 7) requires only the simplest mathematical background for its understanding. All that is needed is an elementary introduction to probability, such as that provided by mathematics courses in many high schools or the first lectures in an introductory course on probability or statistics.

It is possible within this framework to describe the tests, illustrate their use, and discuss the computation of significance or critical values. However, randomization models do not permit an evaluation of power that could be used to plan the size of a study. This is best discussed in terms of a population from which the subjects have been sampled. Unfortunately, an adequate treatment of population models (such as those underlying the normal distribution) requires some knowledge of the calculus.

The determination of sample size and the evaluation of the power of a test (which plays an analogous role as the variance of an estimate) seemed too important to omit. So as to include these somewhat more advanced topics, I have allowed the level of the book to vary with the requirements of the material. Despite the obvious disadvantages of such inconsistency, it is my hope that even the reader with little mathematical background will be able to follow the main ideas of the more advanced parts (Chapters 2 and 4 and portions of Chapters 5 to 7) and that the reader whose background is stronger will not be put off by the slow pace of the more elementary sections. I am encouraged in this hope by the fact that courses I have taught along these lines to students with very disparate backgrounds seem to have been reasonably successful.

The main text is followed by an appendix that provides the large-sample theory underlying the many approximations required where tables are not available and exact computations are too laborious. This material is at an intermediate level. It requires substantially more mathematical sophistication than the rest of the book, but it is much less advanced than the books by Hájek and Sidak (1967) and Puri and Sen (1971). A number of standard limit theorems from probability theory are stated and discussed but not proved, and on this basis the needed results are derived with relatively little effort.
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