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OPTICAL KERR EFFECT EXPERIMENTS ON COMPLEX LIQUIDS
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Abstract  The time-resolved spectroscopy based on polarization effects represents one of the most sensitive techniques for studying dynamical phenomena in condensed matter. The optical Kerr effect performed with ultra-short laser pulses enables a unique investigation of dynamic processes covering a wide time range, typically from few femtoseconds up to many nanoseconds. This spectroscopic tool is particularly well suited for the measurement of relaxation patterns in complex liquids where several dynamic phenomena, taking place on different time scales, are present. In this chapter we introduce the optical Kerr effect principles, the experimental procedure, and some results from measurements in a number of different complex liquids.

2.1 Introduction

Since 1875, thanks to Kerr’s discovery [1], it is known that a static electric field can induce a modification of the optical properties of a liquid. Many years later researchers found out that also an optical electromagnetic field was capable of producing a measurable modification of the dielectric properties, inducing a birefringence effect: the first experimental observation of the optical Kerr effect (OKE) was reported in 1963 [2]. After few years, with the introduction of the first pulsed lasers, spectroscopists discovered the chance to induce in a material a transient birefringence and to measure its relaxation toward the equilibrium [3]. They also realized that this could be a relevant new spectroscopic tool able to collect new information on the dynamical processes present in the material. The spectroscopic research, worked out in the following years, confirmed this forecast beyond the expectations. Two important experimental improvements of this spectroscopic technique have been made. On one hand, the pulsed laser sources have become able to produce very short pulses of high
energy in a very reliable way, on the other hand the introduction of the optical heterodyne detection has improved substantially the quality of the OKE data in terms of signal/noise ratio [4] and control of spurious birefringence effects in the signal [5]. During the 80s the first OKE experiments utilizing subpicosecond laser pulses with heterodyne detection were presented [6, 7]. These pioneering works defined the real possibility of the optical Heterodyne Detected Optical Kerr Effect (HD-OKE) in investigating the fast dynamics of simple molecular liquids, and it opened the way to a series of new experimental HD-OKE studies [8–21].

Recently, the OKE technique has been utilized to investigate the dynamics of more complex liquids, like molecular liquids approaching a phase transition [22], liquid crystals [23] and glass-formers [24]. To perform a correct and complete spectroscopic study of these complex systems, the OKE needs to be performed with heterodyne detection [25, 26] over a very large time window; these requirements forced researchers to develop new experimental procedures [26–30]. From these studies clearly arises the need for a more detailed understanding of the general problem of the interaction of the laser pulses with the molecular liquids and the following induced effects, often common to other time-resolved techniques [31–35], see also Chap. 3. All these time-resolved spectroscopic investigations made clear that the study of relaxation phenomena in the time domain gives valuable information, which is complementary to the frequency domain measurements. This is particularly valuable when complex decay patterns and a variety of relaxation channels are present. In some respects, the development of new time-resolved spectroscopies gives also a renew relevance to the HD-OKE experiments that are still able to produce very interesting results on well-studied molecular liquids [36, 37]. In the first Section, we introduce the basic principle of OKE experiments defining the measured signal. In Sect. 2.3, we analyze the OKE response function and its connection with some theoretical models of liquid dynamics. In Sect. 2.4, we present the experimental procedure and set-up implemented by the authors. In the last Section, we summarize some experimental results on simple and complex liquids.

2.2 Time-Resolved OKE Experiments

When a laser pulse passes through a material it produces a local non equilibrium state that induces a modification of the optical properties. This is a transient effect that relaxes back to the equilibrium state through a variety of processes. In a typical pump-probe experiment, a second laser pulse is sent on the material probing the optical modifications induced by the pump pulse. Since the second laser pulse arrives with a controlled delay, it monitors and measures the transient optical excitation and hence the relaxation of the nonequilibrium state. In the time-resolved OKE both the pulses, pump and probe, are linearly...
polarized and nonresonant with any electronic state. The pump pulse induces in an isotropic medium (e.g. a liquid or glass) a transient optical anisotropy, as it modifies the index of refraction along the spatial axis parallel to the pump polarization direction, see Fig. 2.1. When no absorption of the laser field is present, just the real part of the refractive index is modified and this effect is called induced birefringence. On the other hand, if a laser absorption is present, also the imaginary part of the refractive index is modified and the effect is called induced dichroism [5]. In this chapter, we will focus only on transparent complex liquids, i.e. electronically nonresonant liquids. Indeed, for completeness, we must note that recently the presence of a very weak dichroic contribution in the HD-OKE signal has been reported also in a medium without any electronic resonance [38] and, moreover, it has been reported that also other type of resonances, as overtones and/or combinations of vibrational bands, could induce a
birefringence in the sample [31]. Nevertheless, we will assume in the following that these contributions are negligible in a properly optimized OKE experiment.

2.2.1 A Simple Model

The physical processes describing the field–matter interaction in an OKE experiment are quite complicated and they are defined properly by the nonlinear optics equations [39–41]. In the next chapter, we will outline the rigorous description of the experiment based on the four-wave mixing phenomena equations. Here we introduce a relatively simple model of the OKE experiment, either continuous or time-resolved, that retains all the principal features. This model is based on few intuitive starting approximations that will be proved later. The first basic approximation is the separation between excitation and the probing processes.

2.2.1.1 The Excitation Process

The first laser pulse is linearly polarized in the \( \hat{x} \) direction, see Fig. 2.1, and it can be described during its propagation in the sample, according to the following equation, see also the appendix:

\[
E_{\text{ex}}^x(z, t) = \hat{e}_x E_{\text{ex}}^x(z, t) e^{i\omega_0(z-c\tau)},
\]

(2.1)

where \( \eta_0 \) is the equilibrium isotropic index of refraction of the sample. This pulse propagates in the material producing a transient linear birefringence. The laser pulse modifies the real part of the index of refraction, introducing a small anisotropic variation. As a first approximation, we can write the new excited-state refractive index as follows:

\[
\eta_{ij}(\tau) = \eta_0 + \Delta \eta_{ij}(\tau),
\]

(2.2)

\[
\Delta \eta_{ij}(\tau) = \begin{pmatrix}
\Delta \eta_{xx}(\tau) & 0 \\
0 & \Delta \eta_{yy}(\tau)
\end{pmatrix},
\]

(2.3)

where \( \Delta \eta_{ij} \) is the transient birefringence induced by the laser excitation pulse and the \( i \) and \( j \) indicate the direction of polarization and \( \tau \) is the delay time between the excitation and probing times. We suppose here non overlapping pulses (i.e. \( \tau > 0 \)) and a medium response time longer than the pulse duration. In the present experimental configuration, because of the initial isotropy of the medium, only the \( xx \) (parallel to the excitation) and the \( yy \) (perpendicular to the excitation) matrix elements are modified by the excitation beam. The induced anisotropy is defined by the interaction between the excitation pulse and the material; if this is nonresonant the following equation holds:

\[
\Delta \eta_{ij}(\tau) \propto \int \text{d}t' R_{ijxx}(\tau - t') I_{\text{ex}}(t'),
\]

(2.4)

where \( I_{\text{ex}} \propto |\mathcal{E}_{\text{ex}}^x(z, t)|^2 \) is the intensity of the laser pulse and \( R_{ijxx}(t) \) is the material response function that defines how the optical properties of the material
are modified by the excitation laser pulse (that in the present case has the $\hat{e}_x$ linear polarization, see (2.1)). Furthermore, the response function defines which modes are excited in the material, by the field–matter interaction, and how these modes evolve in time according to the material dynamics. This function is indeed the more relevant observable to be measured in a time-resolved spectroscopic experiment. In the following chapters, we will analyze the response function in detail as well how this is connected with molecular dynamics present in the materials.

2.2.1.2 The Probing Process

After the sample has been excited, the probe beam propagates in the sample probing the modified index of refraction. We assume the probe beam linearly polarized at $45^\circ$ with respect to the excitation beam in the $\hat{x}\hat{y}$ plane. The expression of the laser beam before the sample has been reported in the appendix. After the beam has propagated through the sample, the anisotropic index of refraction produces a modification of phase, which is different for the probe components along $\hat{x}$ and $\hat{y}$. Neglecting the effect of the induced birefringence (see appendix) on the probe envelope functions, $E^p$, the expression for the probe electric field after the sample is

\[
E^p(z,t) = \hat{e}_x E^p_x(z,t) + \hat{e}_y E^p_y(z,t),
\]

\[
E^p_x(z,t) = E^p(z,t) e^{i\phi_{xx}(\tau)} e^{i\omega(z_c - t)},
\]

\[
E^p_y(z,t) = E^p(z,t) e^{i\phi_{yy}(\tau)} e^{i\omega(z_c - t)},
\]

(2.5)

where the phase modification produced by the sample, $\phi(\tau)$, according to Eq. (2.3), can be written as:

\[
\phi_{xx}(\tau) = \frac{\omega l}{c} \eta_{xx}(\tau) = \frac{\omega l}{c} (\Delta \eta_{xx}(\tau) + \eta_0),
\]

\[
\phi_{yy}(\tau) = \frac{\omega l}{c} \eta_{yy}(\tau) = \frac{\omega l}{c} (\Delta \eta_{yy}(\tau) + \eta_0),
\]

(2.6)

where $l$ is the sample length in the $\hat{z}$ direction. The previous equations, (2.5) and (2.6), describe the beam after the propagation through the excited sample. Successively, the probe beam is analyzed by a polarizer crossed with the input probe beam polarization, i.e. $-45^0$ with respect to the excitation beam. The beam exciting the crossed polarizer represents the signal field measured in an OKE experiment, $E^p_s(z,t)$. The effect of the analysis polarizer is to project the
components of the probe beam according to the following expression \(^1\):

\[
E_{\text{sg}}(z,t) = (\hat{e}_x - \hat{e}_y)(e^{i\phi_{xx}(\tau)} - e^{i\phi_{yy}(\tau)})E_{\text{pr}}(z,t) e^{i\omega(\tau - t)}
\]

\[
= (\hat{e}_x - \hat{e}_y) e^{i\omega \eta_0} [e^{i\omega \Delta \eta_{xx}(\tau)} - e^{i\omega \Delta \eta_{yy}(\tau)}] E_{\text{pr}}(z,t) e^{i\omega(\tau - t)},
\]

(2.7)

where we used (2.6). Considering that the induced variation \(\Delta \eta(t)\) is a small effect and showing explicitly only the time-dependent parameters, we can approximate the previous equation as follows:

\[
E_{\text{sg}}(z,t) \propto i [\Delta \eta_{xx}(\tau) - \Delta \eta_{yy}(t)] E_{\text{pr}}(z,t) e^{i\omega(\tau - t)}
\]

\[
\propto i \left[ \int dt' R_{\text{oke}}(\tau - t')\mathcal{I}(t') \right] E_{\text{pr}}(z,t) e^{i\omega(\tau - t)},
\]

(2.8)

where \(R_{\text{oke}} = R_{\text{xx}} - R_{\text{yy}}\) and \(\mathcal{I}(t) \propto |\mathcal{E}(t)|^2\), begin \(\mathcal{E}(t)\) the envelope describing the main laser pulse, see appendix. Equation (2.8) defines the signal beam measured in an OKE experiment and it shows that the dynamical information of the material are obtained through the measured response function. In the present derivation we supposed well separated pulses, neglecting the instantaneous electronic contribute. This can be taken into account for a sufficiently thin medium in order to neglect pulse spreading and slipping effects: the final result is that, in Eq. 2.8, \(R_{\text{oke}}(\tau - t')\) should be replaced by \(R_{\text{oke}}(t - t')\).

The signal electromagnetic wave can be detected using two different experimental schemes: the homodyne or the heterodyne detection. In the first detection scheme, the signal beam is sent to a square law detector, typically a photomultiplier or a photodiode followed by a current integrator. In this case, the measured signal can be written according to the following expression:

\[
S_{\text{homo}}(\tau) \propto \int |E_{\text{sg}}(t)|^2 dt \propto \int dt\mathcal{I}(t - \tau) \left[ \int dt' R_{\text{oke}}(t - t')\mathcal{I}(t') \right]^2,
\]

(2.9)

In the heterodyne detection scheme, that will be described in detail in Sect. 2.4.1, the signal field is superimposed with a local field so that the measured signal is linearly connected with the material response. In this case, see also (2.62), the signal can be written as

\[
S_{\text{hete}}(\tau) \propto \int dt\mathcal{I}(t - \tau) \int dt' R_{\text{oke}}(t - t')\mathcal{I}(t')
\]

(2.10)

If the pulse durations are short compared to the timescales of material dynamics, the intensity can be approximated as \(\mathcal{I}(t) \simeq \mathcal{I}_0(t)\) and so the OKE experiments measure directly in the time domain the response function:

\[
S_{\text{homo}}(\tau) \propto |R_{\text{oke}}(\tau)|^2 \mathcal{I}_0^2 \mathcal{I}_{\text{ex}}^2,
\]

(2.11)

\[
S_{\text{hete}}(\tau) \propto R_{\text{oke}}(\tau) \mathcal{I}_{\text{ex}}\mathcal{I}_{\text{ex}}.
\]

(2.12)
We would like to stress how the time resolution in this OKE experiment is determined by the laser pulse duration. Indeed, other experimental parameters are important, as we will see in Sect. 2.4, e.g. the optical delay line that defines the delay $\tau$. So if short laser pulses are available, fast dynamic phenomena can be directly revealed and measured in the time domain.

### 2.2.2 The Nonlinear Optics Framework

The basic equations describing the OKE can be introduced within the framework of nonlinear optics and spectroscopy [39–41].

In this approach, the interaction of an electromagnetic field, $E$, with the matter is described on the basis of a series expansion of field power. So basically the polarization induced in a medium is the sum of separated effects that are linear, quadratic, cubic, and so on, in $E$. Each of these effects shows a variety of phenomena that can be isolated and described by the nonlinear optics framework. The optical Kerr effect is a third-order nonlinear process (i.e. it is produced by the cubic term in the polarization expansion); more specifically it is a four-wave mixing process. Two waves are associated with the excitation laser, thus acting twice in the field expansion, and a third wave with the probe beam. These three electromagnetic waves interact in the material producing a third-order polarization, via the third-order susceptibility. The nonlinear polarization is source of a new electromagnetic field that represents the fourth wave and the signal from the spectroscopic point of view, differing by the probe beam only for the polarization state.

The third-order polarization can be written as [40]

$$E^{(3)}_i(t) = \sum_{jkl} \int dt_1 \int dt_2 \int dt_3 R^{(3)}_{ijkl}(t - t_1, t - t_2, t - t_3) E_j(t_1) E_k(t_2) E_l(t_3), \quad (2.13)$$

where $P^{(3)}_i$ is the $i$th component of the third-order polarization, $R^{(3)}$ is the general third-order response tensor of the material. In (2.13) we assumed that the macroscopic nonlinear polarization density, $P^{(3)}(r, t)$, depends locally only on the field, $E(r, t)$, at its own position $r$. With this assumption we have omitted the reference to $r$ in the response tensor $R^{(3)}$ [41].

The $R^{(3)}$ tensor is a very complex function that defines the coupling of the optical electromagnetic fields with the material and how these are modified by the structural and dynamical properties of the medium. In the general definition of such tensor many nonlinear optical phenomena are included. A full description of this physical property is a tremendous task even at the simpler level. Nevertheless, a few general properties and some approximations help in partially reducing the $R^{(3)}$ complexity.
As previously introduced, we are focusing on the nonresonant OKE where all the laser pulses, excitation, and probe are characterized by the same frequency not resonant with any material electronic state. In this case the Born-Oppenheimer (B-O) approximation is valid and a simplified expression for the third-order response can be introduced [41]:

\[ R_{ijkl}^{(3)}(t-t_1, t-t_2, t-t_3) = \gamma^{(e)}_{ijkl} \delta(t-t_1)\delta(t-t_2)\delta(t-t_3) + R_{ijkl}^{(nucl)}(t-t_2)\delta(t-t_1)\delta(t_2-t_3). \] (2.14)

The third-order response can be divided in an instantaneous response due to the electronic hyperpolarizability plus a second noninstantaneous response defined by the nuclear dynamics and hence by the molecular dynamics. This second part includes all the relevant dynamic information in a complex liquid. The proper definition of the nuclear response function will be introduced later, here we recall only the symmetry rules that must be verified by it. In an isotropic medium, as a liquid or a glass, \( R_{ijkl}^{(nucl)} \) is subject to several symmetry rules [41]. According to our experimental geometry, there are 8 nonvanishing tensor elements, but only 2 independent components:

\[ R_{xxxx}^{(nucl)} = R_{yyyy}^{(nucl)}, \quad R_{xxyy}^{(nucl)} = R_{yyxx}^{(nucl)}, \]
\[ R_{xyxy}^{(nucl)} = R_{yxyx}^{(nucl)} = R_{yxxy}^{(nucl)} = R_{xyyx}^{(nucl)} = \frac{1}{2}(R_{xxxx}^{(nucl)} - R_{yyyy}^{(nucl)}). \] (2.15)

The general definition of third-order polarization (2.13) is simplified by the B-O approximation, hence using the response definition reported in (2.14) we get [41]

\[ P_i^{(3)}(t) = \gamma^{(e)}_{ijkl}E_j(t)E_k(t)E_l(t) + E_j(t)\int dt' R_{ijkl}^{(nucl)}(t-t')E_k(t')E_l(t'). \] (2.16)

This expression is still quite a general definition that can be further simplified in order to describe the OKE experiments.

In the present OKE experiment, the electromagnetic fields are characterized by the same frequency and wave-vector with different polarization states. Furthermore, we can assume the B-O separation as reported in (2.16). So, neglecting the instantaneous electronic response, considering the time separation between excitation and probe pulses, and verifying the phase matching conditions and the energy conservation, the induced polarization becomes [40]

\[ P_i^{(3)}(t) = E_{j}^{ex}(t)\Delta \chi_{ij}(t), \]
\[ \Delta \chi_{ij}(t) = \int dt' R_{ijkl}^{(nucl)}(t-t')E_{ex}^{ex}(t')E_{ex}^{ex}(t') \] (2.17)
Optical Kerr Effect Experiments on Complex Liquids

where we assume a sum over repeated indexes. This equation proves that a separation between the excitation process and the probing process, see Sect. 2.2.1, is correct. Furthermore, the second equation is equivalent to (2.4) reported in the previous section. In a general case, when resonant and nonresonant laser interactions are present, $P^{(3)}(t)$ has a different phase from the probe beam. The part of $P^{(3)}(t)$ that is in-phase defines the birefringence, whereas the part that is $\pi/2$ out-of-phase describes the dichroic effect. This separation of the two polarization contributions together with heterodyne detection (see Sect. 2.4.1) allows disentanglement of the birefringence from the dichroic signal: when the local oscillator is $\pi/2$ out-of-phase with the probe, only the birefringence signal is detected; if the local oscillator is in phase only the dichroic signal is measured [7].

Introducing now the probe and excitation field polarizations, according to the experimental configuration shown in Fig. 2.1, and the symmetry rules on the nonlinear response valid for an isotropic medium, see Eq. (2.15), the induced polarization components are

$$P^{(3)}(t) = \hat{e}_x P^{(3)}_x(t) + \hat{e}_y P^{(3)}_y(t),$$

$$P^{(3)}_x(t) = E_{pr}^{\text{ex}}(t') \int \text{d}t' R_{xxx}(t-t') |E^{\text{ex}}_x(t')|^2,$$

$$P^{(3)}_y(t) = E_{pr}^{\text{ex}}(t') \int \text{d}t' R_{yyx}(t-t') |E^{\text{ex}}_x(t')|^2,$$

(2.18)

where we have omitted the $(\text{nucl})$ superscript in order to simplify the notation. As already mentioned, the third-order polarization induced in the material produces the fourth field: $E^{4\text{th}}$. This field is defined by the differential equation that defines the wave propagation in the medium, where $P^{(3)}$ is the source term [40]. According to an approximated solution of this equation we found that $E^{4\text{th}} \propto iP^{(3)}$. In other words, the $4\text{th}$ electromagnetic field is the probe beam modified by the excited material and it corresponds to (2.5) previously derived. Following the present experimental configuration, the polarization state of this field is analyzed by a crossed polarizer, see Fig. 2.1. The output field is the measured signal field, $E^{sg}$. This optical device produces a projection of the $E^{4\text{th}}$ polarization components, so that the following signal field results:

$$E^{sg}(t) \propto i(\hat{e}_x - \hat{e}_y) E^{pr}(t) \int \text{d}t' [R_{xxx}(t-t') - R_{yyx}(t-t')] |E_{pr}^{\text{ex}}(t')|^2,$$

(2.19)

where the $E^{pr}$ is the original probe beam (i.e., before it passes through the material). Hence, considering the following definition, derived from the symmetry rules

$$R_{oke}(t) \propto R_{xyyx}(t) = \frac{1}{2} [R_{xxx}(t) - R_{yyx}(t)],$$

(2.20)
and the probe and excitation laser pulses expressions, see (2.A.4) in the appendix, the previous equation can be further simplified to

\[
E_{sg}(t) \propto i(\hat{e}_x - \hat{e}_y) E_{pr}(t) e^{i\omega(z_c - t)} \int dt' R_{oke}(t - t') |E_{ex}(t')|^2.
\] (2.21)

This equation shows how the signal field, according to the introduced approximations, is a plane wave with a slowly varying envelope, see appendix, and it is equivalent to (2.8).

So we found that the nonlinear optics model provides a rigorous description of OKE experiment, where all the relevant approximations are physically defined. We would like to stress again, that the B-O approximation is indeed fundamental. We also showed that this nonlinear optics model explains the basic hypothesis introduced in the simple model, previously described.

### 2.3 The Response Function

All the material information measurable in a OKE experiment are contained in the third-order response, \( R^{(3)} \), introduced in the previous Sect. 2.2.2. When a nonresonant experiment is performed the Born-Oppenheimer approximation applies and the relevant function becomes the material response, \( R_{ijkl} \), see (2.14) and (2.17). In the B-O model, the response function can always be directly connected with the time-dependent correlation function of the quantum linear susceptibility, \( \chi_{ij} \), [41]:

\[
R_{ijkl}(q,t) \propto \frac{i}{\hbar} \theta(t) \langle [\chi_{ij}(q,t) , \chi_{kl}(-q,0)] \rangle ,
\] (2.22)

where \([\cdot]\) is the commutator, the \( \langle \cdot \rangle \) is the ensemble average, and \( \theta(t) \) the Heavyside step function. This expression in the classical limit becomes

\[
R_{ijkl}(q,t) \propto -\frac{\theta(t)}{k_B T} \frac{\partial}{\partial t} \langle \chi_{ij}(q,t) \chi_{kl}(-q,0) \rangle ,
\] (2.23)

where \( k_B \) is the Boltzmann constant and \( T \) is the temperature, and we replaced the quantum linear susceptibility with the classical susceptibility tensor. For the sake of simplicity, we wrote the full susceptibility functions in the previous expressions, but we should recall that only the time dependent or fluctuating part, \( \delta \chi_{ij} \), is relevant for the response functions. Often in the literature the susceptibility is replaced by the full dielectric tensor since their fluctuating part coincide: \( \delta \varepsilon_{ij} = 4\pi \delta \chi_{ij} \), in the CGS units.

Indeed the B-O approximation produces a relevant simplification of the \( R^{(3)} \) tensor. It allows a separation of the electronic and nuclear responses (see (2.14)) and to express the latter in a useful way (2.23). Nevertheless, the \( \chi_{ij}(q,t) \) tensor remains a very complex physical variable that can be detailed only using severe approximations, as we will see later.
In the previous equations, we reported the general response function depending also on the wave-vector $q$; this dependence was neglected in all the previous expressions since this aspect is not relevant in the OKE experiments. In fact in any scattering experiment, linear or nonlinear, the measured signal is defined through the space integration over the sample volume. This integration turns out to be a Fourier-transformation of the response function from the real space, $r$ coordinates, to the reciprocal space, $q$ wave-vectors. So $R_{ijkl}^{(3)}$ is a time-$q$ dependent function, where the $q$ value is defined by the experimental configuration. As will be detailed in the next chapter, the phase matching condition defines the relation between the angles of the interacting electromagnetic fields, in particular the angle between the two excitation fields, defining the $q$ vector value. In the OKE technique, they are indeed the same field acting twice, so this angle is zero and consequently the wave-vector is zero. So only the response function characterized by $q \sim 0$ is active in the OKE experiments. This is the reason why we do not report the $q$-dependence in the equations introduced in the previous paragraphs. A different situation is present in the light scattering (LS) experiments, see [42], or in the transient grating experiment, see Chap. 3. In the former, $q$ is defined by the scattering angle. In the latter it is defined, as in the OKE, by the angle formed by the two excitation fields. In a transient grating, these have different directions of propagation, so the response function is characterized by a nonzero wave-vector.

Expression (2.23) of the response function shows that this experiment verifies the linear response theorem [43]. In fact, when the excitation fields are not resonant and relatively weak, the response is defined by the equilibrium fluctuations, hence the response features are not dependent on the excitation fields’ intensities. The validity of this linear approximation can be directly checked in the experiments by measuring the response pattern at different excitation intensities and verifying that it does not change.

As we showed, cf. (2.23) and (2.20), the dynamic observable in an OKE experiment, and also in the forward depolarized light scattering (see also Sect. 2.4.2) is the correlation of the susceptibility or dielectric fluctuations:

$$\Phi_{\chi\chi}^{\text{oke}}(t) = \langle \chi_{xy}(t) \chi_{xy}(0) \rangle .$$  \hfill (2.24)

The optically accessible dynamical information on the material is contained in the susceptibility tensor, $\chi_{ij}(q, t)$, and the correlation of its fluctuation. This tensor is a very complex material property. We have to deal with two problems. The first one concerns the proper definition of the tensor on the basis of the fundamental physical parameters of the material. The second challenge is the construction of a theoretical model able to describe the dynamics of such physical parameters. Both are typical many-body problems that can be undertaken only using strong approximations. Here we just want to introduce some
basic models, useful to describe the susceptibility tensor dynamics in complex liquids [42,44,45].

2.3.1 The Linear Susceptibility Tensor and Its Correlation

The basic physical models of the susceptibility tensor, which are indispensable to connect the response function with the dynamics of simple and complex liquids, will be described here.

The susceptibility tensor can be separated into two main contributions [42,44]:

\[ \chi_{ij}(q,t) = \chi_{ij}^{IM}(q,t) + \chi_{ij}^{II}(q,t), \]  

(2.25)

\( \chi^{IM} \) describes the Isolated-Molecule term, the \( \chi^{II} \) represents the Interaction-Induced. The first term is defined on the basis of the polarizability of the individual molecule, the second term describes the modification of the \( \chi \) tensor generated by the intermolecular effects. This interaction can be described at the simplest approximation by the dipole-induced-dipole phenomena. The contributions to the tensor of the II effects, and hence to the measured signals, are typically weak in the liquids formed by molecules with anisotropic polarizability, even if their effects cannot be neglected a priori [42,44]. Indeed, the II is a complex phenomena and in the molecular liquids it can be calculated only numerically by computer simulation [46, 47]. To introduce a simple view we will not explicitly consider the II in this chapter. So in the following we will approximate

\[ \chi_{ij}(q,t) \approx \chi_{ij}^{IM}(q,t). \]  

(2.26)

The \( \chi^{IM} \) tensor can be described on the basis of different theoretical approaches. Here we introduce the two more relevant ones with the aim of describing the response function in complex liquids. One model uses a microscopic approach and it starts from the molecular parameters. The other applies a coarse-graining procedure introducing a few mesoscopic or hydrodynamic variables.

2.3.1.1 The Microscopic Variables

The susceptibility tensor, according to the IM approximation, can be directly connected with the molecular parameters in the reciprocal space [42,44]:

\[ \chi_{ij}(q,t) \approx \sum_{n} \alpha_{ij}^{n}(t) e^{i q r_{n}(t)}, \]  

(2.27)

where \( \alpha^{n} \) is the polarizability of the individual molecule in the \( r_{n} \) position and the \( n \) index runs over the macroscopic ensemble of molecules. According to this expression, the interaction of the electric field with the liquid is defined simply as the sum of single molecule scattering processes. The time dependence of the \( \chi \) tensor, through the \( \alpha \) and \( r \) variables, is ruled by the molecular dynamics.
In this equation, there are no hypotheses about the dynamics of the molecules, which is defined by the complete Hamiltonian of the liquid.

To connect the susceptibility tensor with the molecular dynamics, it is useful to separate the intramolecular from the intermolecular dynamics. This separation is applicable when these two dynamics are decoupled.

The intramolecular dynamics is usually described on the basis of vibrational normal modes, \( V_v(t) \) where \( n \) index individuates the molecule and \( v \) the vibrational mode. Limiting the mode expansion to the first order, we can write the molecular polarizability as

\[
\alpha_{ij}^n(t) \simeq \tilde{\alpha}_{ij}^n(t) + \sum_{n,v} b_{ij}^{n,v}(t)V_v^n(t),
\]

(2.28)

where \( \tilde{\alpha} \) indicates the molecular polarizability with the nuclear configuration at the equilibrium (i.e. rigid molecule approximation), and

\[
b_{ij}^{n,v}(t) = \left[ \frac{\partial \alpha_{ij}^n(t)}{\partial V_v^n} \right].
\]

The expression \( \tilde{\alpha} \) can be better defined when the molecule has a polarizability characterized by high symmetry. In particular for symmetric-top molecules (i.e. molecules that have a full axis of rotation) the polarizability can be separated in an isotropic tensor, \( \alpha \delta_{ij} \), and a symmetric traceless tensor, \( \beta Q^n_{ij}(t) \), [42,44,45]:

\[
\tilde{\alpha}_{ij}^n(t) \simeq \alpha \delta_{ij} + \beta Q_{ij}^n(t),
\]

(2.29)

where \( \alpha \) and \( \beta \) are the isotropic and anisotropic part, respectively, of the molecular polarizability. The \( Q_{ij}^n \) is the orientational tensor that can be defined as

\[
Q_{ij}^n = (\hat{u}_i \hat{u}_j - \frac{1}{3} \delta_{ij}),
\]

where \( \hat{u} \) is the unit vector individuating the molecular axis of symmetry.

In the previous equations, the intramolecular dynamics is defined by the vibrational coordinates, \( V_v(t) \), whereas the intermolecular dynamics is contained in several parameters defining the susceptibility tensor. It appears explicitly in the molecule translational coordinates, \( r_n(t) \), and implicitly in the rigid-molecule polarizability, \( \tilde{\alpha}_{ij}^n \), and mode expansion coefficients, \( b_{ij}^{n,v} \). In fact both dependent by the molecule orientational coordinates and hence on the rotational dynamics.

When we introduce the definition of (2.27), (2.28) and (2.29) in the correlation function we get the complete response function measured in any light scattering experiment, apart from the II contributions. This response describes the spectrum from the so called Rayleigh-Brillouin to the Raman roto-vibrational scattering.

In the OKE response only the off-diagonal elements, \( i \neq j \), of the dielectric tensor are involved, so the isotropic polarizability, \( \alpha \), does not contribute. Furthermore, the experimental \( q \) wave-vector value is zero, hence the translational part of (2.27) is not relevant. Concerning the OKE response the susceptibility tensor definition can be simplified as

\[
\chi_{xy}(q,t) \simeq \sum_n \beta Q_{x,y}^n(t) + \sum_{n,v} b_{x,y,v}^{n}(t)V_v^n(t).
\]

(2.30)
Using this dielectric tensor in the correlation function (2.24) and supposing no correlation between the vibrational modes of different molecules, we get the following contributions:

\[
\Phi_{\chi\chi}(t) = \Phi_{\text{Rot}}(t) + \Phi_{R-V}(t),
\]

\[
\Phi_{\text{Rot}}(t) = \sum_{n,m} \beta^2 \left\langle Q_{xy}^n(t) Q_{xy}^m(0) \right\rangle,
\]

(2.31)

\[
\Phi_{R-V}(t) = \sum_{n,v} b_{n,v}^{x,y}(t) V_{n}^{v}(t) b_{n,v}^{x,y}(0) V_{n}^{v}(0).
\]

(2.32)

The correlation separates into two main parts: one is purely determined by the rotational dynamics, \(\Phi_{\text{Rot}}\), the other one, \(\Phi_{R-V}(t)\), by the intramolecular vibration, \(V_{n}^{v}\), modulated by the rotational processes via the \(b_{n,v}^{x,y}\) coefficients. Both these two contributions are typically present in the OKE signal.

The \(R-V\) correlation produces a fast oscillating decay whose relative frequencies and damping rates correspond to the Raman lines \([7, 9]\). This part of the OKE is sometimes called the Raman-induced Kerr effect \([40]\). From the experimental point of view, the intensity of the \(R-V\) is strongly dependent by the laser pulse duration. Typically, short pulses of duration 50 fs or less are able to excite intramolecular vibrations by the Raman-induced Kerr effect since their corresponding bandwidth is large enough to reach the Raman-active vibrations present in the organic molecules.\(^5\) If the pulse is of a longer duration, the effective bandwidth is reduced and the higher frequency dynamics can be cut out so that they do not contribute to the signal \([27]\).

The Rot correlation produces a complex relaxation pattern that has to be addressed to the whole rotational dynamics inclusive of librational and diffusive dynamics. This dynamics has been extensively studied by OKE experiments in simple molecular liquids. For example, the liquid phases of benzene or carbon disulfide are particularly interesting systems. In fact, they can be considered symmetric-top rigid molecules (i.e., the molecular polarizability has a cylindrical symmetry and all the vibrational modes have very high frequencies, not excitable by the laser pulses spectrum). Even in such simple molecular liquids, the interpretation of several dynamics is still open to debate \([19, 20, 36]\) (see also Sect. 2.5.1).

On the basis of 2.31, two different contributions to the correlation can be identified:

\[
\Phi_{\text{Rot}}(t) = \Phi_{\text{self}}(t) + \Phi_{\text{cross}}(t),
\]

\[
\Phi_{\text{self}}(t) = \sum_{n} \beta^2 \left\langle Q_{xy}^n(t) Q_{xy}^n(0) \right\rangle,
\]

(2.33)

\[
\Phi_{\text{cross}}(t) = \sum_{n \neq m} \beta^2 \left\langle Q_{xy}^n(t) Q_{xy}^m(0) \right\rangle.
\]

(2.34)
where $\Phi_{\text{self}}$ describes the orientational self-correlation of the single molecule and $\Phi_{\text{cross}}$ the cross-correlation between different molecules.

2.3.1.2 The Mesoscopic Variables

In the previous section we connected the susceptibility tensor directly to the microscopic parameters, the molecular polarizabilities. Indeed, this point of view clarifies the molecular aspects of the $\chi$ tensor, but the connection with the dynamical model is complicated by the extremely large number of variables that must be considered. An alternative possibility is represented by a coarse-grained definition of the susceptibility function, in fact if we disregard to the microscopic information we gain a more direct link to the dynamic model. The polarizability of a rigid symmetric-top molecule can be described by (2.29), hence the dielectric tensor becomes

$$\chi_{ij}(q,t) \simeq \sum_n \left[ \alpha \delta_{ij} e^{iq \cdot r_n(t)} + \beta Q_{ij}^n(t) e^{iq \cdot r_n(t)} \right].$$

(2.35)

It is worth noting that the first term on the right hand side of this equation is time-dependent only through the translational molecular degree of freedom, $r_n$, since the isotropic part of the polarizability is not dependent on the molecule orientation. This term is directly connected with the microscopic numerical density:

$$\rho(q,t) = \sum_n e^{iq \cdot r_n(t)}.$$

(2.36)

Conversely the second term is time-dependent through the molecular rotational degree of freedom since the definition of tensor $Q_{ij}$ is in the laboratory coordinate, and so in this term there are both the translational and rotational degrees of freedom. We can define the orientational tensor as

$$Q_{ij}(q,t) = \sum_n Q_{ij}^n(t) e^{iq \cdot r_n(t)}.$$

(2.37)

This tensor is clearly determined by the distribution of the molecular axes. Indeed when $q \sim 0$, as in the specific case of OKE response, this tensor is completely defined by the molecular axis distribution.

To introduce the mesoscopic level in these expressions, we must consider a coarse-graining procedure. This is indeed a nontrivial statistical method that allows averaging of the microscopic functions, previously reported, obtaining a mesoscopic function. Following this approach we can define [48, 49]

$$\tilde{\rho}(q,t) = \langle \rho(q,t) \rangle_{c-g},$$

(2.38)

$$\tilde{Q}_{ij}(q,t) = \langle Q_{ij}(q,t) \rangle_{c-g},$$

(2.39)

where with the notation $\langle \rangle_{c-g}$ we indicate the partial averaging defined by the coarse-graining procedure. This average is evidently different from the
ensemble average that defines the correlation function. After this coarse-graining average, the microscopic functions become mesoscopic observables where the microscopic information is averaged out. These functions show a smoother space/time dependence and verify the condition of local thermodynamic equilibrium. Hence we can rewrite the susceptibility as

$$\tilde{\chi}_{ij}(q,t) \approx a \tilde{\rho}(q,t) \delta_{ij} + b \tilde{Q}_{ij}(q,t),$$

where $a$ and $b$ are the averaged coefficients derived from the isotropic and anisotropic parts, respectively, of the molecular polarizability \[48, 49\].

Expression (2.40) is a very useful definition of the susceptibility tensor since it allows a direct link with the hydrodynamic models of complex liquids, as we will show in the next section.

If we focus our attention on the OKE response, only the off-diagonal elements, $i \neq j$, of the susceptibility tensor are involved and the $q$-dependence can be neglected. So we can simply consider

$$\chi_{ij}(t) \approx b \tilde{Q}_{ij}(t).$$

Hence the relevant correlation function becomes

$$\Phi_{\chi\chi}(t) = \Phi_{QQ}(t) = b^2 \langle \tilde{Q}_{xy}(t) \tilde{Q}_{xy}(0) \rangle,$$

where only the rotational degrees of freedom are relevant. In contrast to the previous microscopic expressions, (2.31) and (2.32), no intramolecular dynamics is present. Furthermore, since the $\tilde{Q}_{xy}$ function is mesoscopic, no separation between the self and cross correlation is applicable.

2.3.2 The Model of Liquid Dynamics

The physics of molecular liquids has been described through many different approaches and models, reported widely in the literature. The general framework of the liquid physics can be found in the following references: \[50–53\], which includes the more recent developments on complex liquids. The basic hydrodynamic point of view of the liquid phase can be found in: \[54,55\]. Finally the fundamental spectroscopic techniques devoted to the liquid investigations are reported in \[42, 56, 57\].

Nevertheless, the present physical models on liquid phases are far from reaching a comprehensive picture of the dynamical scenario. Focusing on complex liquids, even the single dynamic process has been, very often, only partially elucidated. Here we recall some of the typically exploited models to describe and to address the relaxation processes measured in an optical scattering experiment, both OKE and LS. According to a simplified scheme, these models can be classified into two main groups.
The first group starts from a microscopic description of the liquid by the molecular variables and usually estimates the equilibrium average of only a few variables on the basis of a proper statistical model. This procedure allows the evaluation of some dynamic parameters of the liquid susceptibility, as introduced previously in the microscopic model. Recently this approach deeply benefits from computer simulations that enable the extraction of a valid molecular picture of the liquid dynamics from the OKE signal [58, 59].

The second series of models is based on the mesoscopic definition of the liquid variables, as introduced in the previous paragraph, and they focus on the collective dynamic processes. Typically the mesoscopic variables, or their correlators, follow few equations of motion derived from the basic conservation laws [42, 54, 55] or the projection procedure introduced in the Mori-Zwanzig theory [42, 52]. The solution of these equations determines the liquid dynamics. Recently these types of models have encountered a renewed interest, thanks to their application to visco-elastic and glassy liquids [48, 49, 60–62].

Here we just want to recall the main characteristics of the theoretical models, of both types, as they have been used in order to describe the relaxation phenomena measured by the OKE experiments. We focus on a few interpretations of the OKE relaxation. One, immediately following, belongs to the first group; the others relate to the second category.

### 2.3.2.1 Relaxation Processes and Local Vibrations

Historically, a large amount of OKE data on relatively simple molecular liquids have been described according to a basic separation between the fast and the slow dynamics [57]. Indeed, this decoupling of the molecular dynamics is not always appropriate, but it has been and is widely used [20]. In this framework the OKE correlator (see (2.24)) can be divided as

\[
\Phi_{\chi \chi}^{\text{oke}}(t) = \Phi_{\text{fast}}(t) + \Phi_{\text{slow}}(t).
\]  

The proper definition of these two correlators is the fundamental issue. Very often the slow correlator is addressed to the orientational self-correlation of the single rigid molecule, see (2.33), which according to the Debye-Stokes-Einstein model (DSE) can be described as a pure Brownian diffusive process [19, 42]. Hence the slow correlator becomes

\[
\Phi_{\text{slow}}(t) \equiv \Phi_{\text{self}}(t) = \Sigma_n A_n e^{-t/\tau_n},
\]  

where the number of exponentials and relaxation times, \(\tau_n\), are defined by the molecular symmetry. For a true-symmetric-top molecule (i.e., a molecule having a cylindrical symmetry in the diffusion and the polarizability tensors, with coinciding space axis), the \(\Phi_{\text{slow}}(t)\) decays as a single exponential characterized...
by a relaxation time, called the tumbling orientational time. The relaxation times can be connected to the liquid shear viscosity, \( \eta \), by the following relation [42]:

\[
\tau_n = \frac{\eta V_{\text{eff}}}{k_B T}
\]

where \( V_{\text{eff}} \) is the effective hydrodynamic volume of the molecule, \( k_B \) is the Boltzmann constant, and \( T \) is the temperature. The definition of \( V_{\text{eff}} \) is a crucial point of the DSE model and it takes into account, at a very simple and phenomenological level, some of the intermolecular dynamics. To improve the hydrodynamic definition of the (2.45), the \( V_{\text{eff}} \) has been connected to the real molecular volume, \( V_m \), by a multiplicative coefficient, \( f \), being \( V_{\text{eff}} = fV_m \). The parameter \( f \) defines the boundary condition and it can be calculated on the basis of a geometrical definition of the molecule [19].

Moreover, as shown in (2.33) and (2.34) the OKE signal has a collective contribution even if the sample is approximated as an ensemble of rigid symmetric molecules. Hence a more appropriate approximation for the slow OKE signal should take into account the cross-correlation term: \( \Phi_{\text{slow}}(t) \equiv \Phi_{\text{self}}(t) + \Phi_{\text{cross}}(t) \). The evaluation of the cross-term is intrinsically much more complicated than the self-term since it is a many-body function. A possible analysis of such term can be undertaken using the Mori-Zwanzig theory [42, 56], where the many-body problem can be reduced to a few “primary/slow” dynamic variables averaging the “secondary/fast” variables. According to this theoretical procedure, Keyes and Kivelson [63] showed that the “collective” rotational correlation function, i.e. \( \Phi_{\text{slow}}(t) \), can be approximated again as a single exponential decay with a normalized relaxation time: \( \tau_c = \frac{g}{j} \tau_n \), where the \( g \) and \( j \) factors have a precise statistical definition.

The fast correlator (See (2.43)) describes all the liquid dynamics that is not a pure diffusive process. So, on the fast time scale, the liquid is taken to be in “frozen” structures. The molecules can vibrate/librate but their mean positions are substantially fixed. The fast vibrational/librational dynamics is collective but typically does not show correlation over many molecules, and so it can be studied as a local dynamics. There are no exact models able to describe such many-body problems [57], but there exist different phenomenological approaches. They are a natural progression of the long-standing problem of cage structures in molecular liquids [64].

The interpretation of OKE data based on this reported model has been only partially successful. Indeed, the separation between fast and slow dynamics is often arbitrary [36]. The picture of slow/diffusive processes as a single molecule moving in the surrounding molecules, if acceptable for a massive solute molecule in a solvent of smaller molecules, it is clearly oversimplified for neat liquids [19]. In particular, in complex liquids the important role of collective motion and of cooperative effects for the long time dynamics has been demonstrated.
and the single molecule picture appears as an oversimplified one. Also the generalization introduced by Keyes and Kivelson is often not able to reproduce some of the simpler results obtained from OKE experiments, in particular the nonsingle-exponential decay of the signal present in the slow time scale. Furthermore, the interpretation of OKE signal relaxation in the fast/vibrational time scale remains an open issue, even in the simplest molecular liquids [20, 36, 59].

2.3.2.2 Hydrodynamic Models

Hydrodynamic models have been for a long time utilized to describe the spectrum of light scattering from complex liquids [42], but only recently have they been employed to interpret time-resolved spectroscopic data. As we introduced, this model starts from a mesoscopic definition of the liquid variables. We found that, in order to describe the OKE signal, a single correlator (see 2.42) can be retained. Since the \( \tilde{Q}(t) \) is a coarse-grained variable, its dynamics can be described by the hydrodynamic equations. Indeed only recently has been suggested an hydrodynamic model that takes into account translation/density, \( \tilde{\rho}(q, t) \), and rotational variables, \( \tilde{Q}_{ij}(q, t) \), with the proper coupling mechanism [48, 49]. In the hydrodynamic model introduced by Pick et al. [49], it is proved that the direct coupling between slow density dynamics and orientation variables can be neglected in the evaluation of OKE response (i.e. in the limit of small \( q \) wave-vector). The basic dynamic equation can be written as:

\[
\dot{Q}_{xy}(t) + \int \gamma(t - t') \dot{Q}_{xy}(t') \, dt' + \omega_v^2 \tilde{Q}_{xy}(t) = 0, \quad (2.46)
\]

where we drop the upper tilde, \( \tilde{\cdot} \), in order to simplify the mathematical notation. This equation enables the evaluation of time evolution of the \( Q \) variable, and hence of the OKE response. In fact, as we showed in (2.23), the OKE response function \( R_{\text{oke}}(t) \) is defined by the time derivative of the correlation function of the susceptibility that in the present case reduces to the orientational tensor \( Q_{xy}(t) \), see (2.42). Alternatively, \( R_{\text{oke}}(t) \) can be directly calculated from the dynamic (2.46), through the Green function of this integro-differential expression, \( G^{QQ}_{xyxy}(t) \). In fact, we have simply [9] \( R_{\text{oke}}(t) \propto G^{QQ}_{xyxy}(t) \).

The dynamic (2.46) is an integro-differential second-order expression where it appears a simple term proportional to \( Q \) and a complex term defined by the convolution of the \( Q \) time-derivative. The simple term describes a vibrational/librational dynamics summarized in the \( \omega_v \) frequency. This dynamical process, similar to the previous “fast” dynamics, could be considered the oscillatory motion of a representative molecule in an effective local harmonic potential well defined by the frozen local liquid structure. The complex term describes the slower dynamical phenomena by means of a memory function, \( \gamma(t) \). This function is the key parameter to describe the dynamics of complex liquids. This dynamical equation and the memory function can be also rigorously obtained.
from the Mori-Zwanzig theory \cite{42,52}. Depending on the $\gamma$-function definition different dynamic phenomena can be included and described by the model. The simplest possibility is the Markovian approximation: $\gamma(t) = \nu \delta(t)$, which transforms (2.46) into the dynamical equation of a simple damped oscillator.

### 2.3.2.3 Mode-Coupling Models

Alternatively the hydrodynamic equations of motion can determine directly the time evolution of the correlation functions instead of the mesoscopic variables, according to the Mori-Zwanzig model \cite{42,52}. These equations are the starting point of the Mode-Coupling Theories (MCT) \cite{60–62}.

In the schematic model of MCT \cite{60–62}, the dynamic equation of the density correlator, $\Phi_{\rho \rho}(t) = \langle \rho(t) \rho(0) \rangle / \langle \rho^2(0) \rangle$, is taken in the following form:

$$
\ddot{\Phi}_{\rho \rho}(t) + \int M(t - t') \dot{\Phi}_{\rho \rho}(t') \, dt' + \Omega^2 \Phi_{\rho \rho}(t) = 0 , \tag{2.47}
$$

where the memory function $M$ has a simple Markovian term, $\eta \delta(t)$, plus a real memory effect that, according to the schematic model, can be represented by a second-order expansion of the density correlator:

$$
M(t) = \eta \delta(t) + A \Phi_{\rho \rho}(t) + B \Phi_{\rho \rho}^2(t) . \tag{2.48}
$$

So the MCT does not provide an analytical form of the memory function, as other theoretical models do, but it defines a general hierarchical way of building it. Clearly this definition of the memory introduces a self-coupling phenomena in the correlation dynamics. These coupled equations, (2.47) and (2.48), can be solved using a few asymptotic approximations. The solution of these equations provides an analytical description of the density dynamics, called asymptotic results.

The schematic MCT model predicts an unattained dynamical arrest of any density fluctuation at a critical temperature $T_c$. This critical transition has been related to the formation of a glassy state. In particular, the MCT model makes specific predictions for the dynamics of the density fluctuations above $T_c$ and it provides a detailed analytical form for the density correlation function.\footnote{In the vicinity of $T_c$, the relaxation processes are asymptotically divided into two time scales: a fast/intermediate regime, called $\beta$-relaxation process, followed by a long time, or $\alpha$-relaxation process. In the latter, the correlation function of the density fluctuations decays as a stretched exponential, often named the Kohlrausch-Williams-Watts law \cite{60–62}:}

$$
\Phi_{\rho \rho}(t) = f e^{-(t/\tau_\alpha)^\beta} , \tag{2.49}
$$

where $\tau_\alpha$ is the structural relaxation time, $\beta$ is the stretching factor, and $f$ is the Debye-Waller coefficient. According to the MCT model, the structural times
are strongly temperature dependent being \( \tau_\alpha \propto (T - T_c)^{-\gamma} \), where \( \gamma \) is a critical exponent. In the intermediate time scale, i.e. in the \( \beta \)-regime, the relaxation can be described, as first approximation, by a double power law decay [60–62]:

\[
\Phi_{\rho\rho}(t) = f + h_a t^{-a} - h_b t^b,
\]

the first power law is called critical decay and the second von Schweidler decay. The critical exponents \( a, b \), and \( \gamma \) are linked by the following relation [60–62]:

\[
\gamma = \left( \frac{1}{2a} + \frac{1}{2b} \right).
\]

These predictions represent a complete dynamic scenario that has been investigated by numerous experiments [65]. Indeed, such MCT predictions have been able to describe properly the relaxation processes in supercooled liquids, even if the experimental results locate the MCT critical transition, \( T_c \), at temperatures higher than the thermodynamical glass transition.

The OKE signal is dominated by the orientational dynamics (see (2.42)), hence the direct comparison of OKE response with the schematic model is based on the assumption of a complete similarity between density and rotational dynamics. This assumption seems valid in glass-formers for temperatures higher than the MCT critical transition. So according to this hypothesis, the OKE response function is [24]

\[
R_{\text{oke}}(t) \propto -\frac{\partial}{\partial t} \Phi_{\rho\rho}(t),
\]

\( \alpha \)-regime:

\[
R_{\text{oke}}(t) \propto (\beta/t)(t/\tau_\alpha)^\beta e^{-(t/\tau_\alpha)^a},
\]

\( \beta \)-regime:

\[
R_{\text{oke}}(t) \propto h_a \left[ a t^{-(a-1)} \right] + h_b \left[ b t^{(b-1)} \right].
\]

These MCT predictions have been compared with the OKE experiments on glass-formers [24–30, 37]. In these analyses, the authors found that the MCT asymptotic solutions properly reproduce the response relaxation in a large time–temperature range. Nevertheless for temperature \( T \leq T_c \), the OKE relaxation shows several dynamic features not predicted by the schematic MCT model [27, 30].

Recently a more appropriate theoretical model has been used in order to describe the OKE data [36, 66]. This MCT model is called the **schematic two-correlator** \( F_{12} \) model [67] and it takes into account the rotational dynamics. The model is based on two dynamic equations. The introduced density equation (see (2.47) and (2.48)) represents the “master equation.” A second equation, called the “slave equation”, defines the rotational motions. This can be written
defining the orientational correlator, \( \Phi_{QQ}(t) = \langle Q_{xy}(t)Q_{xy}(0) \rangle / \langle Q_{xy}^2(0) \rangle \)

and its memory equation:

\[
\ddot{\Phi}_{QQ}(t) + \int m(t - t') \dot{\Phi}_{QQ}(t') \, dt' + \omega^2 \Phi_{QQ}(t) = 0,
\]

being:

\[
m(t) = \nu \delta(t) + C \Phi_{\rho\rho}(t) \Phi_{QQ}(t).
\]

The density dynamics does not depend by the orientational motion, as evident by (2.47) and (2.48), whereas the orientational dynamics clearly is determined by the density as is shown by (2.56). This translational-rotational coupling is present also when we are considering dynamic phenomena characterized by small or negligible \( q \) wave-vectors, different from the direct hydrodynamic coupling reported in [49] that is active only for large values of \( q \).

The solutions of the \( F_{12} \) model are normally found by numeric calculations [36,66,67], because there does not exist a simple analytical solution. Only recently, the asymptotic solutions of this model have been calculated [66,68], providing a relatively simple functional form of the correlation functions.

According to (2.23) and (2.42), the OKE response function is defined by the time derivative of the orientational correlation function:

\[
R_{\text{oke}}(t) \propto -\frac{\partial}{\partial t} \Phi_{QQ}(t)
\]

The comparison of \( F_{12} \) model with the OKE data has been performed only in a limited number of cases [36, 66] and it seems able to explain some of the complex relaxation features. We will discuss this shortly in Sects. 2.5.1.2 and 2.5.2.

2.4 The Experimental Procedure

In this section, we will describe the experimental apparatus that is typically utilized in order to perform a heterodyne-detected OKE experiment. In particular we will present the experimental systems developed and assembled in our laboratory.

First of all, a laser source able to produce short pulses with high energy is required. Presently there are a large variety of ultrafast laser systems available on the market. Substantially all these laser systems are based on the Ti:sapphire solid state active medium and on the Kerr lens mode-locking principle. There is a large amount of literature on this subject [69] and we will recall here only the principal features of our present laser system. This is composed of a Kerr lens mode-locked Ti:sapphire oscillator and a chirped pulse amplification system [19, 70], see Fig. 2.2. The oscillator source is a Kerr-lens mode-locked Ti:sapphire laser (FemtoRose 10MDC, by R&D Ultrafast Laser) pumped by
Fig. 2.2 Optical scheme of a typical laser system. Here we report an ultra-fast laser system based on Ti:sapphire solid state active medium and on the Kerr lens mode-locking principle. The main oscillator uses the chirped mirrors technique and the regenerative amplifier is based on a chirped pulse amplification scheme.
the second harmonic of a laser-diode-pumped Nd:YVO$_4$ laser (Millennia V, by Spectra-Physics). Positive dispersion of a 2 mm thick gain medium is compensated by chirped mirrors. The round trip time is 13.7 ns corresponding to a repetition rate of 73 MHz. The minimum pulse width is around 10 fs for the large spectrum cavity operating mode. By a proper choice of the cavity chirped mirror the laser can operate in a narrower spectrum mode, giving a pulse width $\approx 20$ fs. The amplification system (Pulsar, by Amplitude Technologies) is based on the chirped pulse amplification technique. The laser pulses from the oscillator are sent to an Offner stretcher and then to a Ti:sapphire regenerative cavity, pumped by a Q-switched Nd:YLF laser (Evolution, by Spectra-Physics). At the end, they are compressed back by a classical, two-grating, compressor design. The amplification stage produces $\approx 0.7$ mJ at 1 KHz with a minimum pulse width of about 40 fs. The regenerative cavity includes two Pockel’s cells in order to optimize the contrast ratio between main and satellite pulses ($5 \times 10^{-7}$).

Though there is a most common optical scheme to perform HD-OKE experiments, a few variants are possible [71, 72].

Here we describe our optical set-up that has shown to be particularly successful in order to induce and detect the birefringence dynamics with high energy and low repetition laser pulses [19, 25, 27–29, 36, 37]. In this experimental set-up (see Fig. 2.3) the laser beam is divided into the exciting and the probing beam (about 80%–20%) by a beam splitter, BS1. The exciting pulse arrives
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directly on the sample, passing through a polarizer $P_0$, that produces a linear polarization along the $\hat{x}$ axis, see also Fig. 2.1. The probing pulse is delayed through an optical delay line, ODL, controlled by a computer. The ODL is made from a specular corner-cube, that produces a safe back reflection of the probe beam, mounted on a motorized stage. Typically, the time resolution of a OKE experiment is not determined by the limitation in optical delay control (easily better then 2–3 fs) but by the laser pulse duration. The probe then is split by a second beam-splitter (BS2) generating the so-called reference beam and finally it arrives at the sample through a polarizer $P_1$ that selects the direction of polarization ($45^\circ$ with respect to the pump beam). Both the $E^{ex}$ and $E^{pr}$ are focused on the sample by a lens $L_1$, typically of 500 mm focal length, which accomplishes the spatial superposition of the two pulses. A polarizer $P_2$, crossed with respect to $P_1$, is placed after the sample in order to select the polarization appropriate for the OKE experiment. To perform heterodyne detection (see next section) the signal field has to be beaten with an other field, called usually the local oscillator, $E^{lc}$. In this set-up this is obtained using a broad band $\lambda/4$ wave-plate, placed between $P_1$ and the sample. This wave-plate is adjusted to get the minimum leakage out from the $P_2$ polarizer, in the presence of the sample and of $L_1$, then it is rotated by a small angle to generate the local field.

The detection of the signal in HD experiments is not always straightforward. In fact several contributions are simultaneously present on the detector, see next section, and the disentanglement of them is required. In our experiment we used a differential photodiodes system: one photodiode measures all the electromagnetic fields coming from the sample, $E^{ex} + E^{lc}$, the other photodiode is balanced with the reference beam to compensate for the intensity of the local field. The output of the differential is set to zero, in absence of the excitation beam. A boxcar gated integrator, synchronized to a mechanical chopper placed on the exciting beam, collects the output of the differential photodiode amplifier allowing an automatic subtraction of the other backgrounds present in the signal. The signal is at the end recorded by an acquisition board, which also controls and measures the position of the optical delay line. The homodyne contribution is eliminated by subtracting two different measurements taken with opposite direction of the rotation of the $\lambda/4$ plate. In fact, these two measurements are characterized by a positive terms for $S_{homo}$ and by the $S_{hete}$ signal with opposite signs, see (2.63).

The HD-OKE data are composed by a number of time-points corresponding to different positions of the optical delay line. When a step-by-step acquisition procedure [19] is used, the optical delay line moves one step and stops waiting for the signal acquisition. Typically the data have about few thousand of time-points. For each time-point the signal intensity is the average over few hundreds of laser pulses. If a very wide experimental time window is needed we perform
separated scans of the delay line, characterized by a series of time-points spaced with different steps (e.g. from 0 ps to 4 ps we use a time-step of 5 fs, from 2 ps to 18 ps we use a time-step of 10 fs and for the remaining time window a logarithmic time-step). Then these scans are matched to rebuilt a single datafile, using an extreme attention to the signal consistency in the overlapping time regions.

We found extremely useful to perform each scan with optimized laser pulses [28, 37]. Typically pulses of different energy and temporal length are utilized to optimize the signal-noise ratio e.g., excitation pulses of 50 fs and 1.2 µJ (transform-limited) are employed in the short scan and excitation pulses of 1 ps and 12 µJ (chirped) in the long scan. With longer laser pulses, it is possible to transfer a larger quantity of energy to the system without increasing the instantaneous intensity of the pulse. The signal is then characterized by a better signal–noise ratio that allows access to a longer temporal scale. Using the heterodyne detection and stretched pulses more than five intensity decades can be scanned (see Fig. 2.4).

![Graph](image)

**Fig. 2.4** The signal measured in a HD-OKE experiment on a epoxy resin (phenyl glycidyl ether) [28]. We show the OKE data obtained with laser pulses of different durations. In the long scan (dotted line) we used laser pulses of 1 ps, in the short scan (continuous line) the pulses were of 50 fs. In the inset figure, we show the same data in a very short time window. The dashed line is the instrumental response, obtained performing the OKE experiment on a sample with only instantaneous response, typically a quartz plate.
2.4.1 Heterodyne Detection

In the heterodyne detection scheme, the signal, \( E^{sg} \) defined in (2.21), interferes with an extra field, called local field \( E^{lc} \), on the detector. The integrated intensity, measured by the main photodiode D1 in our set-up, is then

\[
S_{\text{tot}} \propto \int dt \left| E^{sg}(t) + E^{lc}(t) \right|^2
= \int dt \left\{ \left| E^{lc}(t) \right|^2 + \left| E^{sg}(t) \right|^2 + 2\text{Re}\left[ E^{sg}(t) \cdot E^{lc}(t)^* \right] \right\}. \tag{2.58}
\]

There are three contributions in the previous equation: the first is the intensity of the local field, the second is the homodyne signal, see also (2.9), and the third one is the heterodyne signal

\[
S^{lc} \propto \int dt \left| E^{lc}(t) \right|^2,
S^{homo} \propto \int dt \left| E^{sg}(t) \right|^2,
S^{hete} \propto \int dt \left\{ \left| E^{lc}(t) \right|^2 + \left| E^{sg}(t) \right|^2 + 2\text{Re}\left[ E^{sg}(t) \cdot E^{lc}(t)^* \right] \right\}. \tag{2.59}
\]

Of course, in a HD-OKE experiment the relevant signal is the last one, the others are contributions to be eliminated. As we already mentioned, the \( S^{lc} \) signal can be read out with the differential photodiode detector. This is a fundamental experimental device and it allows us to clean up a strong contribution in the total signal, typically \( S^{lc}/S^{hete} \sim 10^{-100} \), which otherwise would seriously restrict the dynamic range of the detector. Furthermore, using as reference a part of the probe beam, the eventual effects of the slow drifts or fluctuations in the laser intensity are reduced. As we showed in the previous Sect. 2.2.1, the \( S^{homo} \) is indeed a signal that contains all the dynamical information (see (2.9)) but it is connected to the squared response. When the response has a complex relaxation pattern, this squared terms makes it even more difficult to address the different dynamic modes. So the \( S^{homo} \) contribution is considered a kind of spurious effect in the signal detection that has to be subtracted. This is possible because it does not dependent on the \( E^{lc} \) and it can be subtracted performing two measurements characterized by opposite phase of the local field (i.e. \( \pi \) out-of-phase).

In our experimental set-up, the local field is generated by rotating the \( \lambda/4 \) plate of a small angle, \( \varepsilon \). This wave-plate rotation produces a leakage of the probe beam from the P2 polarizer that represents our local field. This is proportional to the probe field and it can be calculated using the Jones matrix algebra [73]:

\[
E^{lc} = (\hat{e}_x - \hat{e}_y)\eta E^{pr} \text{ with } \eta = \varepsilon + i\varepsilon, \tag{2.60}
\]

where \( \varepsilon \) is the angle formed between the fast axis of the wave-plate and the polarization direction selected by the polarizer of analysis, P2. Typically this is
a small angle of few degrees and it can be positive or negative. The local field, so obtained, is a valid local field because it has an easily variable intensity and it is locked in phase with the signal field. If the local field is obtained by the waveplate rotation the local field has a mixed phase (i.e. it contains in-phase and out-of-phase components) compared to the signal field, as is shown by (2.60). We can produce a local field also by rotating the P1 or the P2 polarizers. In such a case the local field has a well defined phase: the P1 rotation produces a $\pi/2$ out-of-phase field (i.e., $\eta = i\varepsilon$) and the P2 rotation produces a in-phase field (i.e., $\eta = \varepsilon$). As we described previously (see Sect. 2.2.2) if resonant effects are present, the induced polarization, and hence the signal field, has a different phase from the probe field. Considering that $E_{sg} \propto iP^3$, the part of the $E_{sg}$ field that is in-phase with $E_{pr}$ defines the dichroic effect, whereas the part that is $\pi/2$ out-of-phase describes the birefringence. So according to the definition of $S_{hete}$ (see (2.59)) by rotating the P1 polarizer, we select the birefringence contribution and by rotating the P2 polarizer we select the dichroic. So, in principle, the creation of a local filed using the P1 and P2 polarizers has the advantage of a clear separation between birefringence and dichroic contributions. Indeed, we adopted this procedure for a direct experimental check of the presence of dichroic contribution in the OKE signal. Unfortunately, from the experimental point of view, any rotation of the polarizers produces a relevant optical misalignment, which makes this method complicated and not always reliable. For this reason is preferable to use the $\lambda/4$ wave-plate, which does not produce any modification of the optical alignment during its rotation.

As we have shown in (2.60), in our experimental procedure the local field has a mixed phase. So, if the response function has any resonances with the laser fields, the signal will have both birefringent and dichroic contributions, whereas in a nonresonant case (as we will consider in the derivation of (2.62)), the signal is determined only by the birefringence effect, even if a mixed phase is present in the local field. Indeed in our nonresonant experiments, we always found the dichroic signal absent or negligible.

According to the definition of the signal field, (2.21) and the local field expression (2.60), the heterodyne signal becomes

\[ S_{hete}(\tau) \propto 2\text{Re} \left\{ i(\varepsilon - i\varepsilon) \int dt \ E_{pr}(t) E_{pr}^*(t) \int dt' R_{oke}(t - t') |E_{ex}(t')|^2 \right\}, \]

(2.61)

Since we are considering an OKE experiment the response function is a real number and this equation can be further simplified:

\[ S_{hete}(\tau) \propto \varepsilon \int dt \ [\mathcal{E}(t - \tau)]^2 \int dt' R_{oke}(t - t') |\mathcal{E}_{ex}(t')|^2, \]

(2.62)

where we also introduced the definition of laser pulse envelope, (2.A.6), and the relative intensity expressions, according to (2.A.2). The derived equation
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Fig. 2.5 HD-OKE experiment on glass-former m-toluidine at 273 K [25]. We show here the two measured signals \( S_{\text{tot}}^+ (\tau) \) and \( S_{\text{tot}}^- (\tau) \) corresponding at two \( \pm \varepsilon \) opposite values of the rotation angle of the wave-plate shows how the heterodyne signal has a sign that depends on the angle \( \varepsilon \) defined by the wave-plate rotation, so that \( S_{\text{hete}} \) is positive or negative if \( \varepsilon \) is positive or negative. However the \( S_{\text{homo}} \) is always positive. By performing two measurements with opposite values of the angle \( \pm \varepsilon \), we will get two opposite signal, \( S_{\text{tot}}^+ \) and \( S_{\text{tot}}^- \); it is immediately clear that we can extract from these total signals the heterodyne component:

\[
\frac{1}{2} [S_{\text{tot}}^+ (\tau) - S_{\text{tot}}^- (\tau)] \propto S_{\text{hete}} (\tau).
\]

Performing this subtraction we disentangle the heterodyne signal from the homodyne contribution and, furthermore, we clean up the signal from all the other spurious effects that are not sensitive to the phase of the local field. In Fig. 2.5 we report an experimental example of this procedure.

2.4.1.1 Recent Up-Grading

Recently we introduced an innovative acquisition system for HD-OKE spectroscopy [70]. It is based on a real-time acquisition of the experimental signal during the rapid scan of the optical delay line. This acquisition scheme enables data acquisition with high absolute time resolution (1 fs), high scanning velocity (2.5 cm s\(^{-1}\)) and long time delay (several ns). Moreover it is suitable
for HD-OKE experiments performed with high and low repetition rate laser sources.

In Fig. 2.6 we report the experimental sketch of a HD-OKE experiment, recently built in our laboratory, employing the oscillator as laser source and the aforementioned acquisition system. The optical set-up is identical to that previously reported, apart from an additional optical compressor stage. The pulse compression is realized by the multireflection on two chirped mirrors and the passage through a pair of silica prisms. The background subtraction is obtained using a fast balanced photodiode detector and filtering the signal with a lock-in amplifier. In the real-time acquisition procedure, the delay line moves continuously and the signal is simultaneously acquired, while the delay line position is measured reading the encoder output. Such a system substantially decreases the acquisition time of each single delay scan, improving substantially the signal statistics.

Furthermore, we used the optical set-up in a different way [71]. In this scheme, the $\lambda/4$ wave-plate is rotated in order to produce a circularly polarized
probe field and the two signals, corresponding to the horizontal and vertical linear polarizations generated by P2, are sent to the balanced photodiode detector. In such a way, an automatic heterodyne of the OKE signal is produced. A further reduction of the noise in the data can be obtained by performing a super-heterodyning of the OKE signal [72]. This is achieved by performing two OKE measurements, corresponding at left and right circular polarizations of the probe field, and making the difference of these two data.

In Fig. 2.7 we report HD-OKE signal on water obtained with this new experimental set-up and technique. Water has a very low OKE signal and it is a particularly difficult sample. Usually it requires quite a complex procedure to be properly investigated with the step-by-step acquisition [37]. With the real-time acquisition it is possible to get a very good signal/noise ratio with an extended dynamic range performing a single and continuous scan of the optical delay line without pulse energy/duration adjustments.

2.4.2 HD-OKE vs. Light Scattering Signal

The HD-OKE signal is directly connected with the response function (see (2.62)); in fact they are coincident when the laser pulse duration is much shorter than the dynamic time scale present in the response function (see (2.12)). Furthermore, the response function is defined by the time-derivative of the correlation function of the dielectric tensor (see (2.23)). These relationships permit the connection of the HD-OKE signal with that measured in a forward
(i.e. the value of \( q \sim 0 \)) depolarized light scattering experiment (DLS). In fact, a DLS experiment measures the spectral density of the dielectric tensor fluctuations [42], that according to the fluctuation-dissipation theorem can be defined as [43, 74]

\[
S_{\text{dls}}(\Delta \omega) \propto [n(\Delta \omega) + 1] \text{Im}\chi_{\text{dls}}(\Delta \omega),
\]

(2.64)

where \( \Delta \omega \) is the frequency difference between the incident and the scattered light, \( n(\Delta \omega) \) is the occupation number, and \( [n(\Delta \omega) + 1] = (1 - e^{-\frac{\hbar \Delta \omega}{k_B T}})^{-1} \) is the so-called Bose factor. \( \chi_{\text{dls}}(\Delta \omega) \) is the DLS frequency-dependent susceptibility corresponding to the Fourier transform of the time-dependent response function:

\[
\chi_{\text{dls}}(\Delta \omega) = \int e^{i\Delta \omega t} R_{\text{oke}}(t) \, dt.
\]

(2.65)

Equations (2.64) and (2.65) show directly the connection between the OKE response function and the DLS susceptibility. So finally, we can easily connect the DLS and OKE signals:

\[
S_{\text{dls}}(\Delta \omega) \propto [n(\Delta \omega) + 1] \text{Im}\int e^{i\Delta \omega t} S_{\text{oke}}^{\text{hete}}(t) \, dt.
\]

(2.66)

This relation has been also checked experimentally [74, 75].

2.5 Some Experimental Results

There is a large amount of literature on OKE results, as we summarized in the introduction. A complete review of this literature is beyond the aim of this section. We simply summarize some of our OKE results on different complex liquids, trying to give a general scenario of the liquid dynamics as measured by OKE experiments. Furthermore, we do not discuss the vibrational part of the dynamics, which has been extensively reviewed in the first chapter. The OKE data reported in this section has been already published or will be shortly, and so we are here just recalling the more relevant aspects. For the details we refer to the published papers.

We divided the data of relative simple liquids, as benzene [36] and iodo-benzene [19], from the more complex liquid data, as super-cooled and glass-formers [25,27]. A special attention is finally devoted to the dynamics of water [37].

2.5.1 HD-OKE in “Simple” Molecular Liquids

The liquid phase formed of small molecules (e.g. CS\(_2\) and C\(_6\)H\(_6\)) has been largely studied by many OKE experiments [7,8,10,13,18–20,36] and numerical investigations [46,47,58,59]. Despite the relatively simple molecular structure, the dynamics of these liquids still present unclear aspects [20,36,59].
2.5.1.1 The Dynamics of Liquid Iodobenzene vs. Debye-Stokes-Einstein Model

As we already introduced in Sect. 2.3.2.1, the slower dynamics of simple liquids has been often described on the basis of the Debye-Stokes-Einstein (DSE) diffusion model. In our paper, Bartolini et al. [19], we checked such model on the dynamics of liquid iodobenzene as measured by HD-OKE experiments.

Actually, the interpretation based on such a single molecule picture appears as an oversimplified one. First of all, the observable in OKE experiments (as well as in a light scattering measurement) is collective in nature. On the other hand, the important role of collective motion and of cooperative effects has been demonstrated for the long time dynamics in several liquids characterized by strong anisotropic interactions. The importance of collective dynamics and of intermolecular interactions is also obvious in the short time limit: The picture of a single molecule librating in the potential well made up by the surrounding molecules, if acceptable for a “slow” solute in a “fast” solvent, is clearly oversimplified for neat liquids. In particular, it completely misses the key point of the correlated dynamics of neighboring molecules, which instead is of fundamental importance to understand the mechanism of liquid dynamics.

In Bartolini et al. [19] we presented the results of HD-OKE experiments performed on liquid iodobenzene in a wide temperature range. The experimental procedure employed in this work has been described in Sect. 2.4; other details can be found in the paper.

A typical long scan of the HD-OKE signal is shown in Fig. 2.8. At least three different time regimes can be distinguished in the relaxation pattern: (1) a long time scale, characterized by an exponential decay, with a time constant ranging between 10 and 20 ps, depending on the temperature; (2) an intermediate range, where the relaxation is quasi-exponential; and (3) the short time dynamics, appearing and lasting for a few picoseconds, showing a well-pronounced fast oscillations together with the early part of the relaxation process. Here we summarize the analysis of the slow and intermediate parts of the OKE signal, while the analysis of the faster dynamics can be found in the paper. According to the model introduced in Sect. 2.3.2.1, the slow and intermediate dynamics have been ascribed to rotational diffusion processes. A first attempt in order to extract the relaxation times present in the signal is the subtraction procedure. For the iodobenzene signal this is shown in Fig. 2.9.

The previous decomposition of the data relaxation suggests a double exponential form of the OKE response function and hence of the related correlator, $\Phi_{\text{oke}}(\tau) = A_1 e^{-\tau/\tau_1} + A_2 e^{-\tau/\tau_2}$. The two relaxation times, $\tau_1$ and $\tau_2$, are compatible with the DSE picture. As reported before, the diffusive relaxation is in general described by a multiexponential decay [42], which for an asymmetric rotator reduces to a biexponential if the principal axes of the rotational diffusion
Fig. 2.8 HD-OKE signal from iodo-benzene sample at 273 K. In the inset we show the fast relaxation time scale, where several signal oscillations take place.

tensor and of the molecular polarizability coincide. In the DSE model, as shown in (2.45), these relaxation times can be calculated using the shear viscosity, \( \eta \), the molecular volume, \( V_m \), and the parameter \( f \). This last parameter depends on the hydrodynamic boundary conditions, slip or stick, and on the shape of the molecule.

The viscosity/temperature dependence of the \( \tau_1 \) time constant, obtained from the fit of OKE data on iodobenzene, is in substantial agreement with the DSE model for a symmetric rotator within the slip condition. The slower time constant \( \tau_2 \) coincides with the tumbling motion around the short molecular axis. This result is common to several molecular liquid dynamics. On the other hand, \( \tau_2 \) is poorly reproduced by the DSE model. In fact if a prolate ellipsoid shape is assumed for iodobenzene, a symmetric rotator, \( \tau_2 \) contains contributions from both spinning and tumbling reorientations characterized by time values much longer than those measured. If a more complete DSE model based on an asymmetric rotator is used to address the two relaxation times, the situation does not improve. Again \( \tau_1 \) is correctly calculated but values of \( \tau_2 \) are completely missed. In the faster time scale of the \( \tau_2 \) relaxation the molecular motion is affected by the details of the short living local structure to a much larger extent, in comparison to the slower \( \tau_1 \) dynamics, which instead is determined by interactions averaged over a much longer time.
The long part of HD-OKE signal, at 371 K, is well fitted by a single exponential decay of about 7 ps. If we subtract the long decay from the signal a second quasi-exponential decay appears characterized by a $\approx 2$ ps relaxation time.

This behavior is very similar to what was observed in other molecular liquids. These results on liquid iodobenzene, together with the other similar studies, pointed out clearly two aspects. Indeed the simple DSE model is able to describe quantitatively the slow relaxation processes. On the other hand, it is not able to properly address other simple dynamical features as the intermediate quasi-exponential relaxation. In our opinion, the DSE is really too simple an approach and the agreement observed for the slower relaxation could be partially fortuitous. Furthermore the starting hypothesis of decoupling of fast and slow dynamics does not have any safe physical background.

2.5.1.2 The Dynamics of Liquids Benzene vs. Mode-Coupling Theory

The dynamics of many molecular liquids, characterized by a simple molecular structure, show similar features. As we reported in the case of liquid iodobenzene, the experimental decays demonstrate the presence of three main time scales: (1) A fast time scale (typically up to a few picoseconds) where the driving processes are the intramolecular vibrations; the intermolecular dynamics on this time scale also have a vibrational character. In fact, on the short time scale the
molecules are vibrating around their equilibrium position since it should be a valid approximation to take the liquid structure as static. (2) An intermediate time scale (typically some picoseconds) where the liquid structure cannot be taken as static since the diffusion processes start to be effective, producing a structural redefinition. On this time scale the intermolecular vibrations couple strongly with the structural relaxation rearrangement. (3) Finally, the slow time scale (whose range strongly depends on the liquid viscosity, varying from $10^{-11}$ to $10^{-9}$ s) where the leading effect is the structural relaxation. These recurrent features suggest a possible common dynamic scenario for molecular liquids. The DSE model has been largely utilized to address the slow relaxation. Indeed the apparent quantitative agreement with the data made this approach very popular even if its starting hypotheses are not physically accurate. The fast dynamics, intrinsically vibrational, has been described by many different models (e.g. the Kubo model of stochastic oscillators) with some success. However the nature of the intermediate relaxation remains obscure.

In Ricci et al. [36], we presented a study of the relaxation processes of the liquid and super-cooled benzene by HD-OKE spectroscopy. We have chosen benzene, consisting of perfectly symmetric molecules, as a particularly simple and meaningful example. The time-resolved optical Kerr effect data on benzene are obtained in a large temperature range, including the supercooled state (we succeeded in supercooling benzene by about 20 K below the melting point $T_m = 279$ K). Benzene is a highly symmetric molecule with a stiff molecular structure that does not present intramolecular dynamic contributions to the accessible OKE time scales. Thus it has proved to be an excellent model of a simple molecular liquid. The experimental results have been compared with the two-correlator $F_{12}$ MCT model, see Sect. 2.3.2.3.

Our data [36] confirms and extends to the supercooled phase the results reported in the literature [15,20]. The dynamics of benzene (see Fig. 2.10) shows three different processes: at very short delays (0.1–1 ps), there is evidence of an oscillatory behavior of the signal, superimposed as a fast quasi-exponential decay. No intramolecular vibration of benzene is low enough to be directly excited within the pulse bandwidth [27]; the origin of the oscillation is then to be found in the intermolecular vibrations. This oscillating signal is followed by a residual intermediate decay taking place up to 4–5 ps. Finally, the slow relaxation process appears and it extends, for the lower-temperature data, up to 40 ps. In several literature reports, the benzene slow dynamics has been attributed to the single molecule orientational diffusion process and it has been analyzed using the DSE model, similarly to our analysis of liquid iodobenzene previously reported. The fast and intermediate dynamics are more complex phenomena that still do not find an agreed interpretation [58,59]. It has been compared with different models usually based on the local intermolecular vibrations, whose definition is generally quite arbitrary. According to these studies,
two main groups of vibrational modes are present: the first group is made up of under-damped modes characterized by an approximate frequency of 1.2 THz and the second group consists of over-damped modes of about 360 GHz. The first modes describe the fast vibrational dynamics; the second modes reproduce the intermediate relaxation processes. These models require a substantial decoupling between the slow/diffusive dynamics and the fast-intermediate processes. Such a hypothesis is in many respects an oversimplification of the dynamic problem that hardly applies to a molecular liquid such as benzene where all the dynamic features are characterized by similar time scales. Thus a definite assignment of the measured decay has not been worked out. In particular, the nature of the intermediate relaxation remains obscure. Since these dynamic features are repeated and common to many molecular liquids, the open questions are particularly relevant.

We investigated MCT as a possible valid model to describe the dynamics of the molecular liquids. Indeed, MCT models have been able to describe the relaxation features of several glass-formers up to temperatures well above the critical temperature [24, 25, 27–29, 37]. This suggests that the MCT should be tested as a possible model for the dynamics of molecular liquids, even if they do not show a glass transition and are characterized by rather low viscosities. We utilized the schematic two-correlator $F_{12}$ MCT model in order to describe
The HD-OKE signal, at 269 K, is well fitted by MCT model up to \( \approx 0.5 \) ps. The integro-differential equations of the model, reported in Sect. 2.3.2.3, have been solved numerically adjusting the \( A, B, C, \Omega, \) and \( \omega \) parameters thorough a fitting procedure in order to optimize the time derivative of the orientational correlator (see (2.57)) to the measured data. A typical fit is reported in Fig. 2.11.

The numerical solution of this model is indeed able to properly fit the benzene decay in the whole relaxation time scale, from about 0.5 to 35 ps. What is striking is the ability to fit the fast, intermediate and slow dynamics without any arbitrary separation of the time scales and of the dynamic processes.

In this MCT model, all the dynamic processes are intrinsically included and coupled. The fast vibration, the slow structural relaxation, and the intermediate decay appear as solutions of the equations of motion. The vibrational dynamics is characterized by two frequency parameters, \( \Omega \) and \( \omega \), of about 1 THz, in reasonable agreement with the mean frequency of the vibrational modes found in previous studies. The crossover from the fast to the slow processes correctly describes the intermediate relaxation. This model does not require extra over-damped vibrational modes, as required by the previous interpretations. According to this interpretation, the intermediate relaxation is simply the merging of the local vibrational dynamics into the slow collective diffusive process. This merging is not trivial, as it has already been proved in glass-former liquids, because the two processes are strongly coupled.
In our opinion, the MCT interpretation represents a valid physical model for the molecular liquids, as here shown for the benzene liquid, and for glass-formers, as we are going to show in the next section.

2.5.2 HD-OKE in Supercooled Liquids and Glass-Formers

Recently the OKE experiments have been shown to be a particularly useful spectroscopic tool to investigate glass-former dynamics [24–30]. Indeed the OKE data enabled a better check of the theoretical models, especially of MCT approaches. In this Section, we summarize the studies of the \( m \)-toluidine glass-former performed by the authors [25,27] as a particularly meaningful example.

Meta-toluidine \((\text{CH}_3\text{C}_6\text{H}_4\text{NH}_2)\) is a disubstituted benzene ring with \( \text{CH}_3 \) and \( \text{NH}_2 \) groups in the 1, 3 positions; it is one of the simplest fragile liquids, which remains very easily supercooled to its thermodynamic glass transition temperature \( T_g = 187 \, \text{K} \), while the melting temperature is \( T_m = 243.5 \, \text{K} \). Starting with 99\% pure \( m \)-toluidine purchased from Merck, the sample was purified by distillation under vacuum and then kept in a quartz cell. The cell was placed in a cryostat system, cooled with Peltier cells; this enabled temperature control to better than 0.1 K. Our HD-OKE measurements were performed at 15 temperatures between 295 and 225 K with the experimental equipment and laser system, presented in Sect. 2.4. Let us simply recall here that the time resolution allows us to measure the response function by a step-by-step procedure, up to approximately 4 ns. The amplitude of the HD-OKE signal may be detected over a dynamic range of approximately five decades and exhibits a complex relaxation pattern.

In Fig. 2.12 we show HD-OKE signal data on a log–log scale. Each datum is an average of five independent measurements. The measured dynamics exhibit three different regimes: a nearly temperature-independent region from 0.1 to 2–3 ps, where oscillations related to intramolecular vibrations appear; an intermediate decay region from 2 to about 10 ps, depending on the temperature; and the final long-time relaxation. The long-time dynamics have a stretched-exponential form with decay times increasing with decreasing temperature. All the data sets have the same general form, but these major features (the three regimes) occur on different time scales depending on the temperature.

In the supercooled phases of glass-former liquids, the rotational dynamics is expected to be strongly coupled with the density dynamics. Therefore, the orientational and translational dynamics should present similar features. This sensible hypothesis has been verified by several numerical and experimental results [65]. In this framework, it is worthwhile to compare the OKE data on rotational dynamics to the predictions of the schematic MCT model on density dynamics. This comparison is particularly meaningful because the
Fig. 2.12 The HD-OKE signal from liquid and supercooled \( m \)-toluidine sample. We report the data in a log–log plot in order to show clearly the different time scales present in the relaxation process.

asymptotic results, introduced in Sect. 2.3.2.3, define a clear and not trivial dynamical scenario.

Indeed, the MCT asymptotic results have shown to describe successfully the relaxation of glass-formers for relatively weak supercooling condition [65] (i.e. for relatively high temperature, \( T \geq T_c \)). Whereas for deep supercooling condition (i.e. \( T \leq T_c \)) the MCT asymptotic results are not applicable, since they predict a structural arrest at the critical temperature (i.e. \( \tau_\alpha \rightarrow \infty \) when \( T \rightarrow T_c \)), which is not experimentally verified in glass-formers. Therefore, more complex MCT models must be used in order to reproduce the experimental results. The OKE experimental results have proved to be a critical check for the asymptotic MCT predictions [24–30]. In particular, we analyzed the intermediate and slow relaxation of OKE signal on \( m \)-toluidine according to the asymptotic solution of the schematic MCT model [25]. The fast dynamics has been partially compared with more complex MCT approaches, as the two-correlator \( F_{12} \) model [27]. Here we report only the study of the slower relaxation processes.

As shown in Sect. 2.3.2.3, the schematic MCT model can be solved using a few asymptotic approximations [60–62], providing a relatively simple analytical expression for the measured response function (see (2.53) and (2.53)). According to these equations, the analysis of the slow relaxation vs. \( \alpha \)-regime can be based on a master plotting technique. In fact, following (2.53) all \( \alpha \)-correlation
functions should collapse in a single master-function when reported in a rescaled time axis, \( t/\tau_\alpha \). In Fig. 2.13, we report the master-plot of \( m \)-toluidine data together with temperature dependence of the extracted structural relaxation times. The figure clearly shows that the MCT time–temperature superposition principle holds in the \( \alpha \)-regime, enabling a good overlap of OKE data. The linear dependence of structural relaxation times, shown in the inset, proves the validity of the critical law, \( \tau_\alpha \propto (T - T_c)^{-\gamma} \), and its fit gives the values of \( T_c \) and \( \gamma \) critical parameters.

The intermediate dynamics can be compared with asymptotic MCT predictions of the \( \beta \)-regime. In Fig. 2.14 we report only three OKE plots corresponding to the lower temperatures with the best fit of \( \beta \)-response function, see (2.54). The critical parameters \( a \) and \( b \) are not temperature dependent and linked by (2.51) to the \( \gamma \) exponent, obtained by the \( \alpha \)-regime analysis. The OKE data are well reproduced by the MCT \( \beta \)-correlator for temperature higher than 235 K, corresponding to \( T_c + 10 \) K, but for lower temperatures a different relaxation appears in the 2–20 ps time window. This has been addressed, in other glass-formers, as a nearly-logarithmic decay since it would be connected to a logarithmic decay of the correlator [66,68]. In fact, if \( \Phi(t) \approx \log(t) \) we will have \( R_{\text{oke}}(t) \approx t^{-1} \).

In our \( m \)-toluidine data, we found some evidence of a possible extra power law decay, as shown in Fig. 2.14, with an exponent \( c \approx 0.85 \).
Fig. 2.14 The HD-OKE signals at lower temperatures (225, 229, and 235 K) are reported with a fit according to the derivative of the MCT double power law decay with $b = 0.52$ and $a = 0.29$. An arbitrary vertical shift has been introduced in order to avoid data overlap. In the data decay at 225 K a clear departure from the MCT prediction appears, the presence of a possible nearly-logarithmic decay is evidenced by the dashed line corresponding to a $t^{-c}$ decay with $c \approx 0.85$.

In conclusion, we found that the predictions of the schematic MCT model are in very good agreement with the OKE data for weak supercooling but the agreement disappears approaching the critical temperature.

The general experimental scenario of glass-formers for deep supercooling condition is still not clear and there is a live debate on the theoretical models. Concerning the OKE data, this issue has been partially investigated using the schematic two-correlator MCT model [66, 68].

2.5.3 The Water Case

We summarize here our results on supercooled water dynamics by HD-OKE experiments [37]. These results are relevant for two main reasons. First, because they deal with liquid water, one of the most relevant substances in the universe, that presents many anomalous chemical–physical properties. Second, liquid water represents a model system for the investigation of a liquid–liquid phase transition hypothesis.

Many thermodynamic properties (such as heat capacity, compressibility, and thermal expansion coefficient) and dynamic properties (such as the shear
viscosity, self-diffusion coefficient, and relaxation times) of water all exhibit an anomalous increase upon cooling [53]. They show a temperature dependence characterized by a diverging power law of the type $(T - T_s)^{-x}$, with $T_s \approx 223–228$ K. The nature and physical origin of this singularity are still debated, but there are indications of structural modifications occurring around this temperature and the simulation results show that it could be related to the MCT critical temperature.

OKE experiments, as shown in the previous sections, can provide an accurate measure of the relaxation dynamics of molecular liquids, but the intensity of the OKE water signal is very low, making it very difficult to determine its relaxation profile accurately at times longer than a few picoseconds. Here we present the results of an extensive investigation by means of heterodyne detected OKE experiments (HD-OKE) of the relaxation in liquid and supercooled water, using the experimental set-up described in Sect. 2.4. We used optimized laser pulses in order to improve the experimental sensitivity. The entire time decay scan was divided into three sections: short laser pulses (60 fs) were used for the short time scan; for the intermediate time delay intervals the laser pulse duration was stretched up to 120 fs; for the longer time we used stretched laser pulses of 500 fs duration. In this procedure, we increased the pulse energy to keep the peak power roughly constant. The low noise level and the large dynamic range provide data of sufficiently high quality to extend measurements by almost 20$^\circ$ into the supercooled region, up to 254 K. A typical measured signal is shown in Fig. 2.15.

We provided the first unambiguous measurement of the entire correlation function in liquid water as a function of temperature. These data enabled a MCT analysis of the slow dynamic regime. Hence we compared our data with the MCT prediction in the $\alpha$-regime as already shown for the glass-former liquids.

In Fig. 2.16, we collect all the data measured at different temperatures (314–254 K) in a log–log master-plot. The perfect coincidence of the different curves demonstrates that the slow relaxation of water follows a unique decay law in the entire temperature range considered. We found, for all temperatures, that the time-derivative of the stretched exponential function allows a very satisfactory fitting of the HD-OKE data. The stretching parameter $\beta$ has a constant value of 0.6 throughout the entire temperature range considered.

As shown in the inset of Fig. 2.16, the temperature dependence of the measured relaxation time $\tau_\alpha$ is well reproduced by the MCT power law, $(T - T_c)^{-\gamma}$, with $T_c = 221$ K and $\gamma = 2.2$. So the water singularity temperature $T_s \approx 225$ K, obtained from measurements of other dynamic and transport properties, substantially coincides with the MCT critical temperature.

Two important new results are obtained from our OKE experiment on supercooled water: (1) The stretched exponential nature of the relaxation and the
Fig. 2.15  Signal decay measured in the time-resolved HD-OKE experiment on supercooled water at $T = 257$ K. In the inset we reported the signal in the short time region. An oscillatory component occurs in the decay trace for time shorter than 1 ps; for longer times the relaxation shows a monotonic decay.

Fig. 2.16  Master plot obtained by rescaling the time and intensity axes of the HD-OKE signals. The inset shows the temperature dependence of the water relaxation times, obtained by the fit of HD-OKE signal decays with the time-derivative of the stretched exponential function.
invariance of the stretching parameter with the temperature. The large stretching effect ($\beta = 0.6$) indicates that water dynamics is characterized by a distribution of different timescales, suggesting the presence of a variety of relaxing structures whose distribution does not, according to our results, change notably with temperature. (2) Our data also allow for a comprehensive comparison with the predictions of the MCT model. The MCT predictions agree with our experimental observations, both in terms of the form of the correlation function and in terms of its scaling with temperature.

A purely dynamic water model, as the MCT theory, clearly cannot account for the rich and anomalous thermodynamic behavior of water, which calls for other model types such as the much debated liquid–liquid transition hypothesis [53]. Nevertheless, these OKE results provide with unambiguous evidence that the anomalous behavior of weakly supercooled water at atmospheric pressure can successfully be described by a fully dynamic model, with no need for a thermodynamic origin for the observed anomalous behavior. In this picture the singularity temperature $T_s$, inferred from a range of different dynamic and transport properties of water, is the signature of an avoided dynamical arrest. Despite its strongly hydrogen-bonded nature, weakly supercooled water behaves in this context like a fragile glass-former, similar to many other molecular liquids.
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Appendix: Laser Pulses Definition

The laser pulses typically used in an OKE experiment are characterized by an optical frequency (700 nm), a duration longer than 10–20 fs and they are normally transform-limited (i.e., with no time modulation in phase, apart from the optical frequency). The time dependence of the electric field generated by these laser pulses can be safely described as a plane wave in the approximation of the slow parameter variation, see [40]. Hence, using the complex notation we can write the expression of a linearly polarized pulse, as follows

$$E(r, t) = \hat{e}_i E_i(r, t) = \hat{e}_i E(r, t) e^{i(k \cdot r - \omega t)}, \quad (2.A.1)$$
where \( \hat{e}_i \) is a unit vector indicating the direction of polarization, \( \mathbf{k} \) is the wave-vector defining the direction of propagation, \( \omega \) is the optical frequency, and \( \mathcal{E}(\mathbf{r}, t) \) defines the pulse envelope. \( \mathcal{E} \) is the real, slowly varying time-dependent amplitude defining the pulse time duration, in particular for a continuous laser \( \mathcal{E} \) is not time-dependent. Furthermore, it defines the intensity time dependence, since in the complex notation the pulse intensity is given by

\[
I(t) \propto |\mathcal{E}(\mathbf{r}, t)|^2.
\]  

(2.A.2)

In the experimental configuration defined in Fig. 2.1, the linear polarization of the pump and probe are in the \( \hat{x} \) directions and 45° in the \( \hat{xy} \) plane, respectively. Both the pulses are taken collinear propagating in the \( \hat{z} \) direction.

\[
\mathcal{E}^{ex}(z, t) = \hat{e}_x \mathcal{E}^{ex}(z, t) e^{i\omega(\eta c z - t)},
\]

(2.A.3)

\[
\mathcal{E}^{pr}(z, t) = \hat{e}_x \mathcal{E}^{pr}(z, t) + \hat{e}_y \mathcal{E}^{pr}(z, t) = (\hat{e}_x + \hat{e}_y) \mathcal{E}^{pr}(z, t) e^{i\omega(\eta c z - t)}.
\]

(2.A.4)

Here we consider the unique refractive index \( \eta \), because we are considering two laser beams having the same frequency, \( \omega \), and thus propagating with the same phase velocity, \( \frac{\eta c}{\eta} \). Furthermore, in these equations we take simply an isotropic index of refraction, considering the beams propagating in the air before the sample, of course the beam polarization does not change during its propagation. For the excitation pulse this applies also during the sample propagation while it does not apply for the probe beam that finds the sample excited, hence an anisotropic index of refraction.

In a typical experiment the probe and excitation pulses are derived from a single laser beam split in two parts of different intensity. Hence the temporal and phase characteristics of the pulses are identical and defined by the main laser beam. Furthermore, in a time-resolved OKE experiment, the probe pulse is delayed by an optical delay that introduces a delay time \( \tau = \Delta z \frac{\eta}{c} \), where \( \Delta z \) is the extra length introduced in the probe path. Hence we can write the envelope functions as

\[
\mathcal{E}^{ex}(z, t) = (1 - a) \mathcal{E} \left( \frac{\eta}{c} z - t \right),
\]

(2.A.5)

\[
\mathcal{E}^{pr}(z, t) = a \mathcal{E} \left( \frac{\eta}{c} (z + \Delta z) - t \right) = a \mathcal{E} \left( \frac{\eta}{c} z - (t - \tau) \right),
\]

(2.A.6)

where \( a \) is defined by the beam-splitter and the leading envelope function, \( \mathcal{E}(t) \), by the main laser and by the group velocity compensation optics. Indeed, the weak anisotropy, induced by the excitation pulse, can be neglected in the envelope propagation (but not in the phase modification). Furthermore this means that the birefringence will be induced and probed with the same time sequence, making the experimental characterization easier [9].

Finally, the laser pulses reaching the sample can be described by the following equations:

\[
\mathcal{E}^{ex}(z, t) \approx \hat{e}_x (1 - a) \mathcal{E} \left( \frac{\eta}{c} z - t \right) e^{i\omega(\frac{\eta}{c} z - t)},
\]

(2.A.7)

\[
\mathcal{E}^{pr}(z, t) \approx (\hat{e}_x + \hat{e}_y) a \mathcal{E}^{pr}(z, t)
\]

\[
\approx (\hat{e}_x + \hat{e}_y) a \mathcal{E} \left( \frac{\eta}{c} z - (t - \tau) \right) e^{i\omega(\frac{\eta}{c} z - (t - \tau))}.
\]

(2.A.8)
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Notes

1. The effect of polarizers and other active optical components, on the beam tracking can easily described by the Jones Matrix [73]. According to this picture the two component of the beam, \(E^a_{\text{pr}x}\) and \(E^a_{\text{pr}y}\), are modified by the \(-45^\circ\) polarizer matrix, as following:

\[
\begin{pmatrix}
E_{\text{sg}x} \\
E_{\text{sg}y}
\end{pmatrix} = \begin{pmatrix}
1 & 1 \\
-1 & -1
\end{pmatrix} \begin{pmatrix}
E^a_{\text{pr}x} \\
E^a_{\text{pr}y}
\end{pmatrix}
\]

where the notation \((E_1 E_2) \equiv E_1 \hat{e}_x + E_2 \hat{e}_y\)

2. In fact we have \(\Delta \eta_{ij}(t) \propto \Delta \chi_{ij}(t) \propto \left( \int R_{xxxx} |E_{xx}|^2 0 \right)\int R_{yxyx} |E_{xx}|^2\)

3. The susceptibility tensor is the proper variable to describe the light-matter interactions, since it links directly the electromagnetic field and the polarization effects. Nevertheless, other variables such as the index of refraction or the dielectric function are very often used in the literature. The Maxwell equations provide the connection between the dielectric tensor, \(\epsilon_{ij}\), and the linear susceptibility tensor, \(\chi_{ij}\) (in literature sometimes called liquid polarizability and reported as \(\Pi_{ij}\)); \(\epsilon_{ij} = 1 + 4\pi \chi_{ij}\) in the CGS unit system. It is also straightforward the connection with the index of refraction, since \(\eta = \sqrt{\epsilon}\). So when only the fluctuating or time-dependent part is relevant, the three functions are substantially equivalent: \(\delta \chi_{ij} \propto \delta \epsilon \propto \delta \eta\).

4. This polarizability corresponds to the isolated molecular polarizability normalized over the mean field interaction present in the liquid. It can be substantially different from the molecule polarizability measured in the gas phase.

5. If the pulse is transform limited [40] its spectrum and time profile are directly connected by a Fourier transformation. Hence the spectrum bandwidth is inversely proportional to the pulse duration: \(\Delta \omega \propto \frac{1}{\Delta \tau}\). For a pulse of 100 fs duration, \(100 \times 10^{-15}\) s, we get a bandwidth of about 30 THz, equivalent to 100 cm\(^{-1}\).

6. This expression corresponds to (2.9) at page 172 of the first paper by Pick et al. [49]. Here we neglect the last term of this equation that takes into account the coupling between rotational and slow translational dynamics. This approximation is valid for the limit \(q \rightarrow 0\), as explicitly shown in Appendix C of that paper.

7. Here we report the simplified version of the MCT asymptotic solutions for the density correlator. They are obtained using the leading-order asymptotic solutions of the MCT. In the \(\alpha\)-regime the scaling-law, or time-temperature superposition principle, is evident by (2.49). Whereas in the \(\beta\)-regime we do not make explicit the scaling-law that is hidden into (2.50). The rigorous derivation and the full expression of the MCT functions can be found in [60–62]. An experimental comparison between the full \(\beta\)-correlator expression and the next-to-leading order corrections with the OKE signal can be found in [25].
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