INTRODUCTION.

As shown in the previous chapter, the signals are the sources of the measurement information. Generally, the systems that are dealt with in practical situations evolve in time with continuity. Due to this property, they can be mathematically represented by functions of the independent variable time that belongs to the set of the real numbers. For this reason, these functions are generally referred to as belonging to the continuous time domain, and the signals are called continuous-time signals.

On the other hand, situations exist where the signals do not evolve with continuity in their appertaining domain. This is the typical case of the signals that represent quantities in the quantum mechanics, and it is also the more simple case of the periodic signals when they are represented in the frequency domain. The Fourier theory shows that, in this case, the signal is defined, in the frequency domain, only for discrete values of the independent variable frequency.

When the independent variable is time and the signal is defined only for discrete values of the independent variable, the signal is defined as belonging to the discrete time domain and is synthetically called a discrete-time signal. When the independent variable takes only discrete values, it sweeps over its axis by quanta; therefore it can be represented only by integer numbers, that represent actually the serial number of the quantum. For this reason, the independent variable of the mathematical object that represents a discrete-time signal belongs to the set of the integer numbers; the mathematical object is called a sequence.

An example of discrete-time signal is provided by a signal obtained by sampling a continuous-time signal with a constant sampling period. Usually, most discrete-time signals are obtained by sampling continuous-time signals. Anyway, for the sake of generality, a discrete-time signal can be seen as generated by a process defined in the discrete time domain.

For this reason, the discrete-time signals will be analysed by their own, without referring to their possible origin in a sampling operation. In this way the properties of the discrete-time signals can be fully perceived, and the mathematical tools can be defined that are required to provide an answer to the fundamental question of the digital signal processing theory: how and with which changes the information associated to a continuous-time signal is transferred to a discrete-time signal by sampling the continuous-time signal?
THE SEQUENCES.

Definition.

A discrete-time signal is mathematically represented by a sequence of values $x$:

$$x = \{x(n)\}, \quad -\infty \leq n \leq \infty$$ (2.1)

The $n$-th value $x(n)$ in the sequence is also called the $n$-th sample of the sequence.

As already stated, the independent variable $n$ belongs to the set of the integer numbers; this means that \{$x(n)$\} is mathematically defined only for integer values of $n$, and is not defined for non-integer values of $n$.

Fig. 2.1 shows an example of graphical representation of a sequence.

![Graphical representation of a sequence](image)

*Figure 2.1. Graphical representation of a sequence*

Sometimes, when the whole sequence cannot be confused with its own samples, the notation in (2.1) is uselessly complex, and therefore the whole sequence is referred to as $x(n)$.

---

1 It is a common mistake stating that $x(n) = 0$ for non-integer values of $n$. This is absolutely incorrect, since a sequence cannot be mathematically defined for non-integer values of its independent variable $n$. 
Particular sequences.

Some sequences play a very important role in the analysis of the discrete-time signals. The most important is the unit sample sequence, which is mathematically defined as:

\[
\delta(n) = \begin{cases} 
0, & n \neq 0 \\
1, & n = 0 
\end{cases}
\]  \hspace{1cm} (2.2)

and is graphically represented in Fig. 2.2.

![Figure 2.2. Unit sample sequence](image)

This sequence is important because it plays, in the analysis of the discrete-time signals and systems, a similar role as that played by the Dirac impulse in the analysis of the continuous-time signals and systems. For this reason, the unit sample sequence is often, though not properly, called discrete-time impulse, or impulse sequence. It is worth while noting that its mathematical definition is very simple, if compared with the definition of the Dirac impulse.

A second important sequence is the unit step sequence. It is graphically shown in Fig. 2.3, and is mathematically defined as:

\[
u(n) = \begin{cases} 
1, & n \geq 0 \\
0, & n < 0 
\end{cases}
\]  \hspace{1cm} (2.3)

Similarly to the unit sample, the unit step too plays, in the discrete-time domain, the same role played by the step function in the continuous-time domain.

According to (2.1) and (2.3), the unit step sequence can be written in terms of the unit sample sequence as:

\[
u(n) = \sum_{k=-\infty}^{n} \delta(k)
\]  \hspace{1cm} (2.4)
This can be proved by recalling that, due to (2.2), the elements in the sum (2.4) are non-zero (and equal to 1) only if \( k = 0 \). For negative values of \( n \), all elements in the sum (2.4) are zero, and therefore \( u(n) = 0 \) for \( n < 0 \). For \( n \geq 0 \) only one non-zero term exists, for each value of \( n \), and it is equal to 1 for \( k = 0 \). Therefore \( u(n) = 1 \) for \( n \geq 0 \), and 2.4 is proved.

The inverse relationship, linking the unit sample sequence to the unit step sequence, can be readily written as:

\[
\delta(n) = u(n) - u(n-1) \quad (2.5)
\]

Fig. 2.4 shows the real exponential sequence, whose mathematical expression is:

\[
x(n) = a^n \quad (2.6)
\]

with \( a \) a real number.

More generally, the complex exponential sequence can be defined as:
\[ x(n) = e^{(\sigma + j\omega_0)n} \]  \hspace{1cm} (2.7)

where \( \sigma \) and \( \omega_0 \) are real numbers.

The sinusoid sequence can be obtained from the complex exponential sequence for \( \sigma = 0 \). This sequence is graphically represented in Fig. 2.5 and can be mathematically written also as:

\[ x(n) = A \cos(\omega_0 n + \varphi) \]  \hspace{1cm} (2.8)

where \( A, \omega_0 \) and \( \varphi \) are still real numbers.

\[ \begin{array}{c}
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\begin{center}
\textit{Figure 2.5. Sinusoid sequence}
\end{center}

**Periodic sequences.**

When the continuous-time signals are considered, the sinusoid function and the complex exponential function with \( \sigma = 0 \) are periodic in time. Similarly, when the discrete-time signals are considered, the sinusoid sequence and the complex exponential sequence with \( \sigma = 0 \) could be expected to be periodic too. However, since in this last case the independent variable \( n \) belongs to the set of the integer numbers, these sequences could not be periodic.

The definition of a periodic sequence \( x(n) \), over the period \( N \), is given by the following relationship:

\[ x(n) = x(n + N), \quad \forall n \]  \hspace{1cm} (2.9)

Since the independent variable of a sequence must belong to the set of the integer numbers, period \( N \) must be an integer too. Therefore, the sinusoid sequence and complex exponential sequence with \( \sigma = 0 \) are periodic with period \( 2\pi/\omega_0 \) only if this quantity is an integer number. If \( 2\pi/\omega_0 \) is not an integer, but is a rational number, these sequences
are still periodic, but their period will be an integer multiple of $2\pi/\omega_0$. If $2\pi/\omega_0$ is neither a rational number, these sequences are not periodic.

This property of the periodic sequences is very important, because it explains how the information associated to a continuous-time periodic signal can be modified after the signal itself has been sampled.

Let $s(t)$ be a sinusoidal, continuous-time signal, with period $T$. This signal is described by the following equation:

$$s(t) = A \sin \left( \frac{2\pi}{T} t + \phi \right)$$  \hspace{1cm} (2.10)

Let $s(t)$ be sampled with $T_s$ sampling period, so that:

$$T/T_s = N, \quad N \text{ an integer}$$  \hspace{1cm} (2.11)

Eq. (2.10), evaluated at each sampling time $kT_s$, provides:

$$s(kT_s) = A \sin \left( \frac{2\pi kT_s}{T} + \phi \right),$$

that, taking into account (2.11), leads to the following sequence:

$$\hat{s}(k) = A \sin \left( \frac{2\pi}{N} k + \phi \right)$$  \hspace{1cm} (2.12)

It can be readily checked that, in (2.12), $\omega_0 = \frac{2\pi}{N} \omega_0$ and therefore, having supposed $N$ an integer, the sequence in (2.12) is periodic with period $N$. It can be hence concluded that the sequence obtained by sampling the periodic signal $s(t)$ is still periodic and the relationship between the period of the continuous-time signal and that of the discrete-time signal is given by: $T = NT_s$.

On the other hand, signal (2.10) could have been sampled with a sampling period $T'_s$ so that: $T = mT_s$ with $m$ a real number. In this case (2.12) would have become:

$$\hat{s}(k) = A \sin \left( \frac{2\pi}{m} k + \phi \right)$$

and, not being $m$ an integer or a rational number, this sequence is not periodic. It can be concluded that the sampling operation, in this case, has changed the information associated with the continuous-time signal, because a non-periodic sequence has been obtained from a periodic signal. As it will be shown in the next chapter, condition (2.11)
is one of the conditions that must be satisfied in order to sample a periodic signal correctly.

Coming back to the sinusoid and complex exponential sequences, the $\omega_0$ parameter is called the angular frequency (and $f_0 = \frac{\omega_0}{2\pi}$ the frequency) of the sequences, no matter whether they are periodic or not.

**Operations between sequences.**

The sum and product operations can be defined for the sequences. In particular, the sum of two sequences, $x$ and $y$, is a sequence whose samples are obtained as the sum of the corresponding samples of the two sequences. From the mathematical point of view, it is:

$$x + y = \{x(n) + y(n)\} \quad (2.13)$$

Similarly, the product of two sequences is defined as a sequence whose samples are obtained as the product of the corresponding samples of the two sequences. From the mathematical point of view, it is:

$$x \cdot y = \{x(n) \cdot y(n)\} \quad (2.14)$$

It can be easily proven that the sum and product operations between sequences satisfy the commutative and associative properties, and the product satisfies also the distributive property with respect to the sum.

The product of a sequence $x$ by a number $a$ is defined as the sequence whose samples are those of sequence $x$, each multiplied by $a$. It is:

$$x \cdot a = \{a \cdot x(n)\} \quad (2.15)$$

At last, the shift operation is defined as the operation that, starting from a sequence $x$, provides its replica, shifted along the $n$ axis by a given integer quantity $n_0$; from the mathematical point of view, this can be written as:

$$y(n) = x(n - n_0) \quad (2.16)$$

When $n_0 > 0$ the original sequence is shifted on the right, over the $n$ axis, whilst when $n_0 < 0$ it is shifted on the left.

If shifted versions of the unit sample sequence are employed, any sequence can be expressed in terms of the unit sample sequence. Given a sequence $x(n)$, it is indeed possible to write:
\[ x(n) = \sum_{k=-\infty}^{+\infty} x(k) \delta(n-k) \]  

(2.17)

The above relationship can be readily proven by considering that the shifted unit sample sequence \( \delta(n-k) \) is non zero (and equal to 1) only for \( n - k = 0 \), and hence for \( n = k \). Therefore, the sum at the right-hand side of (2.17) has only one non-zero term, for \( n = k \), whose value is equal to sample \( x(n) \), \( \forall n \). Eq. (2.17) is then proven.

THE DISCRETE-TIME SYSTEMS.

Definition.

A system, whichever is the domain it belongs to, is mathematically defined as a unique transformation that maps an input quantity \( x \) into an output quantity \( y \). In the discrete time domain, the system’s input and output quantities are sequences, which means that a discrete-time system transforms the input sequence \( x(n) \) into the output sequence \( y(n) \) univocally. As a matter of fact, a discrete-time transformation can be seen as an algorithm that processes the samples of the input sequence in order to provide the samples of the output sequence.

From the mathematical point of view, a transformation is expressed as:

\[ y(n) = T[x(n)] \]

and is graphically represented as shown in Fig. 2.6.

![Figure 2.6. Graphical representation of a system and related transformation](image)

The output sequence \( y(n) \) is also called the *response* of system \( T \) to the input sequence \( x(n) \).

The analysis of a generic system and its related transformation is generally quite complex, unless suitable constraints are introduced that limit the freedom degrees of the system itself, by defining suitable classes of transformations. The most important class is that of the linear systems, to which the overwhelming majority of the algorithms employed in the measurement field belongs.
The linear systems.

The linear systems can be mathematically defined by means of the superposition principle. Given the two input sequences \( x_1(n) \) and \( x_2(n) \), let \( y_1(n) \) and \( y_2(n) \) be the responses of a system \( T \) to the given input sequences respectively, so that:

\[
y_1(n) = T[x_1(n)] \quad \text{and} \quad y_2(n) = T[x_2(n)]
\]

According to the superposition principle, system \( T \) is linear if and only if:

\[
T[a x_1(n) + b x_2(n)] = a T[x_1(n)] + b T[x_2(n)] = ay_1(n) + by_2(n)
\]

(2.18)

where \( a \) and \( b \) are arbitrary constants.

Since, according to (2.17), any sequence can be written in terms of the unit sample sequence, the response of a system can be written as:

\[
y(n) = T \left[ \sum_{k=-\infty}^{+\infty} x(k) \delta(n-k) \right]
\]

(2.19)

If system \( T \) is linear, (2.18) applies and (2.19) can be written as:

\[
y(n) = \sum_{k=-\infty}^{+\infty} x(k) T[\delta(n-k)]
\]

(2.20)

Let \( h_k(n) \) be the system response to the shifted unit sample sequence \( \delta(n-k) \); (2.20) can be written as:

\[
y(n) = \sum_{k=-\infty}^{+\infty} x(k) h_k(n)
\]

(2.21)

This last equation shows that the response of a linear system to an input sequence depends on response \( h_k(n) \) to the shifted unit sample sequence. However, this response depends on both \( n \) and \( k \), thus limiting the practical utility of (2.21).

The shift-invariant linear systems.

An important sub-set of the linear systems is that of the \emph{shift-invariant} linear systems. These systems represent the counterpart, in the discrete time domain, of the time-invariant systems in the continuous time domain, and have the property that, being \( y(n) \)
the response to the input sequence \(x(n)\), the response to the shifted sequence \(x(n - k)\) is \(y(n - k)\), that is the same response as that to sequence \(x(n)\), shifted by the same quantity \(k\).

Due to this property, it can be immediately proved that, if \(h(n)\) is the system response to the unit sample sequence \(\delta(n)\), then the response to the shifted unit sample sequence \(\delta(n - k)\) is \(h(n - k)\). For the shift-invariant linear systems, eq. (2.21) becomes:

\[
y(n) = \sum_{k=-\infty}^{+\infty} x(k)h(n - k)
\]

(2.22)

Therefore, it can be stated that a shift-invariant linear system is fully characterized by its response \(h(n)\) to the unit sample sequence. Eq. (2.22) shows that, once \(h(n)\) is known, it is possible to determine the response to any other input sequence \(x(n)\).

Eq. (2.22) is called the convolution sum, and the resulting sequence \(y(n)\) is called the convolution of the two sequences \(x(n)\) and \(h(n)\). The usual notation for the convolution operation is:

\[
y(n) = x(n) * h(n)
\]

It can be readily proved that the convolution sum satisfies the commutative property, that is:

\[
y(n) = x(n) * h(n) = h(n) * x(n)
\]

(2.23)

To prove this property, let’s substitute variable \(k\) with \(k = n - m\) in (2.22), that becomes:

\[
y(n) = \sum_{(n-m)=-\infty}^{+\infty} x(n - m)h(m)
\]

For a given value of \(n\), having quantity \(n - m\) varying from \(-\infty\) to \(+\infty\) is the same as having quantity \(m\) varying in the same interval. Therefore, we get:

\[
y(n) = \sum_{m=-\infty}^{+\infty} h(m)x(n - m) = h(n) * x(n)
\]

which proves (2.23).

Having proved that the convolution sum satisfies the commutative property leads to the conclusion that the response of a shift-invariant linear system does not change if the input sequence and the response to the unit sample sequence are interchanged. In other words, the response of a shift-invariant linear system, featuring \(h(n)\) as the response to the
unit sample sequence, to sequence $x(n)$ is the same as that of a system, featuring $x(n)$ as the response to the unit sample sequence, to sequence $h(n)$.

The convolution sum satisfies also the associative property. Considering three generic sequences $x(n)$, $y(n)$ and $w(n)$, it can be proven that:

$$x(n) * [y(n) * w(n)] = [x(n) * y(n)] * w(n) \tag{2.24}$$

In order to prove (2.24), let $\vartheta(n) = y(n) * w(n)$, so that:

$$x(n) * \vartheta(n) = \sum_{k=-\infty}^{+\infty} x(k) \vartheta(n-k) = \sum_{k=-\infty}^{+\infty} x(k) \sum_{j=-\infty}^{+\infty} y(j) w(n-k-j) = \sum_{k=-\infty}^{+\infty} \sum_{j=-\infty}^{+\infty} x(k) y(j) w(n-k-j) \tag{2.25}$$

Similarly, let $\xi(n) = x(n) * y(n)$, so that, taking into account the commutative property of the convolution sum:

$$\xi(n) * w(n) = \sum_{k=-\infty}^{+\infty} w(k) \xi(n-k) = \sum_{k=-\infty}^{+\infty} w(k) \sum_{j=-\infty}^{+\infty} y(j) x(n-k-j) = \sum_{k=-\infty}^{+\infty} \sum_{j=-\infty}^{+\infty} w(k) y(j) x(n-k-j)$$

If the variable $m = n - k - j$ is introduced, so that $k = n - m - j$, the above equation can be rewritten as:

$$\xi(n) * w(n) = \sum_{n-m-j=-\infty}^{+\infty} \sum_{j=-\infty}^{+\infty} w(n-m-j) y(j) x(m) = \sum_{m=-\infty}^{+\infty} \sum_{j=-\infty}^{+\infty} x(m) y(j) w(n-m-j) \tag{2.26}$$

Since the right-hand terms of (2.25) and (2.26) are equal, the associative property is proved.

According to this property, it is possible to prove that the response to the unit sample sequence of a system realized by cascading two systems, as shown in Fig. 2.7, is given by the convolution of the responses of the two single systems to the unit sample sequence.
Let $y_1(n)$ be the output of the first sub-system and $h_1(n)$ its response to the unit sample sequence; it is:

$$y_1(n) = x(n) * h_1(n)$$

that leads to write the output $y(n)$ of the whole system as:

$$y(n) = y_1(n) * h_2(n) = [x(n) * h_1(n)] * h_2(n) = x(n) * [h_1(n) * h_2(n)]$$  \(2.27\)

proving that the system response to the unit sample sequence is given by the convolution of the single responses.

Taking into account also the commutative property of the convolution sum, it can be stated that the system output is independent on the order with which the two sub-systems are cascaded. Since a discrete-time system is, as a matter of fact, an algorithm, this means that, if a signal processing procedure consists of two or more algorithms executed in series, the order with which the algorithms are executed does not affect the final result.

At last, it can be immediately checked that the convolution sum satisfies also the distributive property with respect to the addition. For this reason, if two shift-invariant linear systems are connected in parallel, as shown in Fig. 2.8, the response of the whole system to the unit sample sequence is given by the sum of the responses of the single systems. The proof of this last property is very simple and is left to the reader.

**The convolution computation.**

The convolution sum plays, for the linear systems in the discrete time domain, a similar role as that played by the convolution integral for the linear systems in the continuous time domain. They are both extremely important in the theoretical analysis of this kind of systems. However, the convolution integrals are often difficult to solve, so that their importance is generally confined to the theoretical analysis, being the practical application limited to a few particular situations.

On the other hand, the convolution sum can be computed in a far less difficult way and its computation is quite immediate when the two sequences have a finite length, as in
many practical cases. This extends the importance of the convolution sum from the theoretical analysis to the practical applications, assigning it an even greater importance than that assigned to the convolution integral; moreover this is one of the reasons for the digital techniques are nowadays preferred to the analog ones.

The convolution sum represents also a very important tool to understand some fundamental concepts about signal sampling and the way the sampling operation may generate sequences carrying a different information than the one provided by the continuous-time signal. For this reason, the way the convolution sum of two sequences is computed is now described into details.

Let us consider the two sequences in Fig. 2.9:

\[ x(n) = \begin{cases} 1, & 0 \leq n \leq 4 \\ 0, & \text{otherwise} \end{cases} \]  

(2.28)

and

\[ y(n) = \begin{cases} 0.5, & 0 \leq n \leq 4 \\ 0, & \text{otherwise} \end{cases} \]  

(2.29)

According to definition (2.22), the convolution of these two sequences is given by:

\[ w(n) = \sum_{k=-\infty}^{+\infty} x(k)y(n-k) \]  

(2.30)

The first step in the computation of the convolution is, according to (2.30), the generation of sequence \( y(-k) \). It can be immediately seen that this sequence is obtained by
reversing \( y(k) \) with respect to the vertical axes, as shown in Fig. 2.10 where both sequences \( x(k) \) and \( y(-k) \) are drawn.

**Figure 2.9.** \( x(n) \) and \( y(n) \) sequences

**Figure 2.10.** \( x(k) \) and \( y(-k) \) sequences
The next step is the generation of sequence \( y(n - k) \), obtained, for every value of \( n \), by shifting sequence \( y(-k) \) by \( n \). It can be immediately checked that, for the considered sequences (2.28) and (2.29), their convolution \( w(n) \) in (2.30) has non-zero values only for \( 0 \leq n \leq 9 \), since the shifted sequence \( y(n - k) \) has non-zero values where \( x(n) \) has non-zero values only in this range of \( n \) values.

To better understand this point, let us consider the case of \( n = -1 \). Fig. 2.11 shows the resulting sequences \( x(k) \) and \( y(-1 - k) \).

\[ \text{Figure 2.11. Convolution step for } n = -1 \]

It can be immediately seen that all products \( x(k)y(-1 - k) \) are zero, for every value of \( k \), so that sample \( w(-1) \) in the convolution will be zero too. The above applies to every value \( n \leq -1 \).

Let us now consider the case of \( n = 0 \). The two resulting sequences \( x(k) \) and \( y(-k) \) are represented in Fig. 2.10, and it can be seen that the only non-zero product in (2.30) is \( w(0) = x(0)y(0) = 0.5 \), which represents the convolution value for \( n = 0 \).

When \( n = 1 \), the two resulting sequences \( x(k) \) and \( y(1 - k) \) are represented in Fig. 2.12. It can be seen that only two products in (2.30) have non-zero values:

\[ x(0)y(0) = 0.5 \]

and

\[ x(1)y(1) = 0.5 \]

Therefore, the convolution sample for \( n = 1 \) is given by:
$w(1) = 0.5 + 0.5 = 1$

![Graph](image)

Figure 2.12. Convolution step for $n = 1$

It is then possible to verify, in a quite similar way, that:

$w(2) = 0.5 + 0.5 + 0.5 = 1.5$

$w(3) = 0.5 + 0.5 + 0.5 + 0.5 = 2$

When $n = 4$, the non-zero samples of the resulting sequences $x(k)$ and $y(4-k)$ take the same position, as shown by Fig. 2.13. Therefore:

$w(4) = 0.5 + 0.5 + 0.5 + 0.5 + 0.5 = 2.5$

and the convolution reaches its maximum value.

This can be readily understood looking at Fig. 2.14, which shows the resulting sequences $x(k)$ and $y(5-k)$ for the case of $n = 5$. In this case, only 4 non-zero samples of sequence $x(k)$ are in the same position as the non-zero samples of sequence $y(5-k)$, so that the corresponding convolution sample will be:

$w(5) = 0.5 + 0.5 + 0.5 + 0.5 = 2.$
The remaining samples of \( w(n) \) can be computed in a quite similar way, obtaining:

\[
w(6) = 0.5 + 0.5 + 0.5 = 1.5,
\]
\[ w(7) = 0.5 + 0.5 = 1, \]

\[ w(8) = 0.5. \]

At last, it can be easily checked that, for \( n = 9 \), none of the non-zero samples of the resulting sequence \( y(9 - k) \) is in the same position as the non-zero samples of sequence \( x(k) \), so that \( w(9) = 0 \). The same applies for \( n > 9 \).

The convolution \( w(n) = x(n) \ast y(n) \) is hence the sequence shown in Fig. 2.15.

![Figure 2.15. Convolution result](image)

This figure shows that the obtained sequence has a longer length than that of the two starting sequences. This example can be generalized, showing that the convolution of two sequences, with finite length of \( N \) and \( M \) samples respectively, will be again a finite length sequence, with length equal to \( N + M - 1 \) samples.

**Stability and causality.**

The previous paragraphs have defined an important class of discrete-time systems by introducing the linearity and shift invariance constraints. Two new constraints are now introduced, the *stability* and *causality*, that lead to the definition of two new sets of linear, shift-invariant systems, very important in the study of the digital filters, as it will be shown in the next chapters.

A system is *stable* when, for any input sequence with *bounded amplitude*, it provides an output sequence that is bounded in amplitude too. The necessary and sufficient condition to ensure that a linear, shift invariant system is stable is that its response \( h(n) \) to the unit sample sequence meets the following condition:

\[
\sum_{k=-\infty}^{+\infty} |h(k)| = S < \infty
\]

(2.31)

It is possible to prove that this condition is sufficient to ensure the system stability by considering a bounded input sequence \( x(n) \), so that \( |x(n)| < M, \forall n \). The system output
sequence can be obtained by applying (2.22); supposing that condition (2.31) is also satisfied, it can be written:

$$|y(n)| = \left| \sum_{k=-\infty}^{\infty} h(k)x(n-k) \right| \leq M \sum_{k=-\infty}^{\infty} |h(k)| < \infty$$

thus proving that the output sequence is also bounded in amplitude.

It can be now proved that condition (2.31) is necessary to ensure stability by proving that, if $S = \infty$, an input sequence can be found with bounded amplitude that gives rise to an output sequence with unbounded amplitude. Let us consider a linear, shift-invariant system characterized by a response $h(n)$ to the unit sample sequence, and let us consider an input sequence:

$$x(n) = \begin{cases} h^*(n) / |h(n)|, & h(n) \neq 0 \\ 0, & h(n) = 0 \end{cases}$$

where $h^*(n)$ is the complex conjugate of $h(n)$. $x(n)$ is bounded because of the way it has been defined. If the output sequence $y(n)$ is now evaluated by applying (2.22), its value for $n = 0$ is given by:

$$y(0) = \sum_{k=-\infty}^{\infty} x(-k)h(k) = \sum_{k=-\infty}^{\infty} \frac{h^*(k)h(k)}{|h(k)|} = \sum_{k=-\infty}^{\infty} \frac{|h(k)|^2}{|h(k)|} = \sum_{k=-\infty}^{\infty} |h(k)| = S$$

Therefore, if $S = \infty$, the output sequence is unbounded even in the presence of a bounded input sequence. This proves that condition (2.31) is a necessary condition too.

A system is causal when its output $y(n)$, for every $n = n_0$, depends on the input samples for $n \leq n_0$ only. For this reason, if $x_1(n)$ and $x_2(n)$ are two input sequences to a causal system, taken in such a way that $x_1(n) = x_2(n)$ for $n < n_0$, then the system’s output sequences $y_1(n)$ and $y_2(n)$ will feature $y_1(n) = y_2(n)$ for $n < n_0$.

A linear, shift-invariant, causal system has the property that its response to the unit sample sequence is zero for $n < 0$. This can be proved by considering the system output, evaluated in $n = n_0$, in terms of (2.22) where the commutative property of the convolution has been considered too:

$$y(n_0) = \sum_{k=-\infty}^{\infty} h(k)x(n_0 - k)$$  \hspace{1cm} (2.32)
In (2.32) the samples of $x(n)$ for $n > n_0$ are obtained when $k < 0$. In order to prevent these samples to contribute to the sum in (2.32), and hence to the determination of $y(n_0)$, it must be $h(k) = 0$ for $k < 0$, as stated.

For this reason a sequence with zero samples for $n < 0$ is called causal. This is somehow justified by the fact that this sequence could be the response of a linear, shift-invariant, causal system to the unit sample sequence.

An example of linear, shift-invariant, causal and stable system is a system whose response to the unit sample sequence is:

$$h(n) = a^n u(n)$$

Due to the presence of the unit step sequence $u(n)$, $h(n) = 0$ for $n < 0$, so that the system is causal. In order to ensure the system stability, (2.31) must be verified, which means that the following quantity:

$$S = \sum_{k=-\infty}^{+\infty} |h(k)| = \sum_{k=0}^{+\infty} |a|^k$$

must be finite.

It can be noted that the quantity in the right-hand side of (2.33) is a geometrical series that converges to the finite quantity:

$$S = \frac{1}{1-|a|}$$

for $|a| < 1$, otherwise the series diverges to infinite. Therefore, the system is stable only if $|a| < 1$.

FREQUENCY-DOMAIN REPRESENTATION OF THE DISCRETE-TIME SIGNALS AND SYSTEMS.

The frequency response of the linear, shift-invariant systems.

In the previous sections it has been shown how a linear, shift-invariant system can be fully characterized by its response to the unit sample sequence. This property of the discrete-time systems is the counterpart, in the discrete time, of the property of the continuous-time linear, time-invariant systems to be fully characterized by their impulse response.

Another fundamental properties of these continuous-time systems is that their steady-state response to a sinusoidal input is still a sinewave, with the same frequency as the input sinewave, with amplitude and phase determined by the system. It is because of this
property that the linear, time-invariant systems are usefully represented as a suitable combination of sinewaves or complex exponential signals (Fourier representation).

This property can be extended to the discrete-time systems in a straightforward way. Let us consider the following sequence as the input sequence of a discrete-time, linear, shift-invariant system:

$$x(n) = e^{j\omega n}, \quad -\infty < n < +\infty$$  \hspace{1cm} (2.34)

It can be immediately recognized that this sequence is a complex exponential sequence with $\sigma = 0$ and $\omega$ angular frequency. According to (2.22), the output sequence of a linear, shift-invariant system with $h(n)$ response to the unit sample sequence is:

$$y(n) = \sum_{k=\infty}^{+\infty} h(k)e^{j\omega(n-k)} = e^{j\omega n} \sum_{k=\infty}^{+\infty} h(k)e^{-j\omega k}$$ \hspace{1cm} (2.35)

Supposing that the series at the right-hand side of (2.35) is convergent, the following function is obtained:

$$H(e^{j\omega}) = \sum_{k=\infty}^{+\infty} h(k)e^{-j\omega k}$$ \hspace{1cm} (2.36)

and (2.35) can be rewritten as:

$$y(n) = H(e^{j\omega})e^{j\omega n}$$ \hspace{1cm} (2.37)

or, taking into account (2.34):

$$y(n) = H(e^{j\omega})x(n)$$ \hspace{1cm} (2.38)

Equations (2.37) and (2.38) show that the complex exponential input sequence $x(n)$, due to the transformation $T$ introduced by the linear, shift-invariant system, goes through a variation in its amplitude and phase only, variation that is described by the complex function $H(e^{j\omega})$. $H(e^{j\omega})$ is a continuous function of the angular frequency $\omega$ and is called the frequency response of the system whose response to the unit sample sequence is $h(n)$.

The above conclusion is valid, as mentioned in deriving (2.36), only if the response to the unit sample sequence $h(n)$ allows (2.36) to converge to $H(e^{j\omega})$. If this is verified, $H(e^{j\omega})$ is not only a continuous function of the angular frequency $\omega$, but it is also periodic in $\omega$ with a $2\pi$ period. This last property comes directly from (2.36), since:
The fact that $H(e^{j\omega})$ takes the same values for any $\omega = \omega_0$ and $\omega = \omega_0 + 2\pi$ means that the discrete-time system provides the same response to complex exponential sequences with these two angular frequency values. This is totally justified by the fact that the two complex exponential sequences do not differ.

As an example of the above conclusions, let us consider a linear, shift-invariant system, whose response to the unit sample sequence is given by:

$$h(n) = \begin{cases} 1, & 0 \leq n \leq N-1 \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (2.39)

as shown in Fig. 2.16 for the particular case of $N = 8$.

When (2.36) is applied, the following frequency response is obtained:

$$H(e^{j\omega}) = \sum_{k=0}^{N-1} e^{-j\omega k} = \frac{1-e^{-jN\omega}}{1-e^{-j\omega}} = \frac{\sin(\omega N/2)}{\sin(\omega/2)} e^{-j(N-1)\omega/2}$$  \hspace{1cm} (2.40)

Amplitude and phase of (2.40) are shown in Fig. 2.17 a and b respectively, for $N = 8$.

Since the frequency response (2.36) is a continuous, periodic function of $\omega$, it can be developed in terms of Fourier series. Actually, (2.36) expresses $H(e^{j\omega})$ in terms of its Fourier series coefficients, which are equal to the samples of the unit sample sequence response $h(n)$. It is therefore possible to express this double relationship between the frequency response and the response to the unit sample sequence as:
Figure 2.17. Amplitude (a) and phase (b) of the frequency response (2.40) for N=8

\[ h(n) = \frac{1}{2\pi} \int_{-\pi}^{\pi} H(e^{j\omega}) e^{j\omega n} d\omega \]

\[ H(e^{j\omega}) = \sum_{n=-\infty}^{\infty} h(n) e^{-j\omega n} \]  

(2.41)

where the first equation represents the direct Fourier series analysis for \( H(e^{j\omega}) \), and the second equation represents the inverse Fourier synthesis equation.

These equations can be also interpreted in a rather different, though more interesting way. The first equation in (2.41) describes sequence \( h(n) \) in terms of elementary exponential components, whose complex amplitudes are determined by the second equation in (2.41). In this respect, the equations in (2.41) can be seen as, respectively, the inverse and direct Fourier transform pair for sequence \( h(n) \).

This representation provides also a rule for establishing whether the series at the right-hand side of the second equation in (2.41) converges or not, and hence \( H(e^{j\omega}) \) exists or not. According to the Fourier theory this convergence is ensured if:
\[ \sum_{n=-\infty}^{+\infty} |h(n)| < \infty, \]

that is if \( h(n) \) is \textit{absolutely summable} and the series is \textit{absolutely convergent}. In this situation, (2.36) or the second equation in (2.41), converges to a continuous function of \( \omega \). Taking into account (2.31), this leads to the conclusion that it is always possible to define the frequency response of stable systems.

It can be also proved that, since:

\[ \sum_{n} |h(n)|^2 \leq \left( \sum_{n} |h(n)| \right)^2, \]

if \( h(n) \) is absolutely summable, it will be also:

\[ \sum_{n=-\infty}^{+\infty} |h(n)|^2 < \infty \]

which means that \( h(n) \) has \textit{finite energy}. The contrary is not a priori verified, that is a finite energy sequence may not be absolutely summable. In this case, the Fourier theory proves that the Fourier transform of such a sequence still exists, but it will be a \textit{generally continuous} function of \( \omega \), instead of being a continuous function.

This is the case of the following sequence:

\[ h(n) = \frac{\sin(\omega_0 n)}{\pi n} \quad (2.42) \]

which is shown in Fig. 2.18 for the particular case of \( \omega_0 = \pi/3 \).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{sequence.png}
\caption{Sequence (2.42) for the particular case of \( \omega_0 = \pi/3 \)}
\end{figure}
It can be easily checked that this sequence cannot be absolutely summed, but has finite energy. Therefore, its Fourier transform exists, and is a generally continuous function of $\omega$, with a $2\pi$ period:

$$H(e^{j\omega}) = \begin{cases} 1, & |\omega| \leq \omega_0 \\ 0, & \omega_0 < |\omega| \leq \pi \end{cases} \tag{2.43}$$

This equation is therefore the frequency response of a system whose response to the unit sample sequence is given by (2.42). It can be noticed that (2.43) is a real function, which means that the phase of the frequency response is nil for every value of $\omega$. By looking at the plot of (2.43), shown in Fig. 2.19 in the case of $\omega_0 = \pi/3$, it can be noted that it is the same as the frequency response of an ideal low-pass filter. It is worth noting that, since its response to the unit sample sequence (2.42) is not absolutely summable, a digital system acting as an ideal low-pass filter is not stable.

![Figure 2.19. Frequency response (2.43) for $\omega_0 = \pi/3$](image)

**The Fourier transform of a sequence.**

In the last paragraph, the Fourier transform of the sequence obtained as the response to the unit sample sequence of a linear, shift-invariant system has been derived by analysing the response of such a system to the generalized sinusoid sequence. The result of this analysis can be extended to any sequence, so that the Fourier transform of a sequence $x(n)$ can be defined as:

$$X(e^{j\omega}) = \sum_{n=-\infty}^{+\infty} x(n)e^{-j\omega n} \quad , \tag{2.44}$$
provided that (2.44) is convergent. The rules to establish whether (2.44) converges to $X(e^{j\omega})$ or not are, of course, the same as those seen for (2.36).

If (2.44) converges, then, similarly to (2.36), it converges to a continuous, or generally continuous function of $\omega$, periodic in $\omega$ with a $2\pi$ period. This conclusion is very important, because it shows that any sequence, provided it has a Fourier transform, has a periodic Fourier transform, with a $2\pi$ period in $\omega$. This outlines, as it will be shown into details in the following chapter, a first important source of modification of the information associated to a signal, when moving from the continuous time domain to the discrete time domain after a sampling operation. Every sequence obtained by sampling a continuous-time signal will show a periodic spectrum (Fourier transform) with a $2\pi$ period in $\omega$, no matter on how the spectrum of the continuous-time signal is. If we consider that the continuous-time signals that are generally dealt with in practical situations have a non-periodic spectrum, the significance of the modifications to which the information associated to a signal is subjected because of the sampling operation is quite evident.

Similarly to what was done for the Fourier transform of $h(n)$, it is possible to define the inverse Fourier transform of $X(e^{j\omega})$ as:

$$x(n) = \frac{1}{2\pi} \int_{-\pi}^{\pi} X(e^{j\omega}) e^{j\omega n} d\omega$$

(2.45)

Having defined the Fourier transform of a sequence, it is possible to determine the Fourier transform of the output $y(n)$ of a linear, shift-invariant system, with input sequence $x(n)$ and $h(n)$ response to the unit sample sequence.

Applying (2.44) to (2.22) we get:

$$Y(e^{j\omega}) = \sum_{n=-\infty}^{+\infty} \left[ \sum_{k=-\infty}^{+\infty} h(n-k)x(k) \right] e^{-j\omega n}$$

(2.46)

If $m = n - k$ is taken, (2.46) becomes:

$$Y(e^{j\omega}) = \sum_{m=-\infty}^{+\infty} \left[ \sum_{k=-\infty}^{+\infty} h(m)x(k) \right] e^{-j\omega(m+k)} =$$

$$= \sum_{m=-\infty}^{+\infty} h(m)e^{-j\omega m} \sum_{k=-\infty}^{+\infty} x(k)e^{-j\omega k}$$

which, taking into account (2.44), leads to write:

$$Y(e^{j\omega}) = H(e^{j\omega}) \cdot X(e^{j\omega})$$

(2.47)
Eq. (2.47) shows that, similarly to the continuous-time, linear, time-invariant systems, the Fourier transform of the output sequence of a discrete-time, linear, shift-invariant system is given by the product of the Fourier transform of the input sequence by the frequency response, given by the Fourier transform of the response to the unit sample sequence.

If (2.22) is considered, (2.47) shows that the convolution between two sequences in the discrete time domain is changed into the product between the Fourier transforms of the two sequences in the \( \omega \) domain. It is also possible to prove that the product between two sequences in the discrete time domain is changed into the convolution between the Fourier transforms of the two sequences in the \( \omega \) domain.

**Symmetry properties of the Fourier transform.**

Similarly to the Fourier transform of the continuous-time functions, the Fourier transform of the sequences satisfies some very useful properties of symmetry that come mainly from the property of any sequence to be decomposed into the sum of a conjugate symmetric sequence and a conjugate antisymmetric sequence. In this section, the most significant properties will be shortly recalled, without entering into the mathematical details of the proofs, that are well known from the Fourier theory.

A sequence of complex samples \( x_{cs}(n) \) is called **conjugate symmetric** when the following relationship applies:

\[
x_{cs}(n) = x_{cs}^*(-n)
\]

where the superscript * stands for complex conjugate. Similarly, a sequence of complex samples \( x_{ca}(n) \) is called **conjugate antisymmetric** when the following relationship applies:

\[
x_{ca}(n) = -x_{ca}^*(-n)
\]

It can be proved that any sequence \( x(n) \) can be written as:

\[
x(n) = x_{cs}(n) + x_{ca}(n)
\]

(2.48)

where:

\[
x_{cs}(n) = \frac{1}{2} \left[ x(n) + x^*(-n) \right]
\]

(2.49)

and:

\[
x_{ca}(n) = \frac{1}{2} \left[ x(n) - x^*(-n) \right]
\]

(2.50)
A real conjugate symmetric sequence, that is a sequence for which \( x_{cs}(n) = x_{cs}(-n) \) applies, is called an even sequence. Similarly, a real conjugate antisymmetric sequence, that is a sequence for which \( x_{ca}(n) = -x_{ca}(-n) \) applies, is called an odd sequence.

As for the Fourier transform, the same properties as those valid for the continuous-time functions still apply, so that it can be decomposed as:

\[
X(e^{j\omega}) = X_{cs}(e^{j\omega}) + X_{ca}(e^{j\omega})
\]  

(2.51)

where:

\[
X_{cs}(e^{j\omega}) = \frac{1}{2} \left[ X(e^{j\omega}) + X^*(e^{-j\omega}) \right]
\]  

(2.52)

and:

\[
X_{ca}(e^{j\omega}) = \frac{1}{2} \left[ X(e^{j\omega}) - X^*(e^{-j\omega}) \right]
\]  

(2.53)

If \( x(n) \) is a real sequence, then its Fourier transform is a conjugate symmetric function, that is:

\[
X(e^{j\omega}) = X^*(e^{-j\omega})
\]  

(2.54)

If \( x(n) \) is an even sequence, then its Fourier transform is a real function.
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