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DEFINITION OF SYMBOLS

The notation described below will be followed in general. There may be some deviations where appropriate.

• Uppercase letters will be used to represent matrices.
• Lowercase letters will be used to represent vectors.
• All vectors will be column vectors unless otherwise noted.
• Greek letters will typically be used to represent scalars.

\( \mathbb{R}^n \) – Real space of dimension \( n \).
\( c \) – Coefficients of the objective function.
\( A \) – Coefficient matrix of the linear program.
\( B \) – Basis matrix (nonsingular). It contains the basic columns of \( A \).
\( N \) – Nonbasic columns of \( A \).
\( x \) – Solution of the linear program (typically the current one).
\( x_B \) – Basic solution (typically the current one).
\( x_N \) – Nonbasic solution (typically the current one).
\( (x, y) \) – The column vector consisting of components of the vector \( x \) followed by the components of \( y \). This helps in avoiding notation such as \( (x^T, y^T)^T \).
\( L \) – Lower triangular matrix with 1s on the diagonal.
\( U \) – Upper triangular matrix (sometimes \( R \) will be used).
\( R \) – Alternative notation for an upper triangular matrix.
\( D \) – Diagonal matrix.
\( \text{Diag} \ (d) \) – Diagonal matrix. Sometimes \( \text{Diag} \ (d_1, d_2, \ldots, d_n) \) will be used.
\( D_x \) – \( \text{Diag} \ (x) \).
\( I \) – Identity matrix.
**DEFINITION OF SYMBOLS**

\( e_j \) - \( j \)th column of an identity matrix.

\( e \) - Vector of 1s (dimension will be clear from the context).

\( E_j \) - Elementary matrix (\( j \)th column is different from the identity).

\(|v|\) - The 2-norm of a vector \( v \); i.e., \(|v|_2 = \sqrt{v^T v} \).

\(|v|_1\) - The 1-norm of a vector \( v \); i.e., \(|v|_1 = \sum_{i=1}^{n} |v_i| \).

\(|v|_\infty\) - The \( \infty \)-norm of a vector \( v \); i.e., \(|v|_\infty = \max_{i=1,...,n} |v_i| \).

\(|A|\) - The 2-norm of an \( m \times n \) matrix \( A \); i.e.,

\(|A|_2 = \sqrt{\lambda_{\text{max}}(A^T A)} \).

\(|A|_1\) - The 1-norm of an \( m \times n \) matrix \( A \); i.e.,

\(|A|_1 = \max_{j=1,...,n} \sum_{i=1}^{m} |a_{ij}| \).

\(|A|_\infty\) - The \( \infty \)-norm of an \( m \times n \) matrix \( A \); i.e.,

\(|A|_\infty = \max_{i=1,...,m} \sum_{j=1}^{n} |a_{ij}| \).

\( \det(A) \) - Determinant of the matrix \( A \).

\( A_{\bullet} \) - \( j \)th column of \( A \).

\( A_{i\bullet} \) - \( i \)th row of \( A \).

\( B^t \) - The matrix \( B \) at the start of iteration \( t \).

\( B[t] \) - Alternative form for the matrix \( B^t \).

\( B \) - Update from iteration \( t \) to iteration \( t + 1 \).

\( B_{ij}^{-1} \) - Element \((i,j)\) of \( B^{-1} \).

\( X \subset Y \) - \( X \) is a proper subset of \( Y \).

\( X \subseteq Y \) - \( X \) is a subset of \( Y \).

\( X \cup Y \) - Set union, that is, the set \( \{ \omega \mid \omega \in X \text{ or } \omega \in Y \} \).

\( X \cap Y \) - The set \( \{ \omega \mid \omega \in X \text{ and } \omega \in Y \} \).

\( X \setminus Y \) - Set difference, that is, the set \( \{ \omega \mid \omega \in X, \omega \notin Y \} \).

\( \emptyset \) - Empty set.

\( | \) - Such that. For example, \( \{ x \mid Ax \leq b \} \) means the set of all \( x \) such that \( Ax \leq b \) holds.

\( \alpha^n \) - A scalar raised to power \( n \).

\( (A)^n \) - A square matrix raised to power \( n \).

\( A^T \) - Transpose of the matrix \( A \).

\( \approx \) - Approximately equal to.

\( \gg (\ll) \) - Much greater (less) than.

\( \succ (\prec) \) - Lexicographically greater (less) than.

\( \leftarrow \) - Store in the computer the value of the quantity on the right into the location where the quantity on the left is stored. For example, \( x \leftarrow x + \alpha \).

\( O(v) \) - Implies a number \( \leq kv \), where \( k \), a fixed constant independent of the value of \( v \), is meant to convey the notion that \( k \) is some small integer value less than 10 (or possibly less than 100) and not something ridiculous like \( k = 10^{100} \).
\text{argmin}_x f(x) \quad - \quad \text{The value of } x \text{ where } f(x) \text{ takes on its global minimum value.}

\text{argmin}_i \beta_i \quad - \quad \text{The value of the least index } i \text{ where } \beta_i \text{ takes on its minimum value.}

\text{LP} \quad - \quad \text{Linear program.}

\text{sign (} \alpha \text{)} \quad - \quad \text{The sign of } \alpha. \text{ It is } +1 \text{ if } \alpha \geq 0 \text{ and } -1 \text{ if } \alpha < 0.
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