2.1 Introduction

This chapter takes a geometric view of probability theory and relates it to familiar concepts in linear algebra and geometry. This approach connects your natural geometric intuition to the key abstractions in probability that can help guide your reasoning. This is particularly important in probability because it is easy to be misled. We need a bit of rigor and some intuition to guide us.

In grade school, you were introduced to the natural numbers (i.e., 1, 2, 3, ... ) and you learned how to manipulate them by operations like addition, subtraction, and multiplication. Later, you were introduced to positive and negative numbers and were again taught how to manipulate them. Ultimately, you were introduced to the calculus of the real line, and learned how to differentiate, take limits, and so on. This progression provided more abstractions, but also widened the field of problems you could successfully tackle. The same is true of probability. One way to think about probability is as a new number concept that allows you to tackle problems that have a special kind of uncertainty built into them. Thus, the key idea is that there is some number, say \( x \), with a traveling companion, say, \( f(x) \), and this companion represents the uncertainties about the value of \( x \) as if looking at the number \( x \) through a frosted window. The degree of opacity of the window is represented by \( f(x) \). If we want to manipulate \( x \), then we have to figure out what to do with \( f(x) \). For example if we want \( y = 2x \), then we have to understand how \( f(x) \) generates \( f(y) \).

Where is the random part? To conceptualize this, we need still another analogy: think about a beehive with the swarm around it representing \( f(x) \), and the hive itself, which you can barely see through the swarm, as \( x \). The random piece is you don’t know which bee in particular is going to sting you! Once this happens the uncertainty evaporates. Up until that happens, all we have is a concept of a swarm (i.e., density of bees) which represents a potentiality of which bee will ultimately sting. In summary, one way to think about probability is as a way of carrying through mathematical reasoning (e.g., adding, subtracting, taking limits) with a notion of potentiality that is so-transformed by these operations.
2.1.1 Understanding Probability Density

In order to understand the heart of modern probability, which is built on the Lesbesgue theory of integration, we need to extend the concept of integration from basic calculus. To begin, let us consider the following piecewise function

\[ f(x) = \begin{cases} 
1 & \text{if } 0 < x \leq 1 \\
2 & \text{if } 1 < x \leq 2 \\
0 & \text{otherwise}
\end{cases} \]

as shown in Fig. 2.1. In calculus, you learned Riemann integration, which you can apply here as

\[ \int_0^2 f(x) dx = 1 + 2 = 3 \]

which has the usual interpretation as the area of the two rectangles that make up \( f(x) \). So far, so good.

With Lesbesgue integration, the idea is very similar except that we focus on the y-axis instead of moving along the x-axis. The question is given \( f(x) = 1 \), what is the set of \( x \) values for which this is true? For our example, this is true whenever \( x \in (0, 1] \). So now we have a correspondence between the values of the function (namely, 1 and 2) and the sets of \( x \) values for which this is true, namely, \( \{0, 1\} \) and \( \{1, 2\} \), respectively. To compute the integral, we simply take the function values (i.e., 1, 2) and some way of measuring the size of the corresponding interval (i.e., \( \mu \)) as in the following:

![Fig. 2.1 Simple piecewise-constant function](image-url)
\[ \int_0^2 f \, d\mu = 1 \mu((0, 1]) + 2 \mu((1, 2]) \]

We have suppressed some of the notation above to emphasize generality. Note that we obtain the same value of the integral as in the Riemann case when \( \mu((0, 1]) = \mu((1, 2]) = 1 \). By introducing the \( \mu \) function as a way of measuring the intervals above, we have introduced another degree of freedom in our integration. This accommodates many weird functions that are not tractable using the usual Riemann theory, but we refer you to a proper introduction to Lesbesgue integration for further study [1]. Nonetheless, the key step in the above discussion is the introduction of the \( \mu \) function, which we will encounter again as the so-called probability density function.

### 2.1.2 Random Variables

Most introductions to probability jump straight into random variables and then explain how to compute complicated integrals. The problem with this approach is that it skips over some of the important subtleties that we will now consider. Unfortunately, the term random variable is not very descriptive. A better term is measurable function. To understand why this is a better term, we have to dive into the formal constructions of probability by way of a simple example.

Consider tossing a fair six-sided die. There are only six outcomes possible,

\[ \Omega = \{1, 2, 3, 4, 5, 6\} \]

As we know, if the die is fair, then the probability of each outcome is \( 1/6 \). To say this formally, the measure of each set (i.e., \( \{1\}, \{2\}, \ldots, \{6\} \)) is \( \mu(\{1\}) = \mu(\{2\}) = \cdots = \mu(\{6\}) = 1/6 \). In this case, the \( \mu \) function we discussed earlier is the usual probability mass function, denoted by \( \mathbb{P} \). The measurable function maps a set into a number on the real line. For example, \( \{1\} \mapsto 1 \) is one such uninteresting function.

Now, here’s where things get interesting. Suppose you were asked to construct a fair coin from the fair die. In other words, we want to throw the die and then record the outcomes as if we had just tossed a fair coin. How could we do this? One way would be to define a measurable function that says if the die comes up 3 or less, then we declare heads and otherwise declare tails. This has some strong intuition behind it, but let’s articulate it in terms of formal theory. This strategy creates two different non-overlapping sets \( \{1, 2, 3\} \) and \( \{4, 5, 6\} \). Each set has the same probability measure,

\[ \mathbb{P}(\{1, 2, 3\}) = 1/2 \]
\[ \mathbb{P}(\{4, 5, 6\}) = 1/2 \]

And the problem is solved. Everytime the die comes up \( \{1, 2, 3\} \), we record heads and record tails otherwise.
Is this the only way to construct a fair coin experiment from a fair die? Alternatively, we can define the sets as \{1\}, \{2\}, \{3, 4, 5, 6\}. If we define the corresponding measure for each set as the following

\[
\begin{align*}
P(\{1\}) &= \frac{1}{2} \\
P(\{2\}) &= \frac{1}{2} \\
P(\{3, 4, 5, 6\}) &= 0
\end{align*}
\]

then, we have another solution to the fair coin problem. To implement this, all we do is ignore every time the die shows 3, 4, 5, 6 and throw again. This is wasteful, but it solves the problem. Nonetheless, we hope you can see how the interlocking pieces of the theory provide a framework for carrying the notion of uncertainty/potentiality from one problem to the next (e.g., from the fair die to the fair coin).

Let’s consider a slightly more interesting problem where we toss two dice. We assume that each throw is *independent*, meaning that the outcome of one does not influence the other. What are the sets in this case? They are all pairs of possible outcomes from two throws as shown below,

\[
\Omega = \{(1, 1), (1, 2), \ldots, (5, 6), (6, 6)\}
\]

What are the measures of each of these sets? By virtue of the independence claim, the measure of each is the product of the respective measures of each element. For instance,

\[
P((1, 2)) = P(\{1\})P(\{2\}) = \frac{1}{6^2}
\]

With all that established, we can ask the following question: what is the probability that the sum of the dice equals seven? As before, the first thing to do is characterize the measurable function for this as \(X : (a, b) \mapsto (a + b)\). Next, we associate all of the \((a, b)\) pairs with their sum. We can create a Python dictionary for this as shown,

```python
from collections import defaultdict
dinv = defaultdict(list)
for i, j in d.iteritems():
    inv[j].append(i)
```

The next step is to collect all of the \((a, b)\) pairs that sum to each of the possible values from two to twelve.

```python
from collections import defaultdict
dinv = defaultdict(list)
for i, j in d.iteritems():
    inv[j].append(i)
```

**Programming Tip**
The `defaultdict` object from the built-in collections module creates dictionaries with default values when it encounters a new key. Otherwise, we would have had to create default values manually for a regular dictionary.
For example, \( \text{dinv}[7] \) contains the following list of pairs that sum to seven,
\[
[(1, 6), (2, 5), (5, 2), (6, 1), (4, 3), (3, 4)]
\]

The next step is to compute the probability measured for each of these items. Using the independence assumption, this means we have to compute the sum of the products of the individual item probabilities in \( \text{dinv} \). Because we know that each outcome is equally likely, the probability of every term in the sum equals 1/36. Thus, all we have to do is count the number of items in the corresponding list for each key in \( \text{dinv} \) and divide by 36. For example, \( \text{dinv}[11] \) contains \([(5, 6), (6, 5)]\). The probability of \( 5+6=6+5=11 \) is the probability of this set which is composed of the sum of the probabilities of the individual elements \((5,6), (6,5)\). In this case, we have
\[
P(11) = P((5,6)) + P((6,5)) = \frac{1}{36} + \frac{1}{36} = \frac{2}{36}.
\]
Repeating this procedure for all the elements, we derive the probability mass function as shown below,
\[
X = \{i: \text{len}(j)/36 \text{. for } i, j \text{ in } \text{dinv}.\text{iteritems()} \}
\]
\[
\begin{align*}
2: & \quad 0.02777777777777776, \\
3: & \quad 0.05555555555555555, \\
4: & \quad 0.0833333333333333, \\
5: & \quad 0.1111111111111111, \\
6: & \quad 0.13888888888888889, \\
7: & \quad 0.16666666666666666, \\
8: & \quad 0.13888888888888889, \\
9: & \quad 0.1111111111111111, \\
10: & \quad 0.0833333333333333, \\
11: & \quad 0.05555555555555555, \\
12: & \quad 0.02777777777777776
\end{align*}
\]

**Programming Tip**

In the preceding code note that 36. is written with the trailing decimal mark. This is a good habit to get into because division in Python 2.x is integer division by default, which is not what we want here. This can be fixed with a top-level `from __future__ import division`, but that’s easy to forget to do, especially when you are passing code around and others may not reflexively do the future import.

The above example exposes the elements of probability theory that are in play for this simple problem while deliberately suppressing some of the gory technical details. With this framework, we can ask other questions like what is the probability that half the product of three dice will exceed their sum? We can solve this using the same method as in the following. First, let’s create the first mapping,
\[
d = \{(i,j,k): ((i*j*k)/2 > i+j+k) \text{ for } i \text{ in range}(1,7) \quad \text{ for } j \text{ in range}(1,7) \quad \text{ for } k \text{ in range}(1,7) \}
\]
The keys of this dictionary are the triples and the values are the logical values of whether or not half the product of three dice exceeds their sum. Now, we do the inverse mapping to collect the corresponding lists,

\[
dinv = \text{defaultdict(list)}  
\text{for } i,j \text{ in } d\text{.iteritems(): } \text{dinv}[j].append(i)  
\]

Note that \( \text{dinv} \) contains only two keys, \( \text{True} \) and \( \text{False} \). Again, because the dice are independent, the probability of any triple is \( \frac{1}{6^3} \). Finally, we collect this for each outcome as in the following,

\[
X = \{ i: \frac{\text{len}(j)}{6.0**3} \text{ for } i,j \text{ in } \text{dinv}\text{.iteritems()} \}  
\text{print } X  
\{\text{False: 0.37037037037037035, True: 0.6296296296296297} \}  
\]

Thus, the probability of half the product of three dice exceeding their sum is \( \frac{136}{6.0^3} = 0.63 \). The set that is induced by the random variable has only two elements in it, \( \text{True} \) and \( \text{False} \), with \( \mathbb{P(\text{True})} = \frac{136}{216} \) and \( \mathbb{P(\text{False})} = 1 - \frac{136}{216} \).

As a final example to exercise another layer of generality, let is consider the first problem with the two dice where we want the probability of a seven, but this time one of the dice is no longer fair. The distribution for the unfair die is the following:

\[
\begin{align*} 
\mathbb{P}((1)) &= \mathbb{P}((2)) = \mathbb{P}((3)) = \frac{1}{9} \\
\mathbb{P}((4)) &= \mathbb{P}((5)) = \mathbb{P}((6)) = \frac{2}{9} 
\end{align*}  
\]

From our earlier work, we know the elements corresponding to the sum of seven are the following:

\(\{(1, 6), (2, 5), (3, 4), (4, 3), (5, 2), (6, 1)\}\)

Because we still have the independence assumption, all we need to change is the probability computation of each of elements. For example, given that the first die is the unfair one, we have

\[
\mathbb{P}((1, 6)) = \mathbb{P}(1)\mathbb{P}(6) = \frac{1}{9} \times \frac{1}{6}  
\]

and likewise for \((2, 5)\) we have the following:

\[
\mathbb{P}((2, 5)) = \mathbb{P}(2)\mathbb{P}(5) = \frac{1}{9} \times \frac{1}{6}  
\]

and so forth. Summing all of these gives the following:

\[
\mathbb{P}_X(7) = \frac{1}{9} \times \frac{1}{6} + \frac{1}{9} \times \frac{1}{6} + \frac{1}{9} \times \frac{1}{6} + \frac{2}{9} \times \frac{1}{6} + \frac{1}{9} \times \frac{1}{6} + \frac{2}{9} \times \frac{1}{6} + \frac{2}{9} \times \frac{1}{6} = \frac{1}{6}  
\]
Let’s try computing this using Pandas instead of Python dictionaries. First, we construct a DataFrame object with an index of tuples consisting of all pairs of possible dice outcomes.

```python
>>> from pandas import DataFrame
>>> d=DataFrame(index=[(i,j) for i in range(1,7) for j in range(1,7)],
... columns=['sm','d1','d2','pd1','pd2','p'])
```

Now, we can populate the columns that we set up above where the outcome of the first die is the d1 column and the outcome of the second die is d2,

```python
>>> d.d1=[i[0] for i in d.index]
>>> d.d2=[i[1] for i in d.index]
```

Next, we compute the sum of the dices in the sm column,

```python
>>> d.sm=map(sum,d.index)
```

With that established, the DataFrame now looks like the following:

```python
>>> d.head(5) # show first five lines
   sm  d1  d2  pd1  pd2  p
(1, 1) 2  1  1  NaN  NaN  NaN
(1, 2) 3  1  2  NaN  NaN  NaN
(1, 3) 4  1  3  NaN  NaN  NaN
(1, 4) 5  1  4  NaN  NaN  NaN
(1, 5) 6  1  5  NaN  NaN  NaN
```

Next, we fill out the probabilities for each face of the unfair die (d1) and the fair die (d2),

```python
>>> d.loc[d.d1<=3,'pd1']=1/9.
>>> d.loc[d.d1 > 3,'pd1']=2/9.
>>> d.pd2=1/6.
>>> d.head(10)
   sm  d1  d2  pd1  pd2  p
(1, 1) 2  1  1  0.1111111  0.166667  NaN
(1, 2) 3  1  2  0.1111111  0.166667  NaN
(1, 3) 4  1  3  0.1111111  0.166667  NaN
(1, 4) 5  1  4  0.1111111  0.166667  NaN
(1, 5) 6  1  5  0.1111111  0.166667  NaN
(1, 6) 7  1  6  0.1111111  0.166667  NaN
(2, 1) 3  2  1  0.1111111  0.166667  NaN
(2, 2) 4  2  2  0.1111111  0.166667  NaN
(2, 3) 5  2  3  0.1111111  0.166667  NaN
(2, 4) 6  2  4  0.1111111  0.166667  NaN
```

Finally, we can compute the joint probabilities for the sum of the shown faces as the following:
>>> d.p = d.pd1 * d.pd2
>>> d.head(5)

<table>
<thead>
<tr>
<th>sm</th>
<th>d1</th>
<th>d2</th>
<th>pd1</th>
<th>pd2</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1, 1)</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0.1111111</td>
<td>0.166667</td>
</tr>
<tr>
<td>(1, 2)</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>0.1111111</td>
<td>0.166667</td>
</tr>
<tr>
<td>(1, 3)</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>0.1111111</td>
<td>0.166667</td>
</tr>
<tr>
<td>(1, 4)</td>
<td>5</td>
<td>1</td>
<td>4</td>
<td>0.1111111</td>
<td>0.166667</td>
</tr>
<tr>
<td>(1, 5)</td>
<td>6</td>
<td>1</td>
<td>5</td>
<td>0.1111111</td>
<td>0.166667</td>
</tr>
</tbody>
</table>

With all that established, we can compute the density of all the dice outcomes by using `groupby` as in the following,

```python
>>> d.groupby('sm')['p'].sum()

<table>
<thead>
<tr>
<th>sm</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.018519</td>
</tr>
<tr>
<td>3</td>
<td>0.037037</td>
</tr>
<tr>
<td>4</td>
<td>0.055556</td>
</tr>
<tr>
<td>5</td>
<td>0.092593</td>
</tr>
<tr>
<td>6</td>
<td>0.129630</td>
</tr>
<tr>
<td>7</td>
<td>0.166667</td>
</tr>
<tr>
<td>8</td>
<td>0.148148</td>
</tr>
<tr>
<td>9</td>
<td>0.129630</td>
</tr>
<tr>
<td>10</td>
<td>0.111111</td>
</tr>
<tr>
<td>11</td>
<td>0.074074</td>
</tr>
<tr>
<td>12</td>
<td>0.037037</td>
</tr>
</tbody>
</table>

Name: p, dtype: float64
```

These examples have shown how the theory of probability breaks down sets and measurements of those sets and how these can be combined to develop the probability mass functions for new random variables.

### 2.1.3 Continuous Random Variables

The same ideas work with continuous variables but managing the sets becomes trickier because the real line, unlike discrete sets, has many limiting properties already built into it that have to be handled carefully. Nonetheless, let’s start with an example that should illustrate the analogous ideas. Suppose a random variable \( X \) is uniformly distributed on the unit interval. What is the probability that the variable takes on values less than 1/2?

In order to build intuition onto the discrete case, let’s go back to our dice-throwing experiment with the fair dice. The sum of the values of the dice is a measurable function,

\[
Y : \{1, 2, \ldots, 6\}^2 \mapsto \{2, 3, \ldots, 12\}
\]

That is, \( Y \) is a mapping of the cartesian product of sets to a discrete set of outcomes. In order to compute probabilities of the set of outcomes, we need to derive the probability measure for \( Y, \mathbb{P}_Y \), from the corresponding probability measures for
each die. Our previous discussion went through the mechanics of that. This means that
\[ \mathbb{P}_Y : \{2, 3, \ldots, 12\} \mapsto [0, 1] \]

Note there is a separation between the function definition and where the target items of the function are measured in probability. More bluntly,
\[ Y : A \mapsto B \]
with,
\[ \mathbb{P}_Y : B \mapsto [0, 1] \]

Thus, to compute \( \mathbb{P}_Y \), which is derived from other random variables, we have to express the equivalence classes in \( B \) in terms of their progenitor \( A \) sets.

The situation for continuous variables follows the same pattern, but with many more deep technicalities that we are going to skip. For the continuous case, the random variable is now,
\[ X : \mathbb{R} \mapsto \mathbb{R} \]
with corresponding probability measure,
\[ \mathbb{P}_X : \mathbb{R} \mapsto [0, 1] \]

But where are the corresponding sets here? Technically, these are the Borel sets, but we can just think of them as intervals. Returning to our question, what is the probability that a uniformly distributed random variable on the unit interval takes values less than 1/2? Rephrasing this question according to the framework, we have the following:
\[ X : [0, 1] \mapsto [0, 1] \]
with corresponding,
\[ \mathbb{P}_X : [0, 1] \mapsto [0, 1] \]

To answer the question, by the definition of the uniform random variable on the unit interval, we compute the following integral,
\[ \mathbb{P}_X([0, 1/2]) = \mathbb{P}_X(0 < X < 1/2) = \int_0^{1/2} dx = 1/2 \]

where the above integral’s \( dx \) sweeps through intervals of the \( B \)-type. The measure of any \( dx \) interval (i.e., \( A \)-type set) is equal to \( dx \), by definition of the uniform random variable. To get all the moving parts into one notationally rich integral, we can also write this as,
\[ \mathbb{P}_X(0 < X < 1/2) = \int_0^{1/2} d\mathbb{P}_X(dx) = 1/2 \]
Now, let’s consider a slightly more complicated and interesting example. As before, suppose we have a uniform random variable, $X$ and let us introduce another random variable defined,

$$Y = 2X$$

Now, what is the probability that $0 < Y < \frac{1}{2}$? To express this in our framework, we write,

$$Y : [0, 1] \mapsto [0, 2]$$

with corresponding,

$$\mathbb{P}_Y : [0, 2] \mapsto [0, 1]$$

To answer the question, we need to measure the set $[0,1/2]$, with the probability measure for $Y$, $\mathbb{P}_Y([0, 1/2])$. How can we do this? Because $Y$ is derived from the $X$ random variable, as with the fair-dice throwing experiment, we have to create a set of equivalences in the target space (i.e., $B$-type sets) that reflect back on the input space (i.e., $A$-type sets). That is, what is the interval $[0,1/2]$ equivalent to in terms of the $X$ random variable? Because, functionally, $Y = 2X$, then the $B$-type interval $[0,1/2]$ corresponds to the $A$-type interval $[0,1/4]$. From the probability measure of $X$, we compute this with the integral,

$$\mathbb{P}_Y([0, 1/2]) = \mathbb{P}_X([0, 1/4]) = \int_0^{1/4} dx = 1/4$$

Now, let’s up the ante and consider the following random variable,

$$Y = X^2$$

where now $X$ is still uniformly distributed, but now over the interval $[-1/2, 1/2]$. We can express this in our framework as,

$$Y : [-1/2, 1/2] \mapsto [0, 1/4]$$

with corresponding,

$$\mathbb{P}_Y : [0, 1/4] \mapsto [0, 1]$$

What is the $\mathbb{P}_Y(Y < 1/8)$? In other words, what is the measure of the set $B_Y = [0, 1/8]$? As before, because $X$ is derived from our uniformly distributed random variable, we have to reflect the $B_Y$ set onto sets of the $A$-type. The thing to recognize is that because $X^2$ is symmetric about zero, all $B_Y$ sets reflect back into two sets. This means that for any set $B_Y$, we have the correspondence $B_Y = A^+_X \cup A^-_X$. So, we have,

$$B_Y = \left\{ 0 < Y < \frac{1}{8} \right\} = \left\{ 0 < X < \frac{1}{\sqrt{8}} \right\} \cup \left\{ -\frac{1}{\sqrt{8}} < X < 0 \right\}$$
From this perspective, we have the following solution,

\[ P_Y(B_Y) = \frac{P(A^+_X)}{2} + \frac{P(A^-_X)}{2} \]

where the \( \frac{1}{2} \) comes from normalizing the \( P_Y \) to one. Also,

\[ A^+_X = \{ 0 < X < \frac{1}{\sqrt{8}} \} \]
\[ A^-_X = \{ -\frac{1}{\sqrt{8}} < X < 0 \} \]

Therefore,

\[ P_Y(B_Y) = \frac{1}{2\sqrt{8}} + \frac{1}{2\sqrt{8}} \]

because \( P(A^+_X) = P(A^-_X) = 1/\sqrt{8} \). Let’s see if this comes out using the usual transformation of variables method from calculus. Using this method, the density \( f_Y(y) = f_X(\sqrt{y})/(2\sqrt{y}) = \frac{1}{2\sqrt{8}} \). Then, we obtain,

\[ \int_0^{\frac{1}{\sqrt{8}}} \frac{1}{2\sqrt{y}} dy = \frac{1}{\sqrt{8}} \]

which is what we got using the sets method. Note that you would favor the calculus method in practice, but it is important to understand the deeper mechanics, because sometimes the usual calculus method fails, as the next problem shows.

### 2.1.4 Transformation of Variables Beyond Calculus

Suppose \( X \) and \( Y \) are uniformly distributed in the unit interval and we define \( Z \) as

\[ Z = \frac{X}{Y - X} \]

What is the \( f_Z(z) \)? If you try this using the usual calculus method, you will fail (try it!). The problem is one of the technical prerequisites for the calculus method is not in force.

The key observation is that \( Z \notin [-1, 0] \). If this were possible, the \( X \) and \( Y \) would have different signs, which cannot happen, given that \( X \) and \( Y \) are uniformly distributed over \([0, 1]\). Now, let’s consider when \( Z > 0 \). In this case, \( Y > X \) because \( Z \) cannot be positive otherwise. For the density function, we are interested in the set \( \{0 < Z < z\} \). We want to compute
\[ \mathbb{P}(Z < z) = \int \int B_1 dXdY \]

with,

\[ B_1 = \{ 0 < Z < z \} \]

Now, we have to translate that interval into an interval relevant to \( X \) and \( Y \). For \( 0 < Z \), we have \( Y > X \). For \( Z < z \), we have \( Y > X(1/z + 1) \). Putting this together gives

\[ A_1 = \{ \max(X, X(1/z + 1)) < Y < 1 \} \]

Integrating this over \( Y \) as follows,

\[ \int_0^1 \{ \max(X, X(1/z + 1)) < Y < 1 \} dY = \frac{z - X - Xz}{z} \text{ where } z > \frac{X}{1 - X} \]

and integrating this one more time over \( X \) gives

\[ \int_0^{1/z} -X + z - Xz \frac{dX}{z} = \frac{z}{2(z + 1)} \text{ where } z > 0 \]

Note that this is the computation for the probability itself, not the probability density function. To get that, all we have to do is differentiate the last expression to obtain

\[ f_Z(z) = \frac{1}{(z + 1)^2} \text{ where } z > 0 \]

Now we need to compute this density using the same process for when \( z < -1 \). We want the interval \( Z < z \) for when \( z < -1 \). For a fixed \( z \), this is equivalent to \( X(1 + 1/z) < Y \). Because \( z \) is negative, this also means that \( Y < X \). Under these terms, we have the following integral,

\[ \int_0^1 \{ X(1/z + 1) < Y < X \} dY = -\frac{X}{z} \text{ where } z < -1 \]

and integrating this one more time over \( X \) gives the following

\[ -\frac{1}{2z} \text{ where } z < -1 \]

To get the density for \( z < -1 \), we differentiate this with respect to \( z \) to obtain the following,

\[ f_Z(z) = \frac{1}{2z^2} \text{ where } z < -1 \]
Putting this all together, we obtain,

\[
f_Z(z) = \begin{cases} 
  \frac{1}{(z+1)^2} & \text{if } z > 0 \\
  \frac{1}{z^2} & \text{if } z < -1 \\
  0 & \text{otherwise}
\end{cases}
\]

We will leave it as an exercise to show that this integrates out to one.

### 2.1.5 Independent Random Variables

Independence is a standard assumption. Mathematically, the necessary and sufficient condition for independence between two random variables \( X \) and \( Y \) is the following:

\[
P(X, Y) = P(X)P(Y)
\]

Two random variables \( X \) and \( Y \) are uncorrelated if,

\[
\mathbb{E}(X - \bar{X})\mathbb{E}(Y - \bar{Y}) = 0
\]

where \( \bar{X} = \mathbb{E}(X) \) Note that uncorrelated random variables are sometimes called orthogonal random variables. Uncorrelatedness is a weaker property than independence, however. For example, consider the discrete random variables \( X \) and \( Y \) uniformly distributed over the set \( \{1, 2, 3\} \) where

\[
X = \begin{cases} 
  1 & \text{if } \omega = 1 \\
  0 & \text{if } \omega = 2 \\
  -1 & \text{if } \omega = 3
\end{cases}
\]

and also,

\[
Y = \begin{cases} 
  0 & \text{if } \omega = 1 \\
  1 & \text{if } \omega = 2 \\
  0 & \text{if } \omega = 3
\end{cases}
\]

Thus, \( \mathbb{E}(X) = 0 \) and \( \mathbb{E}(XY) = 0 \), so \( X \) and \( Y \) are uncorrelated. However, we have

\[
P(X = 1, Y = 1) = 0 \neq P(X = 1)P(Y = 1) = \frac{1}{9}
\]
So, these two random variables are not independent. Thus, uncorrelatedness does not imply independence, generally, but there is the important case of Gaussian random variables for which it does. To see this, consider the probability density function for two zero-mean, unit-variance Gaussian random variables $X$ and $Y$,

$$f_{X,Y}(x, y) = \frac{e^{-\frac{x^2-2\rho xy+y^2}{2(1-\rho^2)}}}{2\pi \sqrt{1-\rho^2}}$$

where $\rho := \mathbb{E}(XY)$ is the correlation coefficient. In the uncorrelated case where $\rho = 0$, the probability density function factors into the following,

$$f_{X,Y}(x, y) = \frac{e^{-\frac{x^2}{2}} e^{-\frac{y^2}{2}}}{\sqrt{2\pi} \sqrt{2\pi}} = f_X(x) f_Y(y)$$

which means that $X$ and $Y$ are independent.

Independence and conditional independence are closely related, as in the following:

$$\mathbb{P}(X, Y | Z) = \mathbb{P}(X | Z) \mathbb{P}(Y | Z)$$

which says that $X$ and $Y$ and independent conditioned on $Z$. Conditioning independent random variables can break their independence. For example, consider two independent Bernoulli-distributed random variables, $X_1, X_2 \in \{0, 1\}$. We define $Z = X_1 + X_2$. Note that $Z \in \{0, 1, 2\}$. In the case where $Z = 1$, we have,

$$\mathbb{P}(X_1 | Z = 1) > 0 \quad \mathbb{P}(X_2 | Z = 1) > 0$$

Even though $X_1, X_2$ are independent, after conditioning on $Z$, we have the following,

$$\mathbb{P}(X_1 = 1, X_2 = 1 | Z = 1) = 0 \neq \mathbb{P}(X_1 = 1 | Z = 1) \mathbb{P}(X_2 = 1 | Z = 1)$$

Thus, conditioning on $Z$ breaks the independence of $X_1, X_2$. This also works in the opposite direction — conditioning can make dependent random variables independent. Define $Z_n = \sum_{i=1}^{n} X_i$ with $X_i$ independent, integer-valued random variables. The $Z_n$ variables are dependent because they stack the same telescoping set of $X_i$ variables. Consider the following,

$$\mathbb{P}(Z_1 = i, Z_3 = j | Z_2 = k) = \frac{\mathbb{P}(Z_1 = i, Z_2 = k, Z_3 = j)}{\mathbb{P}(Z_2 = k)}$$

$$= \frac{\mathbb{P}(X_1 = i) \mathbb{P}(X_2 = k-i) \mathbb{P}(X_3 = j-k)}{\mathbb{P}(Z_2 = k)}$$

(2.1.5.1)
where the factorization comes from the independence of the $X_i$ variables. Using the definition of conditional probability,

$$\mathbb{P}(Z_1 = i | Z_2) = \frac{\mathbb{P}(Z_1 = i, Z_2 = k)}{\mathbb{P}(Z_2 = k)}$$

We can continue to expand Eq. 2.1.5,

$$\mathbb{P}(Z_1 = i, Z_3 = j | Z_2 = k) = \mathbb{P}(Z_1 = i | Z_2) \frac{\mathbb{P}(X_3 = j - k) \mathbb{P}(Z_2 = k)}{\mathbb{P}(Z_2 = k)}$$

$$= \mathbb{P}(Z_1 = i | Z_2) \mathbb{P}(Z_3 = j | Z_2)$$

where $\mathbb{P}(X_3 = j - k) \mathbb{P}(Z_2 = k) = \mathbb{P}(Z_3 = j, Z_2)$. Thus, we see that dependence between random variables can be broken by conditioning to create conditionally independent random variables. As we have just witnessed, understanding how conditioning influences independence is important and is the main topic of study in Probabilistic Graphical Models, a field with many algorithms and concepts to extract these notions of conditional independence from graph-based representations of random variables.

### 2.1.6 Classic Broken Rod Example

Let’s do one last example to exercise fluency in our methods by considering the following classic problem: given a rod of unit-length, broken independently and randomly at two places, what is the probability that you can assemble the three remaining pieces into a triangle? The first task is to find a representation of a triangle as an easy-to-apply constraint. What we want is something like the following:

$$\mathbb{P}(\text{triangle exists}) = \int_0^1 \int_0^1 \{ \text{triangle exists} \} dX dY$$

where $X$ and $Y$ are independent and uniformly distributed in the unit-interval. Heron’s formula for the area of the triangle,

$$\text{area} = \sqrt{s - a)(s - b)(s - c)s}$$

where $s = (a + b + c)/2$ is what we need. The idea is that this yields a valid area only when each of the terms under the square root is greater than or equal to zero. Thus, suppose that we have

$$a = X$$
$$b = Y - X$$
$$c = 1 - Y$$
assuming that \( Y > X \). Thus, the criterion for a valid triangle boils down to

\[
\{(s > a) \land (s > b) \land (s > c) \land (X < Y)\}
\]

After a bit of manipulation, this consolidates into:

\[
\left\{ \frac{1}{2} < Y < 1 \land \frac{1}{2} < X < 1 \right\}
\]

which we integrate out by \( dX \) first to obtain

\[
P(\text{triangle exists}) = \int_0^1 \int_0^1 \left\{ \frac{1}{2} < Y < 1 \land \frac{1}{2} < X < 1 \right\} dX dY
\]

\[
P(\text{triangle exists}) = \int_{\frac{1}{2}}^1 (1 - Y) dY
\]

and then by \( dY \) to obtain finally,

\[
P(\text{triangle exists}) = \frac{1}{8}
\]

when \( Y > X \). By symmetry, we get the same result for \( X > Y \). Thus, the final result is the following:

\[
P(\text{triangle exists}) = \frac{1}{8} + \frac{1}{8} = \frac{1}{4}
\]

We can quickly check using this result using Python for the case \( Y > X \) using the following code:

```python
>>> import numpy as np
>>> x,y = np.random.rand(2,1000) # uniform rv
>>> a,b,c = x,(y-x),1-y # 3 sides
>>> s = (a+b+c)/2
>>> np.mean((s>a) & (s>b) & (s>c) & (y>x)) # approx 1/8=0.125
0.115
```

**Programming Tip**
The chained logical & symbols above tell Numpy that the logical operation should be considered element-wise.

## 2.2 Projection Methods

The concept of projection is key to developing an intuition about conditional probability. We already have a natural intuition of projection from looking at the shadows of objects on a sunny day. As we will see, this simple idea consolidates many abstract
2.2 Projection Methods

**Fig. 2.2** Given the point \( y \) (black square) we want to find the \( x \) along the line that is closest to it. The gray circle is the locus of points within a fixed distance from \( y \).

Ideas in optimization and mathematics. Consider Fig. 2.2 where we want to find a point along the blue line (namely, \( x \)) that is closest to the black square (namely, \( y \)). In other words, we want to inflate the gray circle until it just touches the black line. Recall that the circle boundary is the set of points for which

\[
\sqrt{(y - x)^T(y - x)} = \|y - x\| = \epsilon
\]

for some value of \( \epsilon \). So we want a point \( x \) along the line that satisfies this for the smallest \( \epsilon \). Then, that point will be the closest point on the black line to the black square. It may be obvious from the diagram, but the closest point on the line occurs where the line segment from the black square to the black line is perpendicular to the line. At this point, the gray circle just touches the black line. This is illustrated below in Fig. 2.3.

**Programming Tip**

Figure 2.2 uses the `matplotlib.patches` module. This module contains primitive shapes like circles, ellipses, and rectangles that can be assembled into complex graphics. As shown in the code in the IPython Notebook corresponding to this chapter, after importing a particular shape, you can apply that shape to an existing axis using the `add_patch` method. The patches themselves can be styled using the usual formatting keywords like `color` and `alpha`. 
Now that we can see what’s going on, we can construct the solution analytically. We can represent an arbitrary point along the black line as:

\[ x = \alpha v \]

where \( \alpha \in \mathbb{R} \) slides the point up and down the line with

\[ v = [1, 1]^T \]

Formally, \( v \) is the subspace onto which we want to project \( y \). At the closest point, the vector between \( y \) and \( x \) (the error vector above) is perpendicular to the line. This means that

\[ (y - x)^T v = 0 \]

and by substituting and working out the terms, we obtain

\[ \alpha = \frac{y^T v}{\|v\|^2} \]

The error is the distance between \( \alpha v \) and \( y \). This is a right triangle, and we can use the Pythagorean theorem to compute the squared length of this error as

\[ e^2 = \|y - x\|^2 = \|y\|^2 - \alpha^2 \|v\|^2 = \|y\|^2 - \frac{\|y^T v\|^2}{\|v\|^2} \]
where \(\|v\|^2 = v^Tv\). Note that since \(\epsilon^2 \geq 0\), this also shows that
\[
\|y^Tv\| \leq \|y\|\|v\|
\]
which is the famous and useful Cauchy-Schwarz inequality which we will exploit later. Finally, we can assemble all of this into the projection operator
\[
P_v = \frac{1}{\|v\|^2}vv^T
\]
With this operator, we can take any \(y\) and find the closest point on \(v\) by doing
\[
P_vy = v \left( \frac{v^Ty}{\|v\|^2} \right)
\]
where we recognize the term in parenthesis as the \(\alpha\) we computed earlier. It’s called an operator because it takes a vector \((y)\) and produces another vector \((\alpha v)\). Thus, projection unifies geometry and optimization.

2.2.1 Weighted Distance

We can easily extend this projection operator to cases where the measure of distance between \(y\) and the subspace \(v\) is weighted. We can accommodate these weighted distances by re-writing the projection operator as
\[
P_v = v \frac{v^TQ^Tv}{v^TQv} \quad (2.2.1.1)
\]
where \(Q\) is positive definite matrix. In the previous case, we started with a point \(y\) and inflated a circle centered at \(y\) until it just touched the line defined by \(v\) and this point was closest point on the line to \(y\). The same thing happens in the general case with a weighted distance except now we inflate an ellipse, not a circle, until the ellipse touches the line.

Note that the error vector \((y - \alpha v)\) in Fig. 2.4 is still perpendicular to the line (subspace \(v\)), but in the space of the weighted distance. The difference between the first projection (with the uniform circular distance) and the general case (with the elliptical weighted distance) is the inner product between the two cases. For example, in the first case we have \(y^Tv\) and in the weighted case we have \(y^TQ^Tv\). To move from the uniform circular case to the weighted ellipsoidal case, all we had to do was change all of the vector inner products. Before we finish, we need a formal property of projections:
\[
P_vP_v = P_v
\]
Fig. 2.4 In the weighted case, the closest point on the line is tangent to the ellipse and is still perpendicular in the sense of the weighted distance known as the idempotent property which basically says that once we have projected onto a subspace, subsequent projections leave us in the same subspace. You can verify this by computing Eq. 2.2.1.

Thus, projection ties a minimization problem (closest point to a line) to an algebraic concept (inner product). It turns out that these same geometric ideas from linear algebra [2] can be translated to the conditional expectation. How this works is the subject of our next section.

2.3 Conditional Expectation as Projection

Now that we understand projection methods geometrically, we can apply them to conditional probability. This is the key concept that ties probability to geometry, optimization, and linear algebra.

**Inner Product for Random Variables.** From our previous work on projection for vectors in $\mathbb{R}^n$, we have a good geometric grasp on how projection is related to Minimum Mean Squared Error (MMSE). By one abstract step, we can carry all of our geometric interpretations to the space of random variables. For example, we previously noted that at the point of projection, we had the following orthogonal (i.e., perpendicular vectors) condition,

$$(y - v_{opt})^T v = 0$$

which by noting the inner product slightly more abstractly as $\langle x, y \rangle = x^T y$, we can express as

$$\langle y - v_{opt}, v \rangle = 0$$
and by defining the inner product for the random variables $X$ and $Y$ as

$$\langle X, Y \rangle = \mathbb{E}(XY)$$

we have the same relationship:

$$\langle X - h_{opt}(Y), Y \rangle = 0$$

which holds not for vectors in $\mathbb{R}^n$, but for random variables $X$ and $Y$ and functions of those random variables. Exactly why this is true is technical, but it turns out that one can build up the entire theory of probability this way [3], by using the expectation as an inner product.

Furthermore, by abstracting out the inner product concept, we have connected minimum-mean-squared-error (MMSE) optimization problems, geometry, and random variables. That’s a lot of mileage to get out of an abstraction and it enables us to shift between these interpretations to address real problems. Soon, we’ll do this with some examples, but first we collect the most important result that flows naturally from this abstraction.

**Conditional Expectation as Projection.** The conditional expectation is the minimum mean squared error (MMSE) solution to the following problem:

$$\min_h \int_{\mathbb{R}} (x - h(y))^2 dx$$

with the minimizing $h_{opt}(Y)$ as

$$h_{opt}(Y) = \mathbb{E}(X|Y)$$

which is another way of saying that among all possible functions $h(Y)$, the one that minimizes the MSE is $\mathbb{E}(X|Y)$. From our previous discussion on projection, we noted that these MMSE solutions can be thought of as projections onto a subspace that characterizes $Y$. For example, we previously noted that at the point of projection, we have perpendicular terms,

$$\langle X - h_{opt}(Y), Y \rangle = 0 \quad (2.3.0.2)$$

but since we know that the MMSE solution

$$h_{opt}(Y) = \mathbb{E}(X|Y)$$

we have by direct substitution,

$$\mathbb{E}(X - \mathbb{E}(X|Y), Y) = 0 \quad (2.3.0.3)$$

---

1See appendix for proof using the Cauchy-Schwarz inequality.
That last step seems pretty innocuous, but it ties MMSE to conditional expectation to the inner project abstraction, and in so doing, reveals the conditional expectation to be a projection operator for random variables. Before we develop this further, let’s grab some quick dividends. From the previous equation, by linearity of the expectation, we obtain,

$$E(XY) = E(YE(X|Y))$$

which is the so-called *tower property* of the expectation. Note that we could have found this by using the formal definition of conditional expectation,

$$E(X|Y) = \int_{\mathbb{R}^2} x \frac{f_{X,Y}(x, y)}{f_Y(y)} dxdy$$

and brute-force direct integration,

$$E(YE(X|Y)) = \int_{\mathbb{R}} y \int_{\mathbb{R}} x \frac{f_{X,Y}(x, y)}{f_Y(y)} f_Y(y) dxdy$$

$$= \int_{\mathbb{R}^2} xyf_{X,Y}(x, y)dxdy$$

$$= E(XY)$$

which is not very geometrically intuitive. This lack of geometric intuition makes it hard to apply these concepts and keep track of these relationships.

We can keep pursuing this analogy and obtain the length of the error term from the orthogonality property of the MMSE solution as,

$$(X - h_{opt}(Y), X - h_{opt}(Y)) = (X, X) - \langle h_{opt}(Y), h_{opt}(Y) \rangle$$

and then by substituting all the notation we obtain

$$E(X - E(X|Y))^2 = E(X)^2 - E(E(X|Y))^2$$

which would be tough to compute by direct integration.

To formally establish that $E(X|Y)$ is in fact a *projection operator* we need to show idempotency. Recall that idempotency means that once we project something onto a subspace, further projections do nothing. In the space of random variables, $E(X|\cdot)$ is the idempotent projection as we can show by noting that

$$h_{opt} = E(X|Y)$$

is purely a function of $Y$, so that

$$E(h_{opt}(Y)|Y) = h_{opt}(Y)$$
because $Y$ is fixed, this verifies idempotency. Thus, conditional expectation is the corresponding projection operator for random variables. We can continue to carry over our geometric interpretations of projections for vectors ($v$) into random variables ($X$). With this important result, let’s consider some examples of conditional expectations obtained by using brute force to find the optimal MMSE function $h_{opt}$ as well as by using our new perspective on conditional expectation.

**Example** Suppose we have a random variable, $X$, then what constant is closest to $X$ in the sense of the mean-squared-error (MSE)? In other words, which $c \in \mathbb{R}$ minimizes the following mean squared error:

$$\text{MSE} = \mathbb{E}(X - c)^2$$

we can work this out many ways. First, using calculus-based optimization,

$$\mathbb{E}(X - c)^2 = \mathbb{E}(c^2 - 2cX + X^2) = c^2 - 2c\mathbb{E}(X) + \mathbb{E}(X^2)$$

and then take the first derivative with respect to $c$ and solve:

$$c_{opt} = \mathbb{E}(X)$$

Remember that $X$ may potentially take on many values, but this says that the closest number to $X$ in the MSE sense is $\mathbb{E}(X)$. This is intuitively pleasing. Coming at this same problem using our inner product, from Eq. 2.3.0.3 we know that at the point of projection

$$\mathbb{E}((X - c_{opt})\mathbf{1}) = 0$$

where the $\mathbf{1}$ represents the space of constants we are projecting onto. By linearity of the expectation, gives

$$c_{opt} = \mathbb{E}(X)$$

Using the projection approach, because $\mathbb{E}(X|Y)$ is the projection operator, with $Y = \Omega$ (the entire underlying probability space), we have, using the definition of conditional expectation:

$$\mathbb{E}(X|Y = \Omega) = \mathbb{E}(X)$$

This is because of the subtle fact that a random variable over the entire $\Omega$ space can only be a constant. Thus, we just worked the same problem three ways (optimization, orthogonal inner products, projection).

**Example** Let’s consider the following example with probability density $f_{X,Y} = x+y$ where $(x, y) \in [0, 1]^2$ and compute the conditional expectation straight from the definition:

$$\mathbb{E}(X|Y) = \int_0^1 x \frac{f_{x,y}(x,y)}{f_Y(y)} \, dx = \int_0^1 x \frac{x + y}{y + 1/2} \, dx = \frac{3y + 2}{6y + 3}$$
That was pretty easy because the density function was so simple. Now, let’s do it the hard way by going directly for the MMSE solution \( h(Y) \). Then,

\[
\text{MSE} = \min_h \int_0^1 \int_0^1 (x - h(y))^2 f_{X,Y}(x, y) \, dx \, dy
\]

\[
= \min_h \int_0^1 y h^2(y) - y h(y) + \frac{1}{3} y + \frac{1}{2} h^2(y) - \frac{2}{3} h(y) + \frac{1}{4} \, dy
\]

Now we have to find a function \( h \) that is going to minimize this. Solving for a function, as opposed to solving for a number, is generally very, very hard, but because we are integrating over a finite interval, we can use the Euler-Lagrange method from variational calculus to take the derivative of the integrand with respect to the function \( h(y) \) and set it to zero. Using Euler-Lagrange methods, we obtain the following result,

\[
2 y h(y) - y + h(y) - \frac{2}{3} = 0
\]

Solving this gives

\[
h_{opt}(y) = \frac{3y + 2}{6y + 3}
\]

which is what we obtained before. Finally, we can solve this using our inner product in Eq. 2.3.0.2 as

\[
\mathbb{E}((X - h(Y))Y) = 0
\]

Writing this out gives,

\[
\int_0^1 \int_0^1 (x - h(y)) y(x + y) \, dx \, dy = \int_0^1 \frac{1}{6} y (-3(2y + 1)h(y) + 3y + 2) \, dy = 0
\]

and the integrand must be zero,

\[
2y + 3y^2 - 3yh(y) - 6y^2h(y) = 0
\]

and solving this for \( h(y) \) gives the same solution:

\[
h_{opt}(y) = \frac{3y + 2}{6y + 3}
\]

Thus, doing it by the brute force integration from the definition, optimization, or inner product gives us the same answer; but, in general, no method is necessarily easiest because they both involve potentially difficult or impossible integration, optimization, or functional equation solving. The point is that now that we have a deep toolbox, we can pick and choose which tools we want to apply for different problems.
Before we leave this example, let’s use Sympy to verify the length of the error function we found earlier for this example:

\[ E(X - E(X|Y))^2 = E(X)^2 - E(E(X|Y))^2 \]

that is based on the Pythagorean theorem. First, we need to compute the marginal densities,

```python
>>> from sympy.abc import y,x
>>> from sympy import integrate, simplify
>>> fxy = x + y  # joint density
>>> fy = integrate(fxy, (x, 0, 1))  # marginal density
>>> fx = integrate(fxy, (y, 0, 1))  # marginal density
```

Then, we need to write out the conditional expectation,

```python
>>> EXY = (3*y+2)/(6*y+3)  # conditional expectation
```

Next, we can compute the left side, \( E(X - E(X|Y))^2 \), as the following,

```python
>>> LHS=integrate((x-EXY)**2*fxy,(x,0,1),(y,0,1))
>>> LHS  # left-hand-side
-log(216)/144 + log(72)/144 + 1/12
```

We can similarly compute the right side, \( E(X)^2 - E(E(X|Y))^2 \), as the following,

```python
>>> RHS=integrate((x)**2*fx,(x,0,1))-integrate((EXY)**2*fy,(y,0,1))
>>> RHS  # right-hand-side
-log(216)/144 + log(72)/144 + 1/12
```

Finally, we can verify that the left and right sides match,

```python
>>> print simplify(LHS-RHS)==0
True
```

In this section, we have pulled together all the projection and least-squares optimization ideas from the previous sections to connect geometric notions of projection from vectors in \( \mathbb{R}^n \) to random variables. This resulted in the remarkable realization that the conditional expectation is in fact a projection operator for random variables. Knowing this allows to approach difficult problems in multiple ways, depending on which way is more intuitive or tractable in a particular situation. Indeed, finding the right problem to solve is the hardest part, so having many ways of looking at the same concepts is crucial.

2.3.1 Appendix

We want to prove that the conditional expectation is the minimum mean squared error minimizer of the following:

$$J = \min_h \int \mathbb{R}^2 |X - h(Y)|^2 f_{X,Y}(x, y)dx dy$$

We can expand this as follows,

$$J = \min_h \int \mathbb{R}^2 |X|^2 f_{X,Y}(x, y) dx dy + \int \mathbb{R}^2 |h(Y)|^2 f_{X,Y}(x, y) dx dy - \int \mathbb{R}^2 2Xh(Y)f_{X,Y}(x, y) dx dy$$

To minimize this, we have to maximize the following:

$$A = \max_h \int \mathbb{R}^2 Xh(Y)f_{X,Y}(x, y) dx dy$$

Breaking up the integral using the definition of conditional expectation

$$A = \max_h \int \mathbb{R} \left( \int \mathbb{R} X f_{X|Y}(x|y) dx \right) h(Y) f_Y(y) dy$$

$$= \max_h \int \mathbb{R} \mathbb{E}(X|Y)h(Y) f_Y(Y) dy$$

From properties of the Cauchy-Schwarz inequality, we know that the maximum happens when $h_{opt}(Y) = \mathbb{E}(X|Y)$, so we have found the optimal $h(Y)$ function as:

$$h_{opt}(Y) = \mathbb{E}(X|Y)$$

which shows that the optimal function is the conditional expectation.

2.4 Conditional Expectation and Mean Squared Error

In this section, we work through a detailed example using conditional expectation and optimization methods. Suppose we have two fair six-sided die ($X$ and $Y$) and we want to measure the sum of the two variables as $Z = X + Y$. Further, let’s suppose that given $Z$, we want the best estimate of $X$ in the mean-squared-sense. Thus, we want to minimize the following:

$$J(\alpha) = \sum (x - \alpha z)^2 P(x, z)$$
where $P$ is the probability mass function for this problem. The idea is that when we have solved this problem, we will have a function of $Z$ that is going to be the minimum MSE estimate of $X$. We can substitute in for $Z$ in $J$ and get:

$$J(\alpha) = \sum (x - \alpha(x + y))^2 P(x, y)$$

Let’s work out the steps in Sympy in the following:

```python
>>> import sympy as S
>>> from sympy.stats import density, E, Die

>>> x=Die('D1',6) # 1st six sided die
>>> y=Die('D2',6) # 2nd six sides die
>>> a=S.symbols('a')
>>> z = x+y # sum of 1st and 2nd die
>>> J = E((x-a*(x+y))**2) # expectation
>>> print S.simplify(J)
329*a**2/6 - 329*a/6 + 91/6
```

With all that setup we can now use basic calculus to minimize the objective function $J$.

```python
>>> sol,=S.solve(S.diff(J,a),a) # using calculus to minimize
>>> print sol # solution is 1/2
1/2
```

### Programming Tip

Sympy has a stats module that can do some basic work with expressions involving probability densities and expectations. The above code uses its $E$ function to compute the expectation.

This says that $z/2$ is the MSE estimate of $X$ given $Z$ which means geometrically (interpreting the MSE as a squared distance weighted by the probability mass function) that $z/2$ is as close to $x$ as we are going to get for a given $z$.

Let’s look at the same problem using the conditional expectation operator $E(\cdot|z)$ and apply it to our definition of $Z$. Then

$$E(z|z) = E(x + y|z) = E(x|z) + E(y|z) = z$$

using the linearity of the expectation. Now, since by the symmetry of the problem (i.e., two identical die), we have

$$E(x|z) = E(y|z)$$

we can plug this in and solve

$$2E(x|z) = z$$
Fig. 2.5 The values of $Z$ are in yellow with the corresponding values for $X$ and $Y$ on the axes. The gray scale colors indicate the underlying joint probability density

which once again gives,

$$\mathbb{E}(x|z) = \frac{z}{2}$$

which is equal to the estimate we just found by minimizing the MSE. Let’s explore this further with Fig. 2.5. Figure 2.5 shows the values of $Z$ in yellow with the corresponding values for $X$ and $Y$ on the axes. Suppose $z = 2$, then the closest $X$ to this is $X = 1$, which is what $\mathbb{E}(x|z) = \frac{z}{2} = 1$ gives. What happens when $Z = 7$? In this case, this value is spread out diagonally along the $X$ axis so if $X = 1$, then $Z$ is 6 units away, if $X = 2$, then $Z$ is 5 units away and so on.

Now, back to the original question, if we had $Z = 7$ and we wanted to get as close as we could to this using $X$, then why not choose $X = 6$ which is only one unit away from $Z$? The problem with doing that is $X = 6$ only occurs $1/6$ of the time, so we are not likely to get it right the other $5/6$ of the time. So, $1/6$ of the time we are one unit away but $5/6$ of the time we are much more than one unit away. This means that the MSE score is going to be worse. Since each value of $X$ from 1 to 6 is equally likely, to play it safe, we choose 7/2 as the estimate, which is what the conditional expectation suggests.

We can check this claim with samples using Sympy below:

```python
>>> import numpy as np
>>> from sympy import stats
>>> # Eq constrains Z
>>> samples_z7 = lambda : stats.sample(x, S.Eq(z,7))
>>> #using 6 as an estimate
>>> mn= np.mean([((6-samples_z7())**2 for i in range(100)])
>>> #7/2 is the MSE estimate
>>> mn0= np.mean([(7/2.-samples_z7())**2 for i in range(100)])
>>> print 'MSE=%3.2f using 6 vs MSE=%3.2f using 7/2' % (mn,mn0)
MSE=10.85 using 6 vs MSE=2.29 using 7/2
```
2.4 Conditional Expectation and Mean Squared Error

Programming Tip
The `stats.sample(x, S.Eq(z, 7))` function call samples the `x` variable subject to a condition on the `z` variable. In other words, it generates random samples of `x` die, given that the sum of the outcomes of that die and the `y` die add up to `z==7`.

Please run the above code repeatedly in the Jupyter/IPython Notebook corresponding to this section until you have convinced yourself that the $E(x|z)$ gives the lower MSE every time. To push this reasoning, let’s consider the case where the die is so biased so that the outcome of 6 is ten times more probable than any of the other outcomes. That is,

$$P(6) = \frac{2}{3}$$

whereas $P(1) = P(2) = \ldots = P(5) = \frac{1}{15}$. We can explore this using Sympy as in the following:

```python
>>> # here 6 is ten times more probable than any other outcome
>>> x=stats.FiniteRV('D3',{1:1/15., 2:1/15.,
... 3:1/15., 4:1/15.,
... 5:1/15., 6:2/3.})
```

As before, we construct the sum of the two dice, and plot the corresponding probability mass function in Fig. 2.6. As compared with Fig. 2.5, the probability mass has been shifted away from the smaller numbers.

![Fig. 2.6](image-url) The values of $Z$ are in yellow with the corresponding values for $X$ and $Y$ on the axes.
Let’s see what the conditional expectation says about how we can estimate $X$ from $Z$.

$$
>>> \text{E}(x, S.Eq(z,7)) \ # \ conditional \ expectation \ E(x|z=7)
5.00000000000000
$$

Now that we have $E(x|z = 7) = 5$, we can generate samples as before and see if this gives the minimum MSE.

$$
>>> \text{samples}_z7 = \lambda : \text{stats.sample}(x, S.Eq(z,7))
>>> \ # \ using \ 6 \ as \ an \ estimate
>>> \text{mn}= \text{np.mean}([(6-\text{samples}_z7())**2 \ for \ i \ in \ range(100)])
>>> \ # \ 5 \ is \ the \ MSE \ estimate
>>> \text{mn0}= \text{np.mean}([(5-\text{samples}_z7())**2 \ for \ i \ in \ range(100)])
>>> \text{print \ 'MSE=%3.2f \ using \ 6 \ vs \ MSE=%3.2f \ using \ 5' \ % \ (\text{mn},\text{mn0})}
MSE=2.69 \ using \ 6 \ vs \ MSE=2.33 \ using \ 5
$$

Using a simple example, we have emphasized the connection between minimum mean squared error problems and conditional expectation. Hopefully, the last two figures helped expose the role of the probability density. Next, we’ll continue revealing the true power of the conditional expectation as we continue to develop corresponding geometric intuition.

### 2.5 Worked Examples of Conditional Expectation and Mean Square Error Optimization

Brzezniak [6] is a great book because it approaches conditional expectation through a sequence of exercises, which is what we are trying to do here. The main difference is that Brzezniak takes a more abstract measure-theoretic approach to the same problems. Note that you do need to grasp measure theory for advanced areas in probability, but for what we have covered so far, working the same problems in his text using our methods is illuminating. It always helps to have more than one way to solve any problem. I urge you to get a copy of his book or at least look at some pages on Google Books. I have numbered the examples corresponding to the book and tried to follow its notation.

#### 2.5.1 Example

This is Example 2.1 from Brzezniak. Three coins, 10p, 20p and 50p are tossed. The values of the coins that land heads up are totaled. What is the expected total given that two coins have landed heads-up. In this case we have we want to compute $E(\xi|\eta)$ where

$$
\xi := 10X_{10} + 20X_{20} + 50X_{50}
$$
where $X_i \in \{0, 1\}$ and where $X_{10}$ is the Bernoulli-distributed random variable corresponding to the 10p coin (and so on). Thus, $\xi$ represents the total value of the heads-up coins. The $\eta$ represents the condition that only two of the three coins are heads-up,

$$\eta := X_{10}X_{20}(1 - X_{50}) + (1 - X_{10})X_{20}X_{50} + X_{10}(1 - X_{20})X_{50}$$

and is a function that is non-zero only when two of the three coins lands heads-up. Each triple term catches each of these three possibilities. For example, the first term equals one when the 10p and 20p are heads up and the 50p is heads down. The remaining terms are zero.

To compute the conditional expectation, we want to find a function $h$ of $\eta$ that minimizes the mean-squared-error (MSE),

$$\text{MSE} = \sum_{X \in \{0, 1\}^3} \frac{1}{2^3} (\xi - h(\eta))^2$$

where the sum is taken over all possible triples of outcomes for $\{X_{10}, X_{20}, X_{50}\}$ because each of the three coins has a $\frac{1}{2}$ chance of coming up heads.

Now, the question boils down to how can we characterize the function $h(\eta)$? Note that $\eta \mapsto \{0, 1\}$ so $h$ takes on only two values. So, the orthogonal inner product condition is the following:

$$\langle \xi - h(\eta), \eta \rangle = 0$$

But, because are only interested in $\eta = 1$, this simplifies to

$$\langle \xi - h(1), 1 \rangle = 0$$

$$\langle \xi, 1 \rangle = \langle h(1), 1 \rangle$$

This doesn’t look so hard to evaluate but we have to compute the integral over the set where $\eta = 1$. In other words, we need the set of triples $\{X_{10}, X_{20}, X_{50}\}$ where $\eta = 1$. That is, we can compute

$$\int_{\{\eta = 1\}} \xi dX = h(1) \int_{\{\eta = 1\}} dX$$

which is what Brzezniak does. Instead, we can define $h(\eta) = \alpha \eta$ and then find $\alpha$. Re-writing the orthogonal condition gives

$$\langle \xi - \eta, \alpha \eta \rangle = 0$$

$$\langle \xi, \eta \rangle = \alpha \langle \eta, \eta \rangle$$

$$\alpha = \frac{\langle \xi, \eta \rangle}{\langle \eta, \eta \rangle}$$
where
\[ \langle \xi, \eta \rangle = \sum_{x \in \{0,1\}^3} \frac{1}{2^3} (\xi \eta) \]

Note that we can just sweep over all triples \( \{X_{10}, X_{20}, X_{50}\} \) because the definition of \( h(\eta) \) zeros out when \( \eta = 0 \) anyway. All we have to do is plug everything in and solve. This tedious job is perfect for Sympy.

```python
>>> import sympy as S
>>> X10,X20,X50 = S.symbols('X10,X20,X50',real=True)
>>> xi = 10*X10+20*X20+50*X50
>>> eta = X10*X20*(1-X50)+X10*(1-X20)*(X50)+(1-X10)*X20*(X50)
>>> num=S.summation(xi*eta,(X10,0,1),(X20,0,1),(X50,0,1))
>>> den=S.summation(eta*eta,(X10,0,1),(X20,0,1),(X50,0,1))
>>> alpha=num/den
>>> print alpha # alpha=160/3
160/3
```

This means that
\[ E(\xi | \eta) = \frac{160}{3} \eta \]

which we can check with a quick simulation

```python
>>> import pandas as pd
>>> d = pd.DataFrame(columns=['X10','X20','X50'])
>>> d.X10 = np.random.randint(0,2,1000)
>>> d.X10 = np.random.randint(0,2,1000)
>>> d.X20 = np.random.randint(0,2,1000)
>>> d.X50 = np.random.randint(0,2,1000)
```

**Programming Tip**
The code above creates an empty Pandas data frame with the named columns. The next four lines assigns values to each of the columns.

The code above simulates flipping the three coins 1000 times. Each column of the dataframe is either 0 or 1 corresponding to heads-down or heads-up, respectively. The condition is that two of the three coins have landed heads-up. Next, we can group the columns according to their sums. Note that the sum can only be in \{0, 1, 2, 3\} corresponding to 0 heads-up, 1 heads-up, and so on.

```python
>>> grp=d.groupby(d.eval('X10+X20+X50'))
```
Next, we can get the 2 group, which corresponds to exactly two coins having landed heads-up, and then evaluate the sum of the values of the coins. Finally, we can take the mean of these sums.

```python
>>> grp.get_group(2).eval('10*X10+20*X20+50*X50').mean()
52.719999999999999
```

The result is close to \(160/3=53.33\) which supports the analytic result. The following code shows that we can accomplish the same simulation using pure Numpy.

```python
>>> import numpy as np
>>> from numpy import array
>>> x=np.random.randint(0,2,(3,1000))
>>> print np.dot(x[:,x.sum(axis=0)==2].T,array([10,20,50])).mean()
52.698998418555611
```

In this case, we used the Numpy dot product to compute the value of the heads-up coins. The `sum(axis=0)==2` part selects the columns that correspond to two heads-up coins.

Still another way to get at the same problem is to forego the random sampling part and just consider all possibilities exhaustively using the `itertools` module in Python’s standard library.

```python
>>> import itertools as it
>>> list(it.product((0,1),(0,1),(0,1)))
[(0, 0, 0),
 (0, 0, 1),
 (0, 1, 0),
 (0, 1, 1),
 (1, 0, 0),
 (1, 0, 1),
 (1, 1, 0),
 (1, 1, 1)]
```

Note that we need to call `list` above in order to trigger the iteration in `it.product`. This is because the `itertools` module is generator-based so does not actually do the iteration until it is iterated over (by `list` in this case). This shows all possible triples \((X_{10}, X_{20}, X_{50})\) where 0 and 1 indicate heads-down and heads-up, respectively. The next step is to filter out the cases that correspond to two heads-up coins.

```python
>>> list(it.ifilter(lambda i:sum(i)==2,it.product((0,1),(0,1),(0,1)))))
[(0, 1, 1), (1, 0, 1), (1, 1, 0)]
```

Next, we need to compute the sum of the coins and combine the prior code.
The mean of the output is 53.33, which is yet another way to get the same result. For this example, we demonstrated the full spectrum of approaches made possible using Sympy, Numpy, and Pandas. It is always valuable to have multiple ways of approaching the same problem and cross-checking the result.

## 2.5.2 Example

This is Example 2.2 from Brzezniak. Three coins, 10p, 20p and 50p are tossed as before. What is the conditional expectation of the total amount shown by the three coins given the total amount shown by the 10p and 20p coins only? For this problem,

\[
\xi := 10X_{10} + 20X_{20} + 50X_{50} \\
\eta := 30X_{10}X_{20} + 20(1 - X_{10})X_{20} + 10X_{10}(1 - X_{20})
\]

which takes on four values $\eta \mapsto \{0, 10, 20, 30\}$ and only considers the 10p and 20p coins. In contrast to the last problem, here we are interested in $h(\eta)$ for all of the values of $\eta$. Naturally, there are only four values for $h(\eta)$ corresponding to each of these four values. Let's first consider $\eta = 10$. The orthogonal condition is then

\[
\langle \xi - h(10), 10 \rangle = 0
\]

The domain for $\eta = 10$ is $\{X_{10} = 1, X_{20} = 0, X_{50}\}$ which we can integrate out of the expectation below,

\[
\mathbb{E}_{\{X_{10}=1,X_{20}=0,X_{50}\}}(\xi - h(10))_{10} = 0 \\
\mathbb{E}_{X_{50}}(10 - h(10) + 50X_{50}) = 0 \\
10 - h(10) + 25 = 0
\]

which gives $h(10) = 35$. Repeating the same process for $\eta \in \{20, 30\}$ gives $h(20) = 45$ and $h(30) = 55$, respectively. This is the approach Brzezniak takes. On the other hand, we can just look at affine functions, $h(\eta) = a\eta + b$ and use brute-force calculus.

```python
>>> from sympy.abc import a, b
>>> h = a*eta + b
>>> eta = X10*X20*30 + X10*(1-X20)*(10) + (1-X10)*X20*(20)
>>> MSE=S.summation((xi-h)**2*S.Rational(1,8),(X10,0,1),... (X20,0,1),... (X50,0,1))
>>> sol=S.solve([S.diff(MSE,a),S.diff(MSE,b)],(a,b))
>>> print sol
(b: 25, a: 1)
```
2.5  Worked Examples of Conditional Expectation and Mean Square Error Optimization

**Programming Tip**
The `Rational` function from Sympy code expresses a rational number that Sympy is able to manipulate as such. This is different that specifying a fraction like \( \frac{1}{8} \), which Python would automatically compute as a floating point number (i.e., \( 0.125 \)). The advantage of using `Rational` is that Sympy can later produce rational numbers as output, which are sometimes easier to make sense of.

This means that

$$
E(\xi | \eta) = 25 + \eta \quad (2.5.2.1)
$$

since \( \eta \) takes on only four values, \( \{0, 10, 20, 30\} \), we can write this out explicitly as

$$
E(\xi | \eta) = \begin{cases} 
25 & \text{for } \eta = 0 \\
35 & \text{for } \eta = 10 \\
45 & \text{for } \eta = 20 \\
55 & \text{for } \eta = 30
\end{cases} \quad (2.5.2.2)
$$

Alternatively, we can use orthogonal inner products to write out the following conditions:

$$
\langle \xi - h(\eta), \eta \rangle = 0 \quad (2.5.2.3)
$$

$$
\langle \xi - h(\eta), 1 \rangle = 0 \quad (2.5.2.4)
$$

Writing these out and solving for \( a \) and \( b \) is tedious and a perfect job for Sympy. Starting with Eq. 2.5.2.3,

```python
>>> expr = expr=S.expand((x1-h)*eta)
```

```python
>>> print expr
-100*X10**2*a + 100*X10**2 - 400*X10*X20*a + 400*X10*X20 + 500*X10*X50 - 10*X10*b - 400*X20**2*a + 400*X20**2 + 1000*X20*X50 - 20*X20*b
```

and then because \( E(X_i^2) = 1/2 = E(X_i) \), we make the following substitutions

```python
>>> expr.xreplace({X10**2:0.5, X20**2:0.5,X10:0.5,X20:0.5,X50:0.5})
```

```python
-350.0*a - 15.0*b + 725.0
```

We can do this for the other orthogonal inner product in Eq. 2.5.2.4 as follows,

**Programming Tip**
Because Sympy symbols are hashable, they can be used as keys in Python dictionaries as in the `xreplace` function above.
\texttt{>>> print S.expand((xi-h)*1).xreplace({X10**2:0.5,
... X20**2:0.5,
... X10:0.5,
... X20:0.5,
... X50:0.5})}

\[-15.0*a - b + 40.0\]

Then, combining this result with the previous one and solving for $a$ and $b$ gives,

\texttt{>>> print S.solve([-350.0*a-15.0*b+725.0,-15.0*a-b+40.0])}

(b: 25.00000000000000, a: 1.00000000000000)

which again gives us the final solution,

$$
\mathbb{E}(\xi|\eta) = 25 + \eta
$$

The following is a quick simulation to demonstrate this. We can build on the Pandas dataframe we used for the last example and create a new column for the sum of the 10p and 20p coins, as shown below.

\texttt{>>> d[‘sm’] = d.eval(’X10*10+X20*20’)}

We can group this by the values of this sum,

\texttt{>>> d.groupby(‘sm’).mean()}

\begin{verbatim}
<table>
<thead>
<tr>
<th>sm</th>
<th>X10</th>
<th>X20</th>
<th>X50</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.484000</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>0</td>
<td>0.479839</td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>1</td>
<td>0.503876</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>1</td>
<td>0.524590</td>
</tr>
</tbody>
</table>
\end{verbatim}

But we want the expectation of the value of the coins

\texttt{>>> d.groupby(‘sm’).mean().eval(’10*X10+20*X20+50*X50’)}

\begin{verbatim}
<table>
<thead>
<tr>
<th>sm</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>24.200000</td>
</tr>
<tr>
<td>10</td>
<td>33.991935</td>
</tr>
<tr>
<td>20</td>
<td>45.193798</td>
</tr>
<tr>
<td>30</td>
<td>56.229508</td>
</tr>
</tbody>
</table>
\end{verbatim}

which is very close to our analytical result in Eq. 2.5.2.2.

### 2.5.3 Example

This is Example 2.3 paraphrased from Brzezniak. Given $X$ uniformly distributed on $[0, 1]$, find $\mathbb{E}(\xi|\eta)$ where

$$
\xi(x) = 2x^2
$$

$$
\eta(x) = \begin{cases} 
1 & \text{if } x \in [0, 1/3] \\
2 & \text{if } x \in (1/3, 2/3) \\
0 & \text{if } x \in (2/3, 1]
\end{cases}
$$
Note that this problem is different from the previous two because the sets that characterize $\eta$ are intervals instead of discrete points. Nonetheless, we will eventually have three values for $h(\eta)$ because $\eta \mapsto \{0, 1, 2\}$. For $\eta = 1$, we have the orthogonal conditions,

$$\langle \xi - h(1), 1 \rangle = 0$$

which boils down to

$$\mathbb{E}_{x \in [0,1/3]}(\xi - h(1)) = 0$$

$$\int_0^{1/3} (2x^2 - h(1)) dx = 0$$

and then by solving this for $h(1)$ gives $h(1) = 2/24$. This is the way Brzezniak works this problem. Alternatively, we can use $h(\eta) = a + b \eta + c \eta^2$ and brute force calculus. Note the Piecewise object in sympy is not complete at this point in its development, so we’ll have to be exceptionally verbose in the following,

```python
x, c, b, a = S.symbols('x, c, b, a')
xi = 2*x**2
eta = S.Piecewise((1, S.And(S.Gt(x, 0), S.Lt(x, S.Rational(1, 3)))),  # 0 < x < 1/3
                   (2, S.And(S.Gt(x, S.Rational(1, 3)), S.Lt(x, S.Rational(2, 3))), # 1/3 < x < 2/3,
                    0, S.And(S.Gt(x, S.Rational(2, 3)), S.Lt(x, 1))))  # 1/3 < x < 2/3
h = a + b*eta + c*eta**2
J = S.integrate((xi-h)**2, (x, 0, 1))
sol = S.solve([S.diff(J, a), S.diff(J, b), S.diff(J, c)], (a, b, c))
```

```python
>>> print sol
{c: 8/9, b: -20/9, a: 38/27}
>>> print S.piecewise_fold(h.subs(sol))
Piecewise((2/27, And(x<1/3, x>0)), (14/27, And(x<2/3, x>1/3)), (38/27, And(x<1, x>2/3)))
```

Thus, collecting this result gives:

$$\mathbb{E}(\xi \mid \eta) = \frac{38}{27} - \frac{20}{9} \eta + \frac{8}{9} \eta^2$$

which can be re-written as a piecewise function of $x$,

$$\mathbb{E}(\xi \mid \eta(x)) = \begin{cases} 
\frac{2}{27} & \text{for } 0 < x < \frac{1}{3} \\
\frac{14}{27} & \text{for } \frac{1}{3} < x < \frac{2}{3} \\
\frac{38}{27} & \text{for } \frac{2}{3} < x < 1 
\end{cases}$$
Alternatively, we can use the orthogonal inner product conditions directly by choosing \( h(\eta) = c + \eta b + \eta^2 a, \)

\[
\langle \xi - h(\eta), 1 \rangle = 0 \\
\langle \xi - h(\eta), \eta \rangle = 0 \\
\langle \xi - h(\eta), \eta^2 \rangle = 0
\]

and then solving for \( a, b, \) and \( c. \)

```python
>>> x,a,b,c,eta = S.symbols('x,a,b,c,eta',real=True)
>>> xi = 2*x**2
>>> eta=S.Piecewise((1,S.And(S.Gt(x,0),
... S.Lt(x,S.Rational(1,3)))), # 0 < x < 1/3
... (2,S.And(S.Gt(x,S.Rational(1,3)),
... S.Lt(x,S.Rational(2,3)))), # 1/3 < x < 2/3,
... (0,S.And(S.Gt(x,S.Rational(2,3)),
... S.Lt(x,1)))) # 1/3 < x < 2/3
>>> h = c+b*eta+a*eta**2

Then, the orthogonal conditions become,

```python
>>> S.integrate((xi-h)*1,(x,0,1))
-5*a/3 - b - c + 2/3
>>> S.integrate((xi-h)*eta,(x,0,1))
-3*a - 5*b/3 - c + 10/27
>>> S.integrate((xi-h)*eta**2,(x,0,1))
-17*a/3 - 3*b - 5*c/3 + 58/81
```  

Now, we just combine the three equations and solve for the parameters,

```python
>>> eqs=[ -5*a/3 - b - c + 2/3,
... -3*a - 5*b/3 - c + 10/27,
... -17*a/3 - 3*b - 5*c/3 + 58/81]
>>> sol=S.solve(eqs)
>>> print sol
(a: 0.888888888888889, c: 1.40740740740741, b: -2.22222222222222)
```

We can assemble the final result by substituting in the solution,

```python
>>> print S.piecewise_fold(h.subs(sol))
Piecewise((0.0740740740740740, And (x < 1/3, x > 0)),
(0.518518518518519, And (x < 2/3, x > 1/3)),
(1.40740740740741, And (x < 1, x > 2/3)))
```

which is the same as our analytic result in Eq. 2.5.3.1, just in decimal format.

**Programming Tip**

The definition of Sympy’s piecewise function is verbose because of the way Python parses inequality statements. As of this writing, this has not been reconciled in SymPy, so we have to use the verbose declaration.
To reinforce our result, let’s do a quick simulation using Pandas.

```python
>>> d = pd.DataFrame(columns=['x', 'eta', 'xi'])
>>> d.x = np.random.rand(1000)
>>> d.xi = 2*d.x**2
```

Now, we can use the `pd.cut` function to group the x values in the following,

```python
>>> pd.cut(d.x, [0, 1/3, 2/3, 1]).head()
```

```
0 (0.667, 1] 1 (0, 0.333] 2 (0.667, 1] 3 (0.333, 0.667] 4 (0.333, 0.667]
Name: x, dtype: category
Categories (3, object): [(0, 0.333] < (0.333, 0.667] < (0.667, 1]
```

Note that the `head()` call above is only to limit the printout shown. The categories listed are each of the intervals for `eta` that we specified using the `[0, 1/3, 2/3, 1]` list. Now that we know how to use `pd.cut`, we can just compute the mean on each group as shown below,

```python
>>> d.groupby(pd.cut(d.x, [0, 1/3, 2/3, 1])).mean()['xi']
```

```
x    (0, 0.333]  0.069240
   (0.333, 0.667] 0.520154
    (0.667, 1]  1.409747
Name: xi, dtype: float64
```

which is pretty close to our analytic result in Eq. 2.5.3.1. Alternatively, `sympy.stats` has some limited tools for the same calculation.

```python
>>> from sympy.stats import E, Uniform
>>> x=Uniform('x',0,1)
>>> E(2*x**2,S.And(x < S.Rational(1,3), x > 0))
2/27
>>> E(2*x**2,S.And(x < S.Rational(2,3), x > S.Rational(1,3)))
14/27
>>> E(2*x**2,S.And(x < 1, x > S.Rational(2,3)))
38/27
```

which again gives the same result still another way.

### 2.5.4 Example

This is Example 2.4 from Brzezniak. Find $\mathbb{E}(\xi|\eta)$ for

\[
\xi(x) = 2x^2
\]

\[
\eta = \begin{cases} 
2 & \text{if } 0 \leq x < \frac{1}{2} \\
 x & \text{if } \frac{1}{2} < x \leq 1
\end{cases}
\]
Once again, $X$ is uniformly distributed on the unit interval. Note that $\eta$ is no longer discrete for every domain. For the domain $0 < x < 1/2$, $h(2)$ takes on only one value, say, $h_0$. For this domain, the orthogonal condition becomes,

$$\mathbb{E}_{\{\eta=2\}}((\xi(x) - h_0)2) = 0$$

which simplifies to,

$$\int_0^{1/2} 2x^2 - h_0 dx = 0$$

$$\int_0^{1/2} 2x^2 dx = \int_0^{1/2} h_0 dx$$

$$h_0 = 2 \int_0^{1/2} 2x^2 dx$$

$$h_0 = \frac{1}{6}$$

For the other domain where $\{\eta = x\}$ in Eq. 2.5.4, we again use the orthogonal condition,

$$\mathbb{E}_{\{\eta=x\}}((\xi(x) - h(x))x) = 0$$

$$\int_{1/2}^{1} (2x^2 - h(x))xdx = 0$$

$$h(x) = 2x^2$$

Assembling the solution gives,

$$\mathbb{E}(\xi|\eta(x)) = \begin{cases} 
\frac{1}{6} & \text{for } 0 \leq x < \frac{1}{2} \\
2x^2 & \text{for } \frac{1}{2} < x \leq 1 
\end{cases}$$

although this result is not explicitly written as a function of $\eta$.

### 2.5.5 Example

This is Exercise 2.6 in Brzezniak. Find $\mathbb{E}(\xi|\eta)$ where

$$\xi(x) = 2x^2$$

$$\eta(x) = 1 - |2x - 1|$$
and $X$ is uniformly distributed in the unit interval. We can write this out as a piecewise function in the following,

$$
\eta = \begin{cases} 
2x & \text{for } 0 \leq x < \frac{1}{2} \\
2 - 2x & \text{for } \frac{1}{2} < x \leq 1 
\end{cases}
$$

The discontinuity is at $x = 1/2$. Let’s start with the $\{\eta = 2x\}$ domain.

$$
E_{\{\eta = 2x\}}((2x^2 - h(2x))2x) = 0 \\
\int_0^{1/2} (2x^2 - h(2x))2x \, dx = 0
$$

We can make this explicitly a function of $\eta$ by a change of variables ($\eta = 2x$) which gives

$$
\int_0^{1} \left(\frac{\eta^2}{2} - h(\eta)\right) \eta \, d\eta = 0
$$

Thus, for this domain, $h(\eta) = \frac{\eta^2}{2}$. Note that due to the change of variables, $h(\eta)$ is valid defined over $\eta \in [0, 1]$.

For the other domain where $\{\eta = 2 - 2x\}$, we have

$$
E_{\{\eta = 2 - 2x\}}((2x^2 - h(2 - 2x))(2 - 2x)) = 0 \\
\int_{1/2}^{1} (2x^2 - h(2 - 2x))(2 - 2x) \, dx = 0
$$

Once again, a change of variables makes the $\eta$ dependency explicit using $\eta = 2 - 2x$ which gives

$$
\int_0^{1} \left((2 - \eta)^2/2 - h(\eta)\right) \eta \, d\eta = 0 \\
h(\eta) = \frac{(2 - \eta)^2}{2}
$$

Once again, the change of variables means this solution is valid over $\eta \in [0, 1]$. Thus, because both pieces are valid over the same domain ($\eta \in [0, 1]$), we can just add them to get the final solution,

$$
h(\eta) = \eta^2 - 2\eta + 2
$$

A quick simulation can help bear this out.

```python
>>> from pandas import DataFrame
>>> import numpy as np
>>> d = DataFrame(columns=['xi','eta','x','h','h1','h2'])
>>> # 100 random samples
```
>>> d.x = np.random.rand(100)
>>> d.xi = d.eval('2*x**2')
>>> d.eta = 1-abs(2*d.x-1)
>>> d.h1=d[(d.x<0.5)].eval('eta**2/2')
>>> d.h2=d[(d.x>=0.5)].eval('(2-eta)**2/2')
>>> d.fillna(0,inplace=True)
>>> d.h = d.h1+d.h2
>>> d.head()

<table>
<thead>
<tr>
<th>xi</th>
<th>eta</th>
<th>x</th>
<th>h</th>
<th>h1</th>
<th>h2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1728372</td>
<td>0.140768</td>
<td>0.929616</td>
<td>1.728372</td>
<td>0.000000</td>
<td>1.728372</td>
</tr>
<tr>
<td>0.200187</td>
<td>0.367838</td>
<td>0.183919</td>
<td>0.200187</td>
<td>0.200187</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.067652</td>
<td>0.083690</td>
<td>0.204560</td>
<td>0.083690</td>
<td>0.083690</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.674623</td>
<td>0.864550</td>
<td>0.567725</td>
<td>0.644623</td>
<td>0.000000</td>
<td>0.644623</td>
</tr>
</tbody>
</table>

Note that we have to be careful where we apply the individual solutions using the slice \((d.x<0.5)\) index. The \texttt{fillna} part ensures that the default NaN that fills out the empty row-entries is replaced with zero before combining the individual solutions. Otherwise, the NaN values would circulate through the rest of the computation. The following is the essential code that draws Fig. 2.7.

```python
from matplotlib.pyplot import subplots
fig,ax = subplots()
ax.plot(d.xi,d.eta,'.',alpha=.3,label='$\eta$')
ax.plot(d.xi,d.h,'k.',label='$h(\eta)$')
ax.legend(loc=0,fontsize=18)
ax.set_xlabel('$2 x^2$',fontsize=18)
ax.set_ylabel('$h(\eta)$',fontsize=18)
```

**Programming Tip**

Basic \LaTeX\ formatting works for the labels in Fig. 2.7. The \texttt{loc=0} in the \texttt{legend} function is the code for the \textit{best} placement for the labels in the legend. The individual labels should be specified when the elements are drawn individually, otherwise they will be hard to separate out later. This is accomplished using the \texttt{label} keyword in the \texttt{plot} commands.

Figure 2.7 shows the \(\xi\) data plotted against \(\eta\) and \(h(\eta) = \mathbb{E}(\xi|\eta)\). Points on the diagonal are points where \(\xi\) and \(\mathbb{E}(\xi|\eta)\) match. As shown by the dots, there is no agreement between the raw \(\eta\) data and \(\xi\). Thus, one way to think about the conditional expectation is as a functional transform that bends the curve onto the diagonal line. The black dots plot \(\xi\) versus \(\mathbb{E}(\xi|\eta)\) and the two match everywhere along the diagonal line. This is to be expected because the conditional expectation is the MSE best estimate for \(\xi\) among all functions of \(\eta\).
2.5.6 Example

This is Exercise 2.14 from Brzezniak. Find $\mathbb{E}(\xi | \eta)$ where

$$\xi(x) = 2x^2$$

$$\eta = \begin{cases} 2x & \text{if } 0 \leq x < \frac{1}{2} \\ 2x - 1 & \text{if } \frac{1}{2} < x \leq 1 \end{cases}$$

and $X$ is uniformly distributed in the unit interval. This is the same as the last example and the only difference here is that $\eta$ is not continuous at $x = \frac{1}{2}$, as before. The first part is exactly the same as the first part of the prior example so we will skip it here. The second part follows the same reasoning as the last example, so we will just write the answer for the $\{\eta = 2x - 1\}$ case as the following

$$h(\eta) = \frac{(1 + \eta)^2}{2}, \quad \forall \eta \in [0, 1]$$

and then adding these up as before gives the full solution:

$$h(\eta) = \frac{1}{2} + \eta + \eta^2$$

The interesting part about this example is shown in Fig. 2.8. The dots show where $\eta$ is discontinuous and yet the $h(\eta) = \mathbb{E}(\xi | \eta)$ solution is equal to $\xi$ (i.e., matches
the diagonal). This illustrates the power of the orthogonal inner product technique, which does not need continuity or complex set-theoretic arguments to calculate solutions. By contrast, I urge you to consider Brzezniak’s solution to this problem which requires such methods.

Extending projection methods to random variables provides multiple ways for calculating solutions to conditional expectation problems. In this section, we also worked out corresponding simulations using a variety of Python modules. It is always advisable to have more than one technique at hand to cross-check potential solutions. We worked out some of the examples in Brzezniak’s book using our methods as a way to show multiple ways to solve the same problem. Comparing Brzezniak’s measure-theoretic methods to our less abstract techniques is a great way to get a handle on both concepts, which are important for advanced study in stochastic process.

### 2.6 Information Entropy

We are in a position to discuss information entropy. This will give us a powerful perspective on how information passes between experiments, and will prove important in certain machine learning algorithms.

There used to be a TV game show where the host would hide a prize behind one of three doors and the contestant would have to pick one of the doors. However, before opening the door of the contestant’s choice, the host would open one of the other doors and ask the contestant if she wanted to change her selection. This is the classic Monty Hall problem. The question is should the contestant stay with her original
choice or switch after seeing what the host has revealed? From the information theory perspective, does the information environment change when the host reveals what is behind one of the doors? The important detail here is that the host never opens the door with the prize behind it, regardless of the contestant’s choice. That is, the host knows where the prize is, but he does not reveal that information directly to the contestant. This is the fundamental problem information theory addresses—how to aggregate and reason about partial information. We need a concept of information that can accommodate this kind of question.

### 2.6.1 Information Theory Concepts

The Shannon information content of an outcome \( x \) is defined as,

\[
h(x) = \log_2 \frac{1}{P(x)}
\]

where \( P(x) \) is the probability of \( x \). The entropy of the ensemble \( X \) is defined to be the Shannon information content of

\[
H(X) = \sum_x P(x) \log_2 \frac{1}{P(x)}
\]

It is no accident that the entropy has this functional form as the expectation of \( h(x) \). It leads to a deep and powerful theory of information.

To get some intuition about what information entropy means, consider a sequence of three-bit numbers where each individual bit is equally likely. Thus, the individual information content of a single bit is \( h(x) = \log_2(2) = 1 \). The units of entropy are bits so this says that information content of a single bit is one bit. Because the three-bit number has elements that are mutually independent and equally likely, the information entropy of the three-bit number is \( h(X) = 2^3 \times \log_2(2^3)/8 = 3 \). Thus, the basic idea of information content at least makes sense at this level.

A better way to interpret this question is as how much information would I have to provide in order to uniquely encode an arbitrary three-bit number? In this case, you would have to answer three questions: Is the first bit zero or one? Is the second bit zero or one? Is the third bit zero or one? Answering these questions uniquely specifies the unknown three-bit number. Because the bits are mutually independent, knowing the state of any of the bits does not inform the remainder.

Next, let’s consider a situation that lacks this mutual independence. Suppose in a group of nine otherwise identical balls there is a heavier one. Furthermore, we also have a measuring scale that indicates whether one side is heavier, lighter, or equal to the other. How could we identify the heavier ball? At the outset, the information content, which measures the uncertainty of the situation is \( \log_2(9) \) because one of the nine balls is heavier. Figure 2.9 shows one strategy. We could arbitrarily select out
Fig. 2.9 One heavy ball is hidden among eight identical balls. By weighing groups sequentially, we can determine the heavy ball.

one of the balls (shown by the square), leaving the remaining eight to be balanced. The thick, black horizontal line indicates the scale. The items below and above this line indicate the counterbalanced sides of the scale.

If we get lucky, the scale will report that the group of four walls on either side of the balance are equal in weight. This means that the ball that was omitted is the heavier one. This is indicated by the hashed left-pointing arrow. In this case, all the uncertainty has evaporated, and the informational value of that one weighing is equal to \( \log_2(9) \). In other words, the scale has reduced the uncertainty to zero (i.e., found the heavy ball). On the other hand, the scale could report that the upper group of four balls is heavier (black, upward-pointing arrow) or lighter (gray, downward-pointing arrow). In this case, we cannot isolate the heavier ball until we perform all of the indicated weighings, moving from left-to-right. Specifically, the four balls on the heavier side have to be split by a subsequent weighing into two balls and then to one ball before the heavy ball can be identified. Thus, this process takes three weighings. The first one has information content \( \log_2(9/8) \), the next has \( \log_2(4) \), and the final one has \( \log_2(2) \). Adding all these up sums to \( \log_2(9) \). Thus, whether or not the heavier ball is isolated in the first weighing, the strategy consumes \( \log_2(9) \) bits, as it must, to find the heavy ball.

However, this is not the only strategy. Figure 2.10 shows another. In this approach, the nine balls are split up into three groups of three balls apiece. Two groups are weighed. If they are of equal weight, then this means the heavier ball is in the group that was left out (dashed arrow). Then, this group is split into two groups, with one element left out. If the two balls on the scale weigh the same, then it means the excluded one is the heavy one. Otherwise, it is one of the balls on the scale. The same process follows if one of the initially weighed groups is heavier (black upward-facing
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For this strategy, the balls are broken up into three groups of equal size and subsequently weighed (arrow) or lighter (gray lower-facing arrow). As before the information content of the situation is $\log_2(9)$. The first weighing reduces the uncertainty of the situation by $\log_2(3)$ and the subsequent weighing reduces it by another $\log_2(3)$. As before, these sum to $\log_2(9)$, but here we only need two weighings whereas the first strategy in Fig. 2.9 takes an average of $1/9 + 3 \times 8/9 \approx 2.78$ weighings, which is more than two.

Why does the second strategy use fewer weighings? To reduce weighings, we need each weighing to adjudicate equally probable situations as many times as possible. Choosing one of the nine balls at the outset (i.e., first strategy in Fig. 2.9) does not do this because the probability of selecting the correct ball is $1/9$. This does not create a equiprobable situation in the process. The second strategy leaves an equally probable situation at every stage (see Fig. 2.10), so it extracts the most information out of each weighing as possible. Thus, the information content tells us how many bits of information have to be resolved using any strategy (i.e., $\log_2(9)$ in this example). It also illuminates how to efficiently remove uncertainty; namely, by adjudicating equiprobable situations as many times as possible.

2.6.2 Properties of Information Entropy

Now that we have the flavor of the concepts, consider the following properties of the information entropy,

$$H(X) \geq 0$$

with equality if and only if $P(x) = 1$ for exactly one $x$. Intuitively, this means that when just one of the items in the ensemble is known absolutely (i.e., with $P(x) = 1$), the uncertainty collapses to zero. Also note that entropy is maximized when $P$ is uniformly distributed across the elements of the ensemble. This is illustrated in Fig. 2.11 for the case of two outcomes. In other words, information entropy is
maximized when the two conflicting alternatives are equally probable. This is the mathematical reason why using the scale in the last example to adjudicate equally probable situations was so useful for abbreviating the weighing process.

Most importantly, the concept of entropy extends jointly as follows,

\[
H(X, Y) = \sum_{x, y} P(x, y) \log_2 \frac{1}{P(x, y)}
\]

If and only if \(X\) and \(Y\) are independent, entropy becomes additive,

\[
H(X, Y) = H(X) + H(Y)
\]

### 2.6.3 Kullback-Leibler Divergence

Notions of information entropy lead to notions of distance between probability distributions that will become important for machine learning methods. The Kullback-Leibler divergence between two probability distributions \(P\) and \(Q\) that are defined over the same set is defined as,

\[
D_{KL}(P, Q) = \sum_{x} P(x) \log_2 \frac{P(x)}{Q(x)}
\]

Note that \(D_{KL}(P, Q) \geq 0\) with equality if and only if \(P = Q\). Sometimes the Kullback-Leibler divergence is called the Kullback-Leibler distance, but it is not formally a distance metric because it is asymmetrical in \(P\) and \(Q\). The Kullback-Leibler divergence defines a relative entropy as the loss of information if \(P\) is modeled
in terms of $Q$. There is an intuitive way to interpret the Kullback-Leibler divergence and understand its lack of symmetry. Suppose we have a set of messages to transmit, each with a corresponding probability $\{(x_1, P(x_1)), (x_2, P(x_2)), \ldots, (x_n, P(x_n))\}$. Based on what we know about information entropy, it makes sense to encode the length of the message by $\log_2 \frac{1}{P(x)}$ bits. This parsimonious strategy means that more frequent messages are encoded with fewer bits. Thus, we can rewrite the entropy of the situation as before,

$$H(X) = \sum_k P(x_k) \log_2 \frac{1}{P(x_k)}$$

Now, suppose we want to transmit the same set of messages, but with a different set of probability weights, $\{(x_1, Q(x_1)), (x_2, Q(x_2)), \ldots, (x_n, Q(x_n))\}$. In this situation, we can define the cross-entropy as

$$H_q(X) = \sum_k P(x_k) \log_2 \frac{1}{Q(x_k)}$$

Note that only the purported length of the encoded message has changed, not the probability of that message. The difference between these two is the Kullback-Leibler divergence,

$$D_{KL}(P, Q) = H_q(X) - H(X) = \sum_x P(x) \log_2 \frac{P(x)}{Q(x)}$$

In this light, the Kullback-Leibler divergence is the average difference in the encoded lengths of the same set of messages under two different probability regimes. This should help explain the lack of symmetry of the Kullback-Leibler divergence — left to themselves, $P$ and $Q$ would provide the optimal-length encodings separately, but there can be no necessary symmetry in how each regime would rate the informational value of each message ($Q(x_i)$ versus $P(x_i)$). Given that each encoding is optimal-length in its own regime means that it must therefore be at least sub-optimal in another, thus giving rise to the Kullback-Leibler divergence. In the case where the encoding length of all messages remains the same for the two regimes, then the Kullback-Leibler divergence is zero.  

### 2.7 Moment Generating Functions

Generating moments usually involves integrals that are extremely difficult to compute. Moment generating functions make this much, much easier. The moment generating function is defined as,

2The best, easy-to-understand presentation of this material is chapter four of Mackay’s text [7]. Another good reference is chapter four of [8].
\[ M(t) = \mathbb{E}(\exp(tX)) \]

The first moment is the mean, which we can easily compute from \( M(t) \) as,

\[
\frac{dM(t)}{dt} = \frac{d}{dt}\mathbb{E}(\exp(tX)) = \mathbb{E}\left(\frac{d}{dt}(\exp(tX))\right) = \mathbb{E}(X \exp(tX))
\]

Now, we have to set \( t = 0 \) and we have the mean,

\[ M^{(1)}(0) = \mathbb{E}(X) \]

continuing this derivative process again, we obtain the second moment as,

\[ M^{(2)}(t) = \mathbb{E}(X^2 \exp(tX)) \]

\[ M^{(2)}(0) = \mathbb{E}(X^2) \]

With this in hand, we can easily compute the variance as,

\[ \mathbb{V}(X) = \mathbb{E}(X^2) - \mathbb{E}(X)^2 = M^{(2)}(0) - M^{(1)}(0)^2 \]

**Example** Returning to our favorite binomial distribution, let’s compute some moments using SymPy.

```python
>>> import sympy as S
>>> from sympy import stats
>>> p,t = S.symbols('p t',positive=True)
>>> x=stats.Binomial('x',10,p)
>>> mgf = stats.E(S.exp(t*x))

Now, let’s compute the first moment (aka, mean) using the usual integration method and using moment generating functions,

```python
>>> print S.simplify(stats.E(x))
10*p
>>> print S.simplify(S.diff(mgf,t).subs(t,0))
10*p
```

Otherwise, we can compute this directly as follows,

```python
>>> print S.simplify(stats.moment(x,1)) # mean
10*p
>>> print S.simplify(stats.moment(x,2)) # 2nd moment
10*p*(9*p + 1)
```
In general, the moment generating function for the binomial distribution is the following,

\[ M_X(t) = (p(e^t - 1) + 1)^n \]

A key aspect of moment generating functions is that they are unique identifiers of probability distributions. By the uniqueness theorem, given two random variables \( X \) and \( Y \), if their respective moment generating functions are equal, then the corresponding probability distribution functions are equal.

**Example** Let’s use the uniqueness theorem to consider the following problem. Suppose we know that the probability distribution of \( X \) given \( U = p \) is binomial with parameters \( n \) and \( p \). For example, suppose \( X \) represents the number of heads in \( n \) coin flips, given the probability of heads is \( p \). We want to find the unconditional distribution of \( X \). Writing out the moment generating function as the following,

\[ \mathbb{E}(e^{tX}|U = p) = (pe^t + 1 - p)^n \]

Because \( U \) is uniform over the unit interval, we can integrate this part out

\[ \mathbb{E}(e^{tX}) = \int_0^1 (pe^t + 1 - p)^n dp \]

\[ = \frac{1}{n+1} \frac{e^{t(n+1)} - 1}{e^t - 1} \]

\[ = \frac{1}{n+1} (1 + e^t + e^{2t} + e^{3t} + \cdots + e^{nt}) \]

Thus, the moment generating function of \( X \) corresponds to that of a random variable that is equally likely to be any of the values 0, 1, \ldots, \( n \). This is another way of saying that the distribution of \( X \) is discrete uniform over \( \{0, 1, \ldots, n\} \). Concretely, suppose we have a box of coins whose individual probability of heads is unknown and that we dump the box on the floor, spilling all of the coins. If we then count the number of coins facing heads-up, that distribution is uniform.

Moment generating functions are useful for deriving distributions of sums of independent random variables. Suppose \( X_1 \) and \( X_2 \) are independent and \( Y = X_1 + X_2 \). Then, the moment generating function of \( Y \) follows from the properties of the expectation,

\[ M_Y(t) = \mathbb{E}(e^{tY}) = \mathbb{E}(e^{tX_1 + tX_2}) \]

\[ = \mathbb{E}(e^{tX_1})\mathbb{E}(e^{tX_2}) \]

\[ = M_{X_1}(t)M_{X_2}(t) \]
Example Suppose we have two normally distributed random variables, \( X_1 \sim \mathcal{N}(\mu_1, \sigma_1) \) and \( X_2 \sim \mathcal{N}(\mu_2, \sigma_2) \). We can save some tedium by exploring this in Sympy,

```python
>>> S.var('x:2',real=True)
(x0, x1)
>>> S.var('mu:2',real=True)
(mu0, mu1)
>>> S.var('sigma:2',positive=True)
(sigma0, sigma1)
>>> S.var('t',positive=True)
t
>>> x0=stats.Normal(x0,mu0,sigma0)
>>> x1=stats.Normal(x1,mu1,sigma1)
```

Programming Tip
The `S.var` function defines the variable and injects it into the global namespace. This is sheer laziness. It is more expressive to define variables explicitly as in `x = S.symbols('x')`. Also notice that we used the Greek names for the \( \mu \) and \( \sigma \) variables. This will come in handy later when we want to render the equations in the Jupyter/IPython notebook which understands how to typeset these symbols in \LaTeX{}. The `var('x:2')` creates two symbols, \( x_0 \) and \( x_1 \). Using the colon this way makes it easy to generate array-like sequences of symbols.

In the next block we compute the moment generating functions

```python
>>> mgf0=S.simplify(stats.E(S.exp(t*x0)))
>>> mgf1=S.simplify(stats.E(S.exp(t*x1)))
>>> mgfY=S.simplify(mgf0*mgf1)
```

The moment generating functions an individual normally distributed random variable is the following,

\[ e^{\mu_0 t + \frac{\sigma_0^2 t^2}{2}} \]

Note the coefficients of \( t \). To show that \( Y \) is normally distributed, we want to match the moment generating function of \( Y \) to this format. The following is the form of the moment generating function of \( Y \),

\[ M_Y(t) = e^{t(2\mu_0+2\mu_1+\sigma_0^2 t+\sigma_1^2 t)} \]

We can extract the exponent using Sympy and collect on the \( t \) variable using the following code,

```python
>>> S.collect(S.expand(S.log(mgfY)),t)
t**2*(sigma0**2/2 + sigmal**2/2) + t*(mu0 + mul)
```
Thus, by the uniqueness theorem, $Y$ is normally distributed with $\mu_Y = \mu_0 + \mu_1$ and $\sigma_Y^2 = \sigma_0^2 + \sigma_1^2$.

### Programming Tip

When using the Jupyter/IPython notebook, you can do `S.init_printing` to get the mathematical typesetting to work in the browser. Otherwise, if you want to keep the raw expression and to selectively render to LaTeX, then you can `from IPython.display import Math`, and then use `Math(S.latex(expr))` to see the typeset version of the expression.

### 2.8 Monte Carlo Sampling Methods

So far, we have studied analytical ways to transform random variables and how to augment these methods using Python. In spite of all this, we frequently must resort to purely numerical methods to solve real-world problems. Hopefully, now that we have seen the deeper theory, these numerical methods feel more concrete. Suppose we want to generate samples of a given density, $f(x)$, given we already can generate samples from a uniform distribution, $U[0, 1]$. How do we know a random sample $v$ comes from the $f(x)$ distribution? One approach is to look at how a histogram of samples of $v$ approximates $f(x)$. Specifically,

$$\mathbb{P}(v \in N_\Delta(x)) = f(x) \Delta x \quad (2.8.0.1)$$
which says that the probability that a sample is in some \( N_\Delta \) neighborhood of \( x \) is approximately \( f(x)\Delta x \). Figure 2.12 shows the target probability density function \( f(x) \) and a histogram that approximates it. The histogram is generated from samples \( v \). The hatched rectangle in the center illustrates Eq. 2.8.0.1. The area of this rectangle is approximately \( f(x)\Delta x \) where \( x = 0 \), in this case. The width of the rectangle is \( N_\Delta(x) \) The quality of the approximation may be clear visually, but to know that \( v \) samples are characterized by \( f(x) \), we need the statement of Eq. 2.8.0.1, which says that the proportion of samples \( v \) that fill the hatched rectangle is approximately equal to \( f(x)\Delta x \).

Now that we know how to evaluate samples \( v \) that are characterized by the density \( f(x) \), let’s consider how to create these samples for both discrete and continuous random variables.

### 2.8.1 Inverse CDF Method for Discrete Variables

Suppose we want to generate samples from a fair six-sided die. Our workhorse uniform random variable is defined continuously over the unit interval and the fair six-sided die is discrete. We must first create a mapping between the continuous random variable \( u \) and the discrete outcomes of the die. This mapping is shown in Fig. 2.13 where the unit interval is broken up into segments, each of length \( 1/6 \). Each individual segment is assigned to one of the die outcomes. For example, if \( u \in [1/6, 2/6) \), then the outcome for the die is 2. Because the die is fair, all segments on the unit interval are the same length. Thus, our new random variable \( v \) is derived from \( u \) by this assignment.

For example, for \( v = 2 \), we have,

\[
P(v = 2) = P(u \in [1/6, 2/6)) = 1/6
\]

where, in the language of the Eq. 2.8.0.1, \( f(x) = 1 \) (uniform distribution), \( \Delta x = 1/6 \), and \( N_\Delta(2) = [1/6, 2/6) \). Naturally, this pattern holds for all the other die outcomes in \( \{1, 2, 3, \ldots, 6\} \). Let’s consider a quick simulation to make this concrete. The following code generates uniform random samples and stacks them in a Pandas dataframe.

![Fig. 2.13](image-url) A uniform distribution random variable on the unit interval is assigned to the six outcomes of a fair die using these segments
import pandas as pd
import numpy as np
from pandas import DataFrame
u = np.random.rand(100)
df = DataFrame(data=u, columns=['u'])

The next block uses `pd.cut` to map the individual samples to the set \{1, 2, \ldots, 6\} labeled v.

```python
labels = [1, 2, 3, 4, 5, 6]
df['v'] = pd.cut(df.u, np.linspace(0, 1, 7), include_lowest=True, labels=labels)
```

This is what the dataframe contains. The v column contains the samples drawn from the fair die.

```python
>>> df.head()
   u     v
0 0.876426  6
1 0.360385  3
2 0.427294  3
3 0.833833  6
4 0.112139  1
```

The following is a count of the number of samples in each group. There should be roughly the same number of samples in each group because the die is fair.

```python
>>> df.groupby('v').count()
   u
v  
 1  8
 2  2
 3  0
 4  3
 5  5
 6  2
```

So far, so good. We now have a way to simulate a fair die from a uniformly distributed random variable.

To extend this to unfair die, we need only make some small adjustments to this code. For example, suppose that we want an unfair die so that \(P(1) = P(2) = P(3) = \frac{1}{12}\) and \(P(4) = P(5) = P(6) = \frac{1}{4}\). The only change we have to make is with `pd.cut` as follows,

```python
df['v'] = pd.cut(df.u, [0, 1/12, 2/12, 3/12, 2/4, 3/4, 1], include_lowest=True, labels=labels)
```

```python
>>> df.groupby('v').count() / df.shape[0]
   u
v  
 1 0.08
 2 0.10
 3 0.09
 4 0.23
 5 0.19
 6 0.31
```
where now these are the individual probabilities of each digit. You can take more than 100 samples to get a clearer view of the individual probabilities but the mechanism for generating them is the same. The method is called the inverse CDF method because the CDF (namely, [0, 1/12, 2/12, 3/12, 2/4, 3/4, 1]) in the last example has been inverted (using the `pd.cut` method) to generate the samples. The inversion is easier to see for continuous variables, which we consider next.

### 2.8.2 Inverse CDF Method for Continuous Variables

The method above applies to continuous random variables, but now we have to squeeze the intervals down to individual points. In the example above, our inverse function was a piecewise function that operated on uniform random samples. In this case, the piecewise function collapses to a continuous inverse function. We want to generate random samples for a CDF that is invertible. As before, the criterion for generating an appropriate sample \( v \) is the following,

\[
P(F(x) < v < F(x + \Delta x)) = F(x + \Delta x) - F(x) = \int_x^{x+\Delta x} f(u)du \approx f(x)\Delta x
\]

which is saying that the probability that the sample \( v \) is contained in a \( \Delta x \) interval is approximately equal to the density function, \( f(x)\Delta x \), at that point. Once again, the trick is to use a uniform random sample \( u \) and an invertible CDF \( F(x) \) to construct these samples. Note that for a uniform random variable \( u \sim U[0, 1] \), we have,

\[
P(x < F^{-1}(u) < x + \Delta x) = P(F(x) < u < F(x + \Delta x))
\]

\[
= F(x + \Delta x) - F(x)
\]

\[
= \int_x^{x+\Delta x} f(p)dp \approx f(x)\Delta x
\]

This means that \( v = F^{-1}(u) \) is distributed according to \( f(x) \), which is what we want.

Let’s try this to generate samples from the exponential distribution,

\[
f_\alpha(x) = \alpha e^{-\alpha x}
\]

which has the following CDF,

\[
F(x) = 1 - e^{-\alpha x}
\]

---

\(^3\text{Cumulative density function. Namely, } F(x) = P(X < x).\)
Fig. 2.14 The samples created using the inverse cdf method match the exponential reference distribution

and corresponding inverse,

\[ F^{-1}(u) = \frac{1}{\alpha} \ln \frac{1}{1-u} \]

Now, all we have to do is generate some uniformly distributed random samples and then feed them into \( F^{-1} \).

```python
>>> from numpy import array, log
>>> import scipy.stats
>>> alpha = 1. # distribution parameter
>>> nsamp = 1000 # num of samples
>>> # define uniform random variable
>>> u=scipy.stats.uniform(0,1)
>>> # define inverse function
>>> Finv=lambda u: 1/alpha*log(1/(1-u))
>>> # apply inverse function to samples
>>> v = array(map(Finv,u.rvs(nsamp)))
```

Now, we have the samples from the exponential distribution, but how do we know the method is correct with samples distributed accordingly? Fortunately, `scipy.stats` already has a exponential distribution, so we can check our work against the reference using a probability plot (i.e., also known as a quantile-quantile plot). The following code sets up the probability plot from `scipy.stats`.

```python
fig,ax=subplots()
scipy.stats.probplot(v,(1,),dist='expon',plot=ax)
```

Note that we have to supply an axes object (ax) for it to draw on. The result is Fig. 2.14. The more the samples line match the diagonal line, the more they match the reference distribution (i.e., exponential distribution in this case). You may also want to try `dist=norm` in the code above To see what happens when the normal distribution is the reference distribution.
2.8.3 Rejection Method

In some cases, inverting the CDF may be impossible. The rejection method can handle this situation. The idea is to pick two uniform random variables \( u_1, u_2 \sim U[ a, b ] \) so that

\[
P \left( u_1 \in N_\Delta(x) \cap u_2 < \frac{ f(u_1) }{ M } \right) \approx \frac{ \Delta x \ f(u_1) }{ b - a }\]

where we take \( x = u_1 \) and \( f(x) < M \). This is a two-step process. First, draw \( u_1 \) uniformly from the interval \([a, b]\). Second, feed it into \( f(x) \) and if \( u_2 < f(u_1) / M \), then you have a valid sample for \( f(x) \). Thus, \( u_1 \) is the proposed sample from \( f \) that may or may not be rejected depending on \( u_2 \). The only job of the \( M \) constant is to scale down the \( f(x) \) so that the \( u_2 \) variable can span the range. The efficiency of this method is the probability of accepting \( u_1 \) which comes from integrating out the above approximation,

\[
\int \frac{ f(x) }{ M(b-a) } \, dx = \frac{ 1 }{ M(b-a) } \int f(x) \, dx = \frac{ 1 }{ M(b-a) }
\]

This means that we don’t want an unnecessarily large \( M \) because that makes it more likely that samples will be discarded.

Let’s try this method for a density that does not have a continuous inverse.\(^4\)

\[
f(x) = \exp \left( -\frac{(x-1)^2}{2x} \right) (x+1)/12
\]

where \( x > 0 \). The following code implements the rejection plan.

```python
>>> import numpy as np
>>> x = np.linspace(0.001,15,100)
>>> f= lambda x: np.exp(-(x-1)**2/2./x)*(x+1)/12.
>>> fx = f(x)
>>> M=0.3 # scale factor
>>> u1 = np.random.rand(10000)*15 # uniform random samples scaled out
>>> u2 = np.random.rand(10000) # uniform random samples
>>> idx, = np.where(u2<=f(u1)/M) # rejection criterion
>>> v = u1[idx]
```

Figure 2.15 shows a histogram of the so-generated samples that nicely fits the probability density function. The title in the figure shows the efficiency, which is poor. It means that we threw away most of the proposed samples. Thus, even though there is nothing conceptually wrong with this result, the low efficiency must be fixed, as a practical matter. Figure 2.16 shows where the proposed samples were rejected. Samples under the curve were retained (i.e., \( u_2 < \frac{ f(u_1) }{ M } \)) but the vast majority of the samples are outside this umbrella.

\(^4\)Note that this example density does not exactly integrate out to one like a probability density function should, but the normalization constant for this is distracting for our purposes here.
The rejection method uses $u_1$ to select along the domain of $f(x)$ and the other $u_2$ uniform random variable decides whether to accept or not. One idea would be to choose $u_1$ so that $x$ values are coincidentally those that are near the peak of $f(x)$, instead of uniformly anywhere in the domain, especially near the tails, which are low probability anyway. Now, the trick is to find a new density function $g(x)$ to sample from that has a similar concentration of probability density. One way it to familiarize oneself with the probability density functions that have adjustable parameters and fast random sample generators already. There are lots of places to look and, chances are, there is likely already such a generator for your problem. Otherwise, the family of $\beta$ densities is a good place to start.

To be explicit, what we want is $u_1 \sim g(x)$ so that, returning to our earlier argument,

$$
P \left( u_1 \in N_\Delta(x) \land u_2 < \frac{f(u_1)}{M} \right) \approx g(x) \Delta x \frac{f(u_1)}{M}
$$
but this is not what we need here. The problem is with the second part of the logical \( \land \) conjunction. We need to put something there that will give us something proportional to \( f(x) \). Let us define the following,

\[
h(x) = \frac{f(x)}{g(x)}
\]

with corresponding maximum on the domain as \( h_{\text{max}} \) and then go back and construct the second part of the clause as

\[
P \left( u_1 \in N_\Delta(x) \land u_2 < \frac{h(u_1)}{h_{\text{max}}} \right) \approx g(x) \Delta x \frac{h(u_1)}{h_{\text{max}}} = \frac{f(x)}{h_{\text{max}}}
\]

Recall that satisfying this criterion means that \( u_1 = x \). As before, we can estimate the probability of acceptance of the \( u_1 \) as \( 1/h_{\text{max}} \).

Now, how to construct the \( g(x) \) function in the denominator of Eq. 2.8.3.1? Here’s where familiarity with some standard probability densities pays off. For this case, we choose the chi-squared distribution. The following plots the \( g(x) \) and \( f(x) \) (left plot) and the corresponding \( h(x) = f(x)/g(x) \) (right plot). Note that \( g(x) \) and \( f(x) \) have peaks that almost coincide, which is what we are looking for (Fig. 2.17).

```python
>>> ch = scipy.stats.chi2(4)  # chi-squared
>>> h = lambda x: f(x)/ch.pdf(x)  # h-function
```

Now, let’s generate some samples from this \( \chi^2 \) distribution with the rejection method.

```python
>>> hmax = h(x).max()
>>> u1 = ch.rvs(5000)  # samples from chi-square distribution
>>> u2 = np.random.rand(5000)  # uniform random samples
>>> idx = (u2 <= h(u1)/hmax)  # rejection criterion
>>> v = u1[idx]  # keep these only
```

Using the \( \chi^2 \) distribution with the rejection method results in throwing away less than 10\% of the generated samples compared with our prior example where we threw out at least 80\%. This is dramatically more efficient. Figure 2.18 shows

\[ h(x) = \frac{f(x)}{g(x)} \]

Fig. 2.17 The plot on the right shows \( h(x) = f(x)/g(x) \) and the one on the left shows \( f(x) \) and \( g(x) \) separately.
that the histogram and the probability density function match. For completeness, Fig. 2.19 shows the samples with the corresponding threshold $h(x)/h_{\text{max}}$ that was used to select them.

In this section, we investigated how to generate random samples from a given distribution, be it discrete or continuous. For the continuous case, the key issue was whether or not the cumulative density function had a continuous inverse. If not, we had to turn to the rejection method, and find an appropriate related density that we could easily sample from to use as part of a rejection threshold. Finding such a function is an art, but many families of probability densities have been studied over the years that already have fast random number generators.

The rejection method has many complicated extensions that involve careful partitioning of the domains and lots of special methods for corner cases. Nonetheless, all of these advanced techniques are still variations on the same fundamental theme we illustrated here [9, 10].

### 2.9 Useful Inequalities

In practice, few quantities can be analytically calculated. Some knowledge of bounding inequalities helps find the ballpark for potential solutions. This section discusses three key inequalities that are important for probability, statistics, and machine learning.
2.9.1 Markov’s Inequality

Let $X$ be a non-negative random variable and suppose that $E(X) < \infty$. Then, for any $t > 0$,

$$P(X > t) \leq \frac{E(X)}{t}$$

This is a foundational inequality that is used as a stepping stone to other inequalities. It is easy to prove. Because $X > 0$, we have the following,

$$E(X) = \int_{0}^{\infty} x f_x(x) \, dx = \int_{0}^{t} x f_x(x) \, dx + \int_{t}^{\infty} x f_x(x) \, dx$$

$$\geq \int_{t}^{\infty} x f_x(x) \, dx \geq t \int_{t}^{\infty} f_x(x) \, dx = t P(X > t)$$

The step that establishes the inequality is the part where the $\int_{0}^{t} x f_x(x) \, dx$ is omitted. For a particular $f_x(x)$ that may be concentrated around the $[0, t]$ interval, this could be a lot to throw out. For that reason, the Markov Inequality is considered a loose inequality, meaning that there is a substantial gap between both sides of the inequality. For example, as shown in Fig. 2.20, the $\chi^2$ distribution has a lot of its mass on the left, which would be omitted in the Markov Inequality. Figure 2.21 shows the two curves established by the Markov Inequality. The gray shaded region is the gap between the two terms and indicates that looseness of the bound (fatter shaded region) for this case.

Fig. 2.20 The $\chi^2_1$ density has much of its weight on the left, which is excluded in the establishment of the Markov Inequality
2.9 Useful Inequalities

Fig. 2.21  The shaded area shows the region between the curves on either side of the Markov Inequality

2.9.2  Chebyshev’s Inequality

Chebyshev’s Inequality drops out directly from the Markov Inequality. Let \( \mu = \mathbb{E}(X) \) and \( \sigma^2 = \mathbb{V}(X) \). Then, we have

\[
\mathbb{P}(|X - \mu| \geq t) \leq \frac{\sigma^2}{t^2}
\]

Note that if we normalize so that \( Z = (X - \mu)/\sigma \), we have \( \mathbb{P}(|Z| \geq k) \leq 1/k^2 \). In particular, \( \mathbb{P}(|Z| \geq 2) \leq 1/4 \). We can illustrate this inequality using Sympy statistics module,

```python
>>> import sympy
>>> import sympy.stats as ss
>>> t=sympy.symbols('t',real=True)
>>> x=ss.ChiSquared('x',1)

To get the left side of the Chebyshev inequality, we have to write this out as the following conditional probability,

\[
\mathbb{P}(|X - \mu| \geq t) = \mathbb{P}(x-1 > t,x>1)+\mathbb{P}(-(x-1) > t,x<1)
\]

This is because of certain limitations in the statistics module at this point in its development regarding the absolute value function. We could take the above expression, which is a function of \( t \) and attempt to compute the integral, but that would take a very long time (the expression is very long and complicated, which is why we did not print it out above). This is because Sympy is a pure-python module that does not utilize any C-level optimizations under the hood. In this situation, it’s better to use the built-in cumulative density function as in the following (after some rearrangement of the terms),
Fig. 2.22 The shaded area shows the region between the curves on either side of the Chebyshev Inequality.

```python
>>> w=(1-ss.cdf(x)(t+1))+ss.cdf(x)(1-t)
```

To plot this, we can evaluate it at a variety of \( t \) values by using the `subs` substitution method, but it is more convenient to use the `lambdify` method to convert the expression to a function.

```python
>>> fw=sympy.lambdify(t,w)
```

Then, we can evaluate this function using something like

```python
>>> map(fw,[0,1,2,3,4])
  [1.0,0.157299207050285,0.08326451666355039,0.0455002638635875,0.0253473186774682]
```

to produce the following Fig. 2.22.

**Programming Tip**

Note that we cannot use vectorized inputs for the `lambdify` function because it contains embedded functions that are only available in SymPy. Otherwise, we could have used `lambdify(t,fw,numpy)` to specify the corresponding functions in Numpy to use for the expression.

### 2.9.3 Hoeffding’s Inequality

Hoeffding’s Inequality is similar, but less loose, than Markov’s Inequality. Let \( X_1, \ldots, X_n \) be iid observations such that \( \mathbb{E}(X_i) = \mu \) and \( a \leq X_i \leq b \). Then, for any \( \epsilon > 0 \), we have
Fig. 2.23 This shows the Markov and Hoeffding bounds for the case of ten identically and uniformly distributed random variables.

\[ P(|\overline{X}_n - \mu| \geq \epsilon) \leq 2 \exp\left(-2n\epsilon^2/(b-a)^2\right) \]

where \( \overline{X}_n = \frac{1}{n} \sum^n X_i \). Note that we further assume that the individual random variables are bounded.

**Corollary** If \( X_1, \ldots, X_n \) are independent with \( P(a \leq X_i \leq b) = 1 \) and all with \( E(X_i) = \mu \). Then, we have

\[ |\overline{X}_n - \mu| \leq \sqrt{\frac{c}{2n} \log \frac{2}{\delta}} \]

where \( c = (b-a)^2 \). We will see this inequality again in the machine learning chapter. Figure 2.23 shows the Markov and Hoeffding bounds for the case of ten identically and uniformly distributed random variables, \( X_i \sim U[0, 1] \). The solid line shows \( P(|\overline{X}_n - 1/2| > \epsilon) \). Note that the Hoeffding Inequality is tighter than the Markov Inequality and that both of them merge when \( \epsilon \) gets big enough.

**References**

1. F. Jones, *Lebesgue Integration on Euclidean Space*, Jones and Bartlett Books in Mathematics (Jones and Bartlett, London, 2001)


Python for Probability, Statistics, and Machine Learning
Unpingco, J.
2016, XV, 276 p. 110 illus., 7 illus. in color., Hardcover
ISBN: 978-3-319-30715-2