2 PROPOSITIONS AND TRUTH ASSIGNMENTS

2.1 Introduction
In this chapter we shall look at statements with a very simple form and arguments about them which rely only on how we use words like ‘and’, ‘or’, ‘not’ and ‘implies’. We shall also look at the truth or falsity of the statements and the validity of arguments built up from them. It is best to give one or two examples. For instance, suppose that we are told that

‘the temperature outside is at most 20°C or the drains smell’

and believe this statement to be true. Suppose that the weather forecast for tomorrow predicts a temperature of over 20°C. Then we would predict that the drains will smell.

As another example, suppose that we are told about some function \( f: \mathbb{R} \rightarrow \mathbb{R} \) that

‘\( f \) is not differentiable or \( f \) is continuous’

and that we have the further piece of information that \( f \) is differentiable. Then from this information we can infer that \( f \) is continuous.

These arguments cover entirely different areas of experience, but at a certain level they have a common shape. The statement ‘the temperature outside is at most 20°C or the drains smell’ in the first argument is built up from two shorter statements

‘the temperature outside is at most 20°C’

and

‘the drains smell’

connected by the word ‘or’. The extra information that the statement ‘the temperature outside is over 20°C’ is true tells us that the statement ‘the temperature outside is at most 20°C’ is false, from which we can infer that ‘the drains smell’ will be true, using our understanding of the word ‘or’.

Similarly the statement ‘\( f \) is not differentiable or \( f \) is continuous’ is built up from the statements

‘\( f \) is not differentiable’

and

‘\( f \) is continuous’

by connecting them with ‘or’. And given the extra information that ‘\( f \) is differentiable’, so that the statement ‘\( f \) is not differentiable’ is false, our understanding of the word ‘or’ helps us infer that ‘\( f \) is continuous’.

We shall summarize the common feature of these two arguments that will particularly interest us in this chapter as follows. Using the letters \( p \) and \( q \) to

Indeed we call the word ‘or’ a connective as it connects shorter statements to produce a longer one.

The ‘not’ converts ‘\( f \) is differentiable’ into the longer statement ‘\( f \) is not differentiable’. We shall also describe ‘not’ as a connective and consider it in this chapter.
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stand for statements like ‘the drains smell’ and ‘$f$ is not differentiable’, if we believe the more complicated statement ‘$p$ or $q$’ to be true and the statement $p$ to be false, we can infer that $q$ is true.

There are other features of the arguments which are of interest. For instance, one might reasonably question whether the statement ‘the temperature outside is at most 20°C or the drains smell’ is actually true — it might be true for one person’s drains but not for somebody else’s — whereas anyone who has studied real analysis would know that for any function $f: \mathbb{R} \to \mathbb{R}$, the statement ‘$f$ is not differentiable or $f$ is continuous’ is always true. We shall refine our description of the common features of the argument to account for these factors by saying that

under any set of circumstances for which the statement ‘$p$ or $q$’ is true
and $p$ is false, then $q$ is true.

This is then something to do first with how a statement is built up from its component parts, here using ‘or’, and second how the truth of the statement depends on the truth of these component parts. It is nothing to do with the content of the statements for which $p$ and $q$ stand.

In this chapter we shall discuss a formal language within which we can build up more complicated statements from basic component propositions using symbols like $\lor$, $\land$, $\to$ to stand for connecting words, here respectively ‘or’, ‘and’, ‘implies’. The formal language will have construction rules to ensure that any such complicated expression is capable of being judged to be either true or false, given the truth or falsity of the component parts. For instance, we want to avoid the formal equivalent of expressions like ‘or the drains smell’: without some statement before the ‘or’, we would be reluctant to describe this as in a fit state to be pronounced true or false. These construction rules are described as the *syntax* of the language. The framework within which we give some sort of meaning to the formal statements and interpret them as true or false in a given set of circumstances is called the *semantics* of the language. After we have established the basic rules of the language and its interpretation, we shall move on to issues like when one statement is a consequence of others. This will lay the ground for the discussion of a formal proof system for such statements. We shall build on this later in the book when we discuss this idea of consequence for much richer languages involving predicates and quantifiers within which we can express some serious mathematical statements.

There might appear to be potential for confusion between the formal language we study and the language we use to discuss it. The language we use for this discussion is that of everyday mathematical discourse and is often described as the *metalanguage*. We hope that we won’t confuse the two sorts of language — usually the context will make it clear when we are talking about the formal language. However there will be strong links between the two levels of language. For instance, the formal rules for the use of the symbol $\land$ intended to represent the word ‘and’ will inevitably be based on how we use the word ‘and’ in everyday discourse. Also the desire to represent some part of everyday language in a formal way can force us to tie down how we use everyday language correctly.

What we are about to describe in this chapter, and indeed in the book as a whole, is a mathematical model of a fragment of natural language and argu-
ments using it, not capturing fully their richness and variety. The importance of the model resides in the richness of the resulting theory, its applicability to large tracts of mathematics and, historically, in giving a paradigm for more refined modern analyses of language and argument – indeed, it is the model used by virtually all mathematicians and users of logic. Our model will make some hard and fast decisions about how to use terms like ‘true’, ‘false’ and ‘or’ which could legitimately be challenged in terms of how well they model natural language. Your attitude as a reader and student should be to run with our decisions for the purposes of this book, and probably for all the mathematics you will ever do, but to have an open mind to well-reasoned objections to them!

2.2 The construction of propositional formulas

In this section we shall describe the formal language which we shall use to represent statements. The language will consist of some basic symbols and we shall give rules for combining these into more complicated expressions, giving what is called the syntax of the language. We shall describe the way in which we shall give meaning to the formal language, that is, give its semantics, in the following section. However, the syntax and semantics are, perhaps not surprisingly, intertwined, so that considerations of the semantics will influence the specification of the syntax.

We have already indicated that we shall use letters like \( p \) and \( q \) to stand for basic component propositions, like ‘the drains smell’ and ‘\( f \) is continuous’, and that we shall use symbols to stand for connectives like ‘or’ and ‘and’ to build more complicated propositions from these basic ones. The building process involves stringing together these symbols and letters. We need to be clear what is meant by a string of symbols. A **string** is a finite sequence of symbols. Furthermore, we normally specify the set of symbols which can be used to form a string and we shall do this soon. Just as in everyday language, we have to distinguish which strings of symbols represent anything to which we can usefully give a meaning. In most normal uses a string like \( )9\text{X7a}) \) would normally mean nothing and signify that some error has occurred, e.g. a cat has danced on a computer keyboard. For our purposes in this chapter, we will have particular requirements of a statement and this will have a knock-on effect on the strings of symbols in which we shall be interested. For instance, we want to represent statements for which it is meaningful to talk in terms of their truth or falsity. So we would want to exclude from our set of formal statements a string representing

‘I’ll go down to the shops and’

on the grounds that there’s something missing after the ‘and’, preventing us from deciding on its truth on the basis of the truth or falsity of its component parts. Just because we can **utter** the words in this string, we are not necessarily **stating** any idea. More subtly, we want to avoid ambiguity in our formal statements, as for instance with

‘it is snowing or the bus doesn’t come and I’ll be late for work’.

*The finiteness of the sequence is of considerable importance in this book. There are other contexts where it makes sense to allow strings to be infinite.*

*These are examples of how the intended meaning, the semantics, will influence the formal rules of the syntax.*
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The truth of this statement depends on whether its component parts are bracketed together as

‘it is snowing or the bus doesn’t come’ and ‘I’ll be late for work’

or

‘it is snowing’ or ‘the bus doesn’t come and I’ll be late for work’.

In the case when ‘it is snowing’ is true, but both ‘the bus doesn’t come’ and ‘I’ll be late for work’ are false, the first way of bracketing the components gives false while the second gives true. So without some form of bracketing (perhaps done by pausing or emphasis when speaking, or extra punctuation in writing) the original ‘statement’ is ambiguous, that is, it admits more than one interpretation. For the precision in mathematical argument which the framework of logic helps to achieve, such ambiguity has to be avoided and this is one of the features we shall build into our syntax.

Exercise 2.1

Which, if any, of the following statements is ambiguous?

(a) If it is snowing and the bus doesn’t come, then I’ll be late for work.
(b) If it is snowing then the bus doesn’t come and I’ll be late for work.

Solution

We think that (a) is unambiguous, but that (b) is possibly ambiguous. In the context of everyday life, we would normally interpret (b) as saying that ‘the bus doesn’t come’ and ‘I’ll be late for work’ are both consequences of ‘it is snowing’. But it is also possible as interpreting it as saying ‘if it is snowing then the bus doesn’t come’ and ‘I’ll be late for work’, so that I’ll be late for work regardless of whether it is snowing!

With considerations like these in mind, we shall define our formal statements as follows. First we shall specify the formal language, that is, the symbols from which strings can be formed. We shall always allow brackets – these will be needed to avoid ambiguity. We shall specify a set \( P \) of basic statements, called propositional variables. From these we can build more complex statements by joining statements together using brackets and symbols in a set \( S \) of connectives, which are going to represent ways of connecting statements to each other, like \( \lor \) for ‘or’ and other symbols mentioned earlier. We can take any symbols we like for the propositional variables, so long as these symbols don’t clash with those used for the brackets and the connectives. To make life easier, we shall adopt the following convention for the symbols we’ll use.

<table>
<thead>
<tr>
<th>Convention for variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>We shall normally use individual lower case letters like ( p, q, r, s, \ldots ) and subscripted letters like ( p_0, p_1, p_2, \ldots, p_n, \ldots ) for our propositional variables. Distinct letters or subscripts give us distinct symbols. When we don’t specify the set ( P ) of propositional variables in a precise way, we shall use ( p, q, r ) and so on to represent different members of the set.</td>
</tr>
</tbody>
</table>

Later in this chapter, we shall allow an extra sort of symbol called a propositional constant.

Use of symbols like these to represent variable quantities is, of course, very standard in normal mathematics.
Our formal version of statements, which we’ll call formulas, is given by the following definition.

**Definition Formula**

Let $P$ be a set of propositional variables and let $S$ be the set of connectives \{\&, \lor, \neg, \rightarrow, \leftrightarrow\}. A formula is a member of the set $\text{Form}(P, S)$ of strings of symbols involving elements of $P$, $S$ and brackets ( and ) formed according to the following rules.

(i) Each propositional variable is a formula.

(ii) If $\theta$ and $\psi$ are formulas, then so are

\[\neg \theta \quad (\theta \land \psi) \quad (\theta \lor \psi) \quad (\theta \rightarrow \psi) \quad (\theta \leftrightarrow \psi)\]

(iii) All formulas arise from finitely many applications of (i) and (ii).

If we use a different set $S$ of connectives, for instance just \{\lor, \rightarrow\}, then clause (ii) is amended accordingly to cover just these symbols.

The intended meanings of the connectives are as follows: \& will be interpreted by ‘and’, \lor by ‘or’, \neg by ‘not’, \rightarrow by ‘implies’ and \leftrightarrow by ‘if and only if’. With these intended meanings, you can see why clause (ii) of the definition uses \&, \lor, \rightarrow and \leftrightarrow to connect together two formulas, while \neg connects with only one. The brackets used in clause (ii) are a very important part of the definition, playing a crucial part in making it possible to interpret formulas in an unambiguous way.

Taking the set $P$ of propositional variables to be \{p, q, r\}, each of the following strings is a formula:

$q \quad (p \lor q) \quad \neg\neg(p \lor q) \quad (\neg p \land (q \rightarrow r)).$

Let’s check that each of these is a formula. The symbol $q$ is a propositional variable, so is a formula by clause (i) of the definition. Each of the symbols $p$ and $q$ are propositional variables and thus formulas by clause (i), so the string $(p \lor q)$ is a formula by clause (ii). A use of the $\neg \theta$ part of clause (ii), taking $\theta$ to be $(p \lor q)$, gives that $\neg(p \lor q)$ is a formula; and one more use of the $\neg \theta$ part of clause (ii), this time taking $\theta$ to be $\neg(p \lor q)$, gives that $\neg\neg(p \lor q)$ is a formula. Lastly, as $p, q, r$ are formulas, $\neg p$ is a formula by clause (ii), $(q \rightarrow r)$ is a formula by clause (ii), and so $(\neg p \land (q \rightarrow r))$ is a formula by clause (ii).

On the other hand, none of the following strings are formulas:

* (* is not an allowed symbol)

$\rightarrow$ (the only single symbol formulas consist of a propositional variable)

$q\neg$ (there’s nothing following the $\neg$)

$p \lor q$ (any formula using $\lor$ must also have some brackets)

$(\neg r \land q))$ (with just one $\land$ we can only have one pair of brackets.)

There are usually several reasons why a string fails to be a formula. In each case, we’ve just given a single one.

For these last two examples of non-formulas it is tempting to say that we know what they are supposed to represent, so let’s call them formulas. But they don’t conform to our strict rules – for many purposes in this book, you can’t promise a prize to anyone who spots us forgetting brackets in what we say is a formula. But please let the author know about it.
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should regard formulas as capable of being recognized and manipulated by a machine, and we shall keep the instructions for such a machine simple by careful use of brackets. These last two examples can be turned into formulas doubtless expressing correctly what was intended by suitable bracketing as

\[(p \lor q) \quad \text{and} \quad (\neg r \land q)\].

The use of brackets is a vital part of how we avoid ambiguity. We discussed earlier the ‘statement’

‘it is snowing or the bus doesn’t come and I’ll be late for work’.

A corresponding string is

\[(p \lor q \land r)\]

and this is not a formula, for instance because any formula containing one \(\lor\) and one \(\land\) would have to have two pairs of brackets (), rather than the one pair in the string. We discussed the two obvious ways of bracketing the statements ‘it is snowing’, ‘the bus doesn’t come’, ‘I’ll be late for work’ together, essentially as one of \(((p \lor q) \land r)\) and \((p \lor (q \land r))\). The moral is that brackets matter a lot.

Exercise 2.2

Explain why each of the following are formulas, taking the set \(P\) of propositional variables to include \(p, q, r, s\).

(a) \((r \leftrightarrow \neg s)\)
(b) \(((r \rightarrow q) \land (r \lor p))\)
(c) \(\neg\neg p\)

Exercise 2.3

Explain why each of the following is not a formula, taking the set \(P\) of propositional variables to include \(p, q\).

(a) \(p \leftrightarrow q\)
(b) \((p \& q)\)
(c) \(\neg(p)\)
(d) \((\neg p)\)
(e) \((p \land \lor q)\)

It’s all very well asking you to show that a short string of symbols is a formula – we hope that you had no problem doing this in the last exercise. But for a long string, we really do need something systematic. Likewise it is, we hope, obvious that strings like \((p \neg \neg)\) and \((p \land q \lor r)\) are not formulas. But can we nail down why they are not formulas in a way that will then cope with a long string? We will answer the important question of how one tests whether a string of symbols is a formula first at a fairly informal level and in greater detail later in the section.

Obviously our answer must take account of the definition of a formula.

If a string consists of just a single symbol, then the string is a formula precisely when this symbol is a propositional variable – no string in the sequence can
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be empty and if clause (ii) has been used, the resulting string consists of more
than one symbol.

When a string \( \phi \) contains more than one symbol, it can only be a formula if
it is one of the forms \( \neg \theta \), \( (\theta \land \psi) \), \( (\theta \lor \psi) \), \( (\theta \rightarrow \psi) \), \( (\theta \leftrightarrow \psi) \), for some shorter
strings \( \theta, \psi \) (which of course also have to be formulas). Whichever of the forms
\( \phi \) is, the connective that you can see written down in the list we’ve just given,
rather than any connectives that are hidden within the strings \( \theta \) and \( \psi \), is
given a special name, the principal connective of \( \phi \).

If \( \neg \) is the principal connective, this would easily be identified by seeing it at
the front (i.e. lefthand end) of the string; and that’s the only circumstance
under which \( \neg \) can be the principal connective. If it is one of the other
connectives, one way by which the principal connective can be identified is by
looking at brackets. Each appearance of one of \( \land, \lor, \rightarrow \) and \( \leftrightarrow \) brings with
it a pair of brackets \((\ldots)\). Brackets give vital information about the way a
formula has been constructed and constrain which strings can be formulas. For
instance, it is pretty obvious that any formula contains an equal number of left
brackets (and right brackets), so that any string for which this fails cannot
be a formula. A special property of brackets which identifies the principal
connective when it is one of \( \land, \lor, \rightarrow \) and \( \leftrightarrow \) can be expressed in terms of the
number of brackets to its left. For each occurrence of these connectives, we
look at

the number of (‘s to its left minus the number of )’s to its left.

For instance, in the formula

\[
((p \land r) \rightarrow (\neg q \lor r)),
\]

this ‘left minus right bracket count’ for the \( \land \) is 2, for the \( \lor \) near the righthand
end is also 2, and for the \( \rightarrow \), which is the principal connective, is 1. What
distinguishes the principal connective when it is one of \( \land, \lor, \rightarrow \) and \( \leftrightarrow \) is that
its ‘left minus right bracket count’ equals 1, which accords with our example.

As another example, in the formula

\[
\neg((p \rightarrow \neg(r \lor q)) \rightarrow p)
\]

the ‘left minus right bracket count’ of the leftmost occurrence \( \rightarrow \) is 2, for
the \( \lor \) it’s 3, and for the rightmost occurrence of \( \rightarrow \), which is the principal
connective, it’s indeed 1.

Actually, it can be shown that for formulas with more than one symbol whose
principal connective isn’t \( \neg \), there is exactly one connective with ‘left minus
right bracket count’ equal to 1, which helps show that strings like

\[
p \land q \quad \text{and} \quad (p \land q \lor r)
\]

aren’t formulas. For the string \( p \land q \) there is no connective for which the ‘left
minus right bracket count’ equals 1, while for \( (p \land q \lor r) \) this equals 1 for more
than one connective, both the \( \land \) and the \( \lor \).

A very sketchy description of an algorithm for checking a string of symbols to
see whether it is a formula is as follows.

The length of a string will be very
important when proving results
about those strings which are
formulas.
Look to see if it has a principal connective. If so, split it into the appropriate shorter string(s) and repeat the process: look for the principal connective for each of these shorter string(s) and split them up accordingly, and so on. In this way we analyse successively shorter and simpler strings until we reach strings consisting of just a single propositional variable – the shortest legal sort of string. If we don’t trip up at any stage of the process, e.g. by failing to find a principal connective, and every analysis gets down to a propositional variable, our initial string was indeed a formula. In any other case, it was not a formula.

Let’s illustrate the process for the string \((\neg p \lor ((p \land q) \rightarrow \neg r))\), which you can probably see is a formula, by the following diagram.

\[
\begin{array}{c}
\neg p \\
p \\
\hline
(p \land q) \rightarrow \neg r \\
p \\
q \\
r
\end{array}
\]

A diagram like this is called a *tree*, even though you might think that it looks like an upside-down tree! The string we are analysing is placed at the top of the diagram. The branches of the tree go downwards and it is no coincidence that, as our string is actually a formula, each branch ends with a propositional variable. How do we construct the tree? We first write down our original string \((\neg p \lor ((p \land q) \rightarrow \neg r))\) and attempt to locate its principal connective. If we find a candidate, then what we do next depends on whether it’s one of \{\&, \lor, \rightarrow, \leftrightarrow\} or it’s \neg. In this case it’s \lor, one of the first sort, so under the original string we write the two separate substrings which, when joined together with \lor and a pair of outer brackets added, give the original string – here, these are the strings \neg p and \((p \land q) \rightarrow \neg r\). This gives the first stage of the diagram:

\[
\begin{array}{c}
\neg p \\
(p \land q) \rightarrow \neg r \\
\end{array}
\]

We join the top string to each of these smaller strings with a line to give a sense of them flowing directly from the top string. We repeat the process for each of these shorter strings. One of them begins with a \neg, so there’s just the one string, namely \p to write underneath it; and this is a propositional variable, so this (upside-down!) branch of the tree has successfully stopped at a propositional variable. The diagram now looks like
We now do the analysis of the other string \((p \land q) \rightarrow \neg r\), finding its principal connective to be the \(\rightarrow\), and we hope that by now you can see how we obtained the full diagram.

**Exercise 2.4**

Construct a similar sort of tree for each of the following strings.

(a) \(\neg(\neg p \leftrightarrow r)\)
(b) \(((p \land r) \rightarrow (\neg p \leftrightarrow q))\)
(c) \(\neg((\neg r \lor (r \land \neg p)) \leftrightarrow \neg \neg \neg q)\)

**Solution**

(a)

(b) Not given.
(c) Not given.

As we have already observed, in this sort of diagram the constituent parts all are formulas and the branches all end with a propositional variable. It is helpful to have a name for these constituent parts: we call them *subformulas* of the original formula. More formally, we have the following definition.
Definition Subformula

For all formulas $\phi$, their subformulas are defined as follows, exploiting the construction rules for formulas.

1. If $\phi$ is atomic, then $\phi$ is the only subformula of itself.
2. If $\phi$ is of the form $\neg \psi$, then the subformulas of $\phi$ are $\phi$ and all subformulas of $\psi$.
3. If $\phi$ is one of the forms ($\theta \land \psi$), ($\theta \lor \psi$), ($\theta \rightarrow \psi$) and ($\theta \leftrightarrow \psi$), then the subformulas of $\phi$ are $\phi$, all subformulas of $\theta$ and all subformulas of $\psi$.

So the subformulas of ($\neg p \lor ((p \land q) \rightarrow \neg r)$) are

$(\neg p \lor ((p \land q) \rightarrow \neg r))$, $\neg p$, $p$, $((p \land q) \rightarrow \neg r)$,

$(p \land q)$, $q$, $\neg r$, $r$.

Note that $p$ occurs as a subformula in more than one place in the original formula, but we need only list it once as a subformula.

Exercise 2.5

Give the subformulas of each of the following formulas (which appeared in Exercise 2.4).

(a) $\neg (\neg p \leftrightarrow r)$
(b) $((p \land r) \rightarrow (\neg p \leftrightarrow q))$
(c) $\neg ((\neg r \lor (r \land \neg p)) \leftrightarrow \neg \neg q)$

We shall now tighten up on some of the details of our sketchy algorithm. First we shall look at an example of how to prove certain sorts of result about formulas, in particular the result that any formula $\phi$ contains an equal number of left brackets ( and right brackets ). Although we hope that this is somehow obvious from clause (ii) of the definition of a formula, it is instructive to see how to justify it in a more formal way – we shall need this style of argument several times later in the book to justify much less obvious results about formulas! Our challenge here is to prove something about all formulas $\phi$, however complex and long they are. The way we shall proceed is by mathematical induction on the length of $\phi$. There are several sensible measures of the length of a formula $\phi$, for instance the total number of symbols in it or the height (that is, length of the longest branch) in its construction tree. Our preferred measure of length is the number of occurrences of connectives in $\phi$, so that the length of the formula

$((q \land \neg r) \land (p \lor (r \rightarrow \neg q)))$

is 7 (consisting of 3 $\neg$s, 2 $\land$s, 1 $\lor$ and 1 $\rightarrow$). The smallest possible length of a formula is then 0, when $\phi$ is just a propositional variable $p$, for some $p$ – the definition of formula allows no other possibility.

The structure of this sort of proof is as follows. Show first that the result holds for all formulas of length 0 – the basis of the induction. Then we do the
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inductive step: assume that the result holds for all formulas of the given type with length \( \leq n \) – this is the induction hypothesis for \( n \) – and from this show that it holds for all formulas of length \( \leq n + 1 \). As we are assuming that the hypothesis holds for all formulas of length \( \leq n \), this boils down to showing that the hypothesis holds for formulas whose length is exactly \( n + 1 \). By the principle of mathematical induction the hypothesis then holds for formulas of all lengths, i.e. all formulas.

Let us now use this method of proof to establish the following theorem about brackets.

**Theorem 2.1**

Any formula \( \phi \) contains an equal number of left brackets ( and right brackets ).

**Proof**

Our induction hypothesis is that all formulas of length \( \leq n \) contain an equal number of left and right brackets.

If \( \phi \) is a formula of length 0, it can only be a propositional variable, thus containing an equal number, namely zero, of left and right brackets. Thus the hypothesis holds for \( n = 0 \).

Now suppose that the result holds for all formulas of length \( \leq n \). To show from this that the result holds for all formulas of length \( \leq n + 1 \), all that is needed is to show that it holds for formulas of length \( n + 1 \), as those of shorter length are already covered by the induction hypothesis for \( n \). So let \( \phi \) be such a formula of length \( n + 1 \). As \( \phi \) has at least one connective, it cannot be simply a propositional variable, so must be a formula by an application of clause (ii) in the definition of formula, that is, it must be of one of the five forms

\[
\neg \theta, \quad (\theta \land \psi), \quad (\theta \lor \psi), \quad (\theta \rightarrow \psi), \quad (\theta \leftrightarrow \psi)
\]

where \( \theta \) and \( \psi \) are formulas. We must deal with each of these possible forms.

In all five cases, as \( \phi \) has \( n + 1 \) connectives, \( \theta \) and \( \psi \) have at most \( n \) connectives, so that the inductive hypothesis will apply to them.

**Case: \( \phi \) is of the form \( \neg \theta \)**

As \( \theta \) has length \( n \), by the induction hypothesis \( \theta \) contains an equal number, say \( k \), of left and right brackets. The formation of the string \( \neg \theta \) from \( \theta \) doesn’t add further brackets, so that this form of \( \phi \) also contains an equal number, namely \( k \), of left and right brackets.

**Case: \( \phi \) is of the form \( (\theta \land \psi) \)**

As both \( \theta \) and \( \psi \) have length \( \leq n \), by the induction hypothesis \( \theta \) contains an equal number, say \( k \), of left and right brackets, while \( \psi \) contains an equal number, say \( j \), of left and right brackets. The formation of the string \( (\theta \land \psi) \) from \( \theta \) and \( \psi \) adds an extra left bracket and an extra right bracket to those in \( \theta \) and \( \psi \), so that this form of \( \phi \) contains an equal number, namely \( k + j + 1 \), of left and right brackets.

You might like to think why our induction hypothesis isn’t simply that the result holds for all formulas of length exactly equal to \( n \), rather than \( \leq n \). The reason for this will become clear soon!
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It can be shown that the result holds for $\phi$ of each of the three remaining forms, completing the inductive step. It follows by mathematical induction that the result holds for all $n \geq 0$, that is for all formulas.

**Exercise 2.6**

Fill in the gaps in inductive step of the proof above for the cases when $\phi$ is of one of the forms $(\theta \lor \psi)$, $(\theta \rightarrow \psi)$, $(\theta \leftrightarrow \psi)$.

**Solution**

We hope that this is seen as essentially trivial, simply replacing the $\land$ in the argument for the case when $\phi$ is of the form $(\theta \land \psi)$ by, respectively, $\lor$, $\rightarrow$ and $\leftrightarrow$. In all but the most fastidious circles, one would merely complete the proof given above of the theorem by saying that the other cases are similar to that of $(\theta \land \psi)$!

**Exercise 2.7**

(a) Use mathematical induction on the length of a formula to show that the number of occurrences of the symbol $\land$ in a formula $\phi$ is less than or equal to the number of left brackets ( in the formula.

(b) Does the result of part (a) hold for the symbol $\neg$? Justify your answer.

We shall now describe a more comprehensive algorithm for checking whether a string of symbols is a formula. For simplicity in most of the rest of the section, we shall suppose that the language used involves only two propositional variables $p$ and $q$, the connective $\land$ and brackets. It is very straightforward to extend our algorithm to cope with richer languages. There are several possible algorithms and we shall go for one which treats the brackets as the crucial component. Consider the following string, which is a formula:

$$(((p \land q) \land p) \land (q \land p)).$$

By Theorem 2.1, the number of left brackets in a formula equals the number of right brackets. We can check this for the formula above by moving along the string from left to right keeping a count of the difference between the numbers of left and right brackets in the following way. Start at the lefthand end of the string with the count at 0. Whenever we meet a left bracket, we add 1 to the count. When we meet a right bracket, we subtract 1 from the count. In this way we associate a number with each bracket in the string, as follows:

$$\begin{array}{cccc}
1 & 2 & 3 & 2 \\
1 & 2 & 1 & 2 \\
1 & 0 & &
\end{array}$$

We shall call the number associated with each bracket in this way its *bracket count*. The final bracket has bracket count 0, which confirms that the number of left brackets equals the number of right brackets, as we would expect for a formula. Furthermore, the bracket count is greater than zero for any bracket before this final one, where it is 0. These properties apply to all formulas, not just this one, and can be proved using mathematical induction on the length of formulas. Of course, these properties by themselves don’t ensure that the string is a formula.

Recall that our preferred measure of length of a formula is the number of occurrences of connectives in it.

An undercurrent in the development of the subject is whether there is an algorithm for generating true statements of mathematics. For this to be remotely feasible, we need an algorithm for checking whether a string of symbols is a statement, hence our interest in this algorithm for a very simple language.

E.g. consider the string

$$p$$

$$\begin{array}{c}
1 \\
0
\end{array}$$
Another important feature of the bracket count is that it helps identify which occurrence of the connective $\land$ is the principal connective of the formula. In our example, observe that the principal connective happens to follow a bracket with a count of 1. This is not a coincidence. In any formula in our restricted language containing at least one occurrence of $\land$, there will be \textit{exactly one} occurrence which follows a bracket with a count of 1 and this will be the principal connective. This principle works for the further example

$$g \land ((p \land p) \land q)$$

where the relevant bracket is a left bracket ($($ rather than a right bracket $)$) as in our first example. Let’s try to explain informally why the principle holds in general.

A formula containing an $\land$ will be of the form $(\phi \land \psi)$, where the $\land$ which is the principal connective is the one that we can see between the $\phi$ and the $\psi$ – these subformulas might, of course, contain other occurrences of $\land$. If the first subformula $\phi$ contains brackets, then its bracket count is greater than zero for any bracket before its final one, where the count is 0. Thus in the formula $(\phi \land \psi)$, which has an extra left bracket at its lefthand end, all the bracket counts for the subformula $\phi$ increase by 1. That means that the bracket count for $(\phi \land \psi)$ looks something like this:

$$((\phi \land \psi))$$

It starts by going straight from 1 to 2 as $\phi$ is entered. It then first goes back to 1 at the final bracket of $\phi$, just before the principal connective, as required. If the subformula $\psi$ contains brackets, the bracket counts increase – all the counts for $\psi$ on its own also increase by 1, so the count for $(\phi \land \psi)$ only gets back to 1 at the final bracket of $\psi$, which is then followed by the final bracket of $(\phi \land \psi)$.

We leave it to you to think about the cases when one or both of $\phi$ and $\psi$ contain no brackets, meaning that it is simply a propositional variable.

The algorithm will then be as follows, starting with the string which one wishes to test to see whether it is a formula. At any stage when the algorithm declares that the string is a formula, the process halts. Similarly it halts when the algorithm declares that the string is not a formula.

(i) Test the lefthand symbol of the string.
    
    (a) If it is one of $p$ and $q$, check if this is the only character in the string. If this is so, the string is a formula; if not, then it isn’t a formula.
    
    (b) If it is $\land$ or a right bracket $)$, then the string isn’t a formula.
    
    (c) If it is a left bracket $($, then proceed to step (ii).
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(ii) Check whether the string ends in a right bracket ). If not, the string is not a formula. Otherwise proceed to step (iii).

(iii) Compute the bracket count. Moving along the string from left to right, locate the first occurrence of ∧ following a bracket with count 1. If there is no such occurrence of ∧, the string is not a formula. Otherwise, proceed to step (iv).

(iv) Use this occurrence of ∧ to split the string into two substrings: one consisting of all the symbols to the left of the ∧ except for the initial left bracket ( and the other consisting of all the symbols to the right of the ∧ except for the final right bracket ).

(v) Now apply the algorithm starting with (i) to both of these substrings. If both substrings are formulas, then the string is a formula.

Note that at stage (v), the substrings are shorter than the original (finite!) string, so that the algorithm will stop with a result after a finite number of steps.

Exercise 2.8
How does our algorithm detect the case when there are two occurrences of ∧ which follow a bracket count of 1?

Exercise 2.9
Adapt our algorithm for strings built up using the propositional variables p, q and the connective ∧ so that it tests strings which might also include the connective ¬.

Now that we have a definition of formula, we can look at how to interpret formulas and discuss their truth or falsity in an interpretation. This is the subject of the next section.

Further exercises

Exercise 2.10
Show that in all formulas θ built up using the propositional variables p, q and the connective ∧, the bracket count is greater than zero for any bracket of θ before its final one where the count is 0.

Exercise 2.11
Suppose that formula φ is built up using only ∧ and ∨ and has connective length n. What can you say about the number of subformulas of φ? What can be said if φ might include the connective ¬ as well as ∧, ∨?

Exercise 2.12
Show that in all formulas θ built up using the propositional variables p and q using the connective ∧ and containing at least one occurrence of ∧, there is exactly one occurrence of ∧ which follows a bracket with a count of 1.
2.3 The interpretation of propositional formulas

We shall now describe how to give meaning to the formal language, giving what is called its semantics. Recall that we introduced the simplest (shortest!) sort of formula, a propositional variable, by saying that it was intended to stand for a basic component proposition, like ‘f is a continuous function’. In normal mathematics, the truth of this will depend on whether the f we are given is indeed a continuous function and, for that matter, what we mean by a continuous function. But for propositional calculus, this level of detail of how a propositional variable is interpreted is much greater than we shall need in this chapter. For purposes like deciding whether one statement or formula is a consequence of others within the propositional calculus, all we shall need to know about each propositional variable is whether, in a particular set of circumstances, it is true or false. Once we have specified how to interpret the connectives, we can then say how the truth or falsity of more complicated formulas depends on that of the propositional variables, which are the basic building blocks. This in turn will allow us to say whether one formula is a consequence of others.

Hidden in the preamble above and implicit in earlier discussions in the book is an important decision. Under a given set of circumstances, a statement is either true or false – one or the other, and no sort of half-truth in between. We hope that this seems perfectly reasonable. In everyday mathematics, a statement like ‘f is a continuous function’ is just one of true or false, depending on the f we are given. However, there are circumstances where it might make sense to describe the truth of a statement in a less black and white way, for instance giving a probability that the statement is true; and one of the ways in which you could extend your knowledge beyond this book is by learning about other ways of analysing what is meant by truth. For the rest of this book, our standard measure of the truth of a statement will be in terms of the two distinct values ‘true’ and ‘false’. We shall describe each of these as a truth value and abbreviate them by T for ‘true’ and F for ‘false’. So the set of truth values is the two element set \{T, F\}.

We have talked informally about knowing whether, in a particular set of circumstances, each propositional variable is true or false. More formally and elegantly, this set of circumstances is a function v: P \rightarrow \{T, F\}, where P is the set of propositional variables in our language. The function v gives a truth value to each propositional variable in P, thus describing the set of circumstances. We will explain how to extend such a function v so that it assigns a truth value to each formula built up from P using connectives in a set S – the function so obtained will be called a truth assignment. A key step is to specify how to interpret the connectives. For each of these, we shall explain how the truth of a formula \phi with it as principal connective depends on the truth of the subformulas it connects to form \phi. We shall look at each of the connectives introduced so far in the book, namely \neg, \land, \lor, \rightarrow and \leftrightarrow, the intended meanings of which we have already said are, respectively, ‘not’, ‘and’, ‘or’, ‘implies’ and ‘if and only if’.

We shall be much more interested in what each basic proposition expresses when we look at the predicate calculus.
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\(\neg\) (negation)

A formula of the form \(\neg \theta\) for some formula \(\theta\) with principal connective \(\neg\) is called the negation of \(\theta\). We shall specify how its truth value is to be related to the truth value of \(\theta\). As our intended way of interpreting \(\neg\) is as ‘not’, we want \(\neg \theta\) to have the value \(F\) (false) when \(\theta\) has the value \(T\) (true) and the value \(T\) when \(\theta\) has the value \(F\), i.e. \(\neg \theta\) will have the opposite value to that assigned to \(\theta\). We can summarize this by the following table.

<table>
<thead>
<tr>
<th>(\theta)</th>
<th>(\neg \theta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T)</td>
<td>(F)</td>
</tr>
<tr>
<td>(F)</td>
<td>(T)</td>
</tr>
</tbody>
</table>

\(\land\) (conjunction)

A formula of the form \((\theta \land \psi)\) for some formulas \(\theta, \psi\) with principal connective \(\land\) is called the conjunction of \(\theta\) and \(\psi\). Each of the formulas \(\theta\) and \(\psi\) is called a conjunct of \((\theta \land \psi)\). Our intended way of interpreting \(\land\) is as ‘and’, so we shall assign \((\theta \land \psi)\) the value ‘true’ exactly when both \(\theta\) and \(\psi\) are assigned the value ‘true’. We can summarize this by the following table.

<table>
<thead>
<tr>
<th>(\theta)</th>
<th>(\psi)</th>
<th>((\theta \land \psi))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T)</td>
<td>(T)</td>
<td>(T)</td>
</tr>
<tr>
<td>(T)</td>
<td>(F)</td>
<td>(F)</td>
</tr>
<tr>
<td>(F)</td>
<td>(T)</td>
<td>(F)</td>
</tr>
<tr>
<td>(F)</td>
<td>(F)</td>
<td>(F)</td>
</tr>
</tbody>
</table>

This sort of table, giving the truth values of a formula constructed from some of its subformulas for all possible combinations of truth values of these subformulas, is called a truth table. Here the formula \((\theta \land \psi)\) is given in terms of the subformulas \(\theta\) and \(\psi\). There are four combinations of truth values for \(\theta\) and \(\psi\), so this truth table has 4 rows. Our earlier table for negation gave the truth values of \(\neg \theta\) in terms of the values of the subformula \(\theta\), so this truth table only required 2 rows.

\(\lor\) (disjunction)

A formula of the form \((\theta \lor \psi)\) for some formulas \(\theta, \psi\) with principal connective \(\lor\) is called the disjunction of \(\theta\) and \(\psi\). Each of the formulas \(\theta\) and \(\psi\) is called a disjunct of \((\theta \lor \psi)\). Our intended way of interpreting \(\lor\) is as ‘or’, but unlike ‘not’ and ‘and’ earlier, we run into the problem that there is more than one way of using ‘or’ in English. One way, called the exclusive ‘or’, makes \((\theta \lor \psi)\) true when exactly one of \(\theta\) and \(\psi\) is true – the truth of one of them excludes the truth of the other. For instance, many restaurants offer a fixed price menu with a choice of dishes for each course. The choice for each course is to be read as a disjunction with the exclusive use of ‘or’ – you can have any one of the soup, terrine and prawn cocktail, but only one. Another use of ‘or’ is in what is called an inclusive way, where \((\theta \lor \psi)\) is true when one or both of \(\theta\) and \(\psi\) are true. For instance, a common sort of argument in maths is along the lines of ‘if \(x\) or \(y\) are even integers, then \(xy\) is even’, where ‘\(x\) or \(y\) are even’ includes the case that both \(x\) and \(y\) are even. Because this way of using
'or' is pretty well standard in mathematics, we shall choose to interpret $\lor$ in the *inclusive* way, as given by the following truth table.

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$\psi$</th>
<th>$(\theta \lor \psi)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>$T$</td>
<td>$T$</td>
</tr>
<tr>
<td>$T$</td>
<td>$F$</td>
<td>$T$</td>
</tr>
<tr>
<td>$F$</td>
<td>$T$</td>
<td>$T$</td>
</tr>
<tr>
<td>$F$</td>
<td>$F$</td>
<td>$F$</td>
</tr>
</tbody>
</table>

$\rightarrow$ (implication)

A formula of the form $(\theta \rightarrow \psi)$ for some formulas $\theta, \psi$ with principal connective $\rightarrow$ is called an *implication*. Our intended way of interpreting $\rightarrow$ is as 'implies', or 'if ... then', which suggests some of the rows of the truth table in the following rather backhanded way. In normal use of 'if ... then' in English, from being told that 'if $\theta$ then $\psi$' is true and that $\theta$ is true, we would expect $\psi$ to be true. Likewise if we are told that $\theta$ is true and $\psi$ is false, then 'if $\theta$ then $\psi$' would have to be false. This then settles two of the rows of the truth table, as follows:

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$\psi$</th>
<th>$(\theta \rightarrow \psi)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>$T$</td>
<td>$T$</td>
</tr>
<tr>
<td>$T$</td>
<td>$F$</td>
<td>$F$</td>
</tr>
<tr>
<td>$F$</td>
<td>$T$</td>
<td>?</td>
</tr>
<tr>
<td>$F$</td>
<td>$F$</td>
<td>?</td>
</tr>
</tbody>
</table>

It may not be immediately obvious from normal English how to fill in the remaining two rows of the table, covering the cases where $\theta$ is false. It is a constraint of the process of making a simple model of this fragment of natural language and argument that we have to make some sort of decision about the truth value of $(\theta \rightarrow \psi)$ when $\theta$ is false, and our decision is to make $(\theta \rightarrow \psi)$ true on these rows, giving the following truth table.

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$\psi$</th>
<th>$(\theta \rightarrow \psi)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>$T$</td>
<td>$T$</td>
</tr>
<tr>
<td>$T$</td>
<td>$F$</td>
<td>$F$</td>
</tr>
<tr>
<td>$F$</td>
<td>$T$</td>
<td>$T$</td>
</tr>
<tr>
<td>$F$</td>
<td>$F$</td>
<td>$T$</td>
</tr>
</tbody>
</table>

The decision we have taken about the bottom two rows in this table is consistent with the way we handle implication in everyday mathematics. We frequently state theorems in the form ‘if ... then’, for instance the following theorem:

‘for all $x \in \mathbb{R}$, if $x > 2$, then $x^2 > 4$’.

We hope that this result strikes you not only as correct (which it is!) but as a familiar way of expressing a host of mathematical results using ‘if ... then’. Given that we regard this result as true, we must surely also regard

‘if $x > 2$, then $x^2 > 4$’

as being true for each particular $x$ in $\mathbb{R}$, and we want the truth table for ‘if ... then’ to reflect this. Taking some particular values for $x$, for instance $3, 1$ giving the value ‘true’ to the statement ‘if $x > 2$, then $x^2 > 4$’ even when the particular value of $x$ makes $x > 2$ false is a fair reflection that there is a correct proof of ‘if $x > 2$, then $x^2 > 4$’.

The formula $\theta$ is called the *antecedent* and $\psi$ the *consequent* of the implication.
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and −5, this means we want our truth table for ‘if . . . then’ to give the value $T$ in each of the following circumstances:

- when $x = 3$, both $x > 2$ and $x^2 > 4$ have the value $T$;
- when $x = 1$, both $x > 2$ and $x^2 > 4$ have the value $F$;
- when $x = −5$, $x > 2$ has the value $F$ but $x^2 > 4$ has the value $T$.

These cases correspond to all the rows of our truth table for $\rightarrow$ which result in the value $T$.

The connective $\rightarrow$ with its intended meaning of ‘implies’ is perhaps the most important of the connectives we have introduced. This is because a major use of our formal language is to represent and analyze mathematical arguments and theorems, and a salient feature of these is the use of implication both to state and prove results.

Note that the truth of the statement $(\theta \rightarrow \psi)$ does not necessarily entail any special relationship between $\theta$ and $\psi$, for instance that in some sense $\theta$ causes $\psi$. To test your understanding of the truth table of $\rightarrow$, try the following exercise.

Exercise 2.13

The British psychologist Peter Wason (1924–2003) devised a famous experiment involving people’s understanding of ‘if . . . then . . .’ as follows. The experimenter lays down four cards, bearing on their uppermost faces the symbols A, B, 2 and 3 respectively. The participants are told that each card has a letter on one side and a number on the other side. Their task is to select just those cards that they need to turn over to find out whether the following assertion is true or false: ‘If a card has an A on one side, then it has a 2 on the other side.’ Which cards should be turned over?

Solution

In the original experiment and in subsequent trials, most people selected the A card and, perhaps, the 2 card. Surprisingly they failed to select the 3 card. According to Wason’s obituary in the Guardian (25th April 2003), the experiment ‘has launched more investigations than any other cognitive puzzle. To this day – and Wason’s delight – its explanation remains controversial.’

↔ (bi-implication)

A formula of the form $(\theta \leftrightarrow \psi)$ for some formulas $\theta, \psi$ with principal connective $\leftrightarrow$ is called a bi-implication of $\theta$ and $\psi$. Our intended way of interpreting $\leftrightarrow$ is as ‘if and only if’, so we shall assign $(\theta \leftrightarrow \psi)$ the value ‘true’ exactly when the truth value of $\theta$ matches that of $\psi$. We can summarize this by the following truth table.

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$\psi$</th>
<th>$(\theta \leftrightarrow \psi)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>$T$</td>
<td>$T$</td>
</tr>
<tr>
<td>$T$</td>
<td>$F$</td>
<td>$F$</td>
</tr>
<tr>
<td>$F$</td>
<td>$T$</td>
<td>$F$</td>
</tr>
<tr>
<td>$F$</td>
<td>$F$</td>
<td>$T$</td>
</tr>
</tbody>
</table>

Why do you think that $\leftrightarrow$ is formally described as ‘bi-implication’?
Exercise 2.14

We interpret the formula \((\theta \leftrightarrow \psi)\) as ‘\(\theta\) if and only if \(\psi\)’. Write down two formulas involving the connective \(\rightarrow\), one which represents ‘\(\theta\) if \(\psi\)’ and the other representing ‘\(\theta\) only if \(\psi\)’. Often in everyday maths we interpret \((\theta \leftrightarrow \psi)\) as ‘\(\theta\) is a necessary and sufficient condition for \(\psi\)’. Which of your formulas represents ‘\(\theta\) is a necessary condition for \(\psi\)’ and which represents ‘\(\theta\) is a sufficient condition for \(\psi\)’?

An important point to note about the truth tables for the connectives \(\neg\), \(\land\), \(\lor\), \(\rightarrow\) and \(\leftrightarrow\) is that these are not simply conventions for the purposes of this book when working out the truth values of formulas under an interpretation of the formal language. They also reflect how in normal mathematics we determine the truth of statements made involving their standard interpretations as, respectively, ‘not’, ‘and’, ‘or’, ‘implies’ and ‘if and only if’. In particular when we discuss our formalization of statements and arguments in this book, in ‘normal’ language (what we called earlier the metalanguage), we shall use these standard interpretations.

Now that we have said how to interpret each of the connectives, we can turn to the interpretation of formulas in general. Our aim is to define a truth assignment, that is a special sort of function from the set of all formulas to the set \(\{T,F\}\) of truth values, which turns particular truth values given to the propositional variables into a truth value for any formula built up from them, exploiting the truth tables of the connectives. We shall approach this by making more precise what we mean by exploiting these truth tables, starting with the truth table for \(\land\).

Let \(\text{Form}(P,S)\) be the set of all formulas built up from propositional variables in a set \(P\) using connectives in a set \(S\) which includes \(\land\). We shall say that a function \(v: \text{Form}(P,S) \rightarrow \{T,F\}\) respects the truth table of \(\land\) if

\[
v((\theta \land \psi)) = \begin{cases} T, & \text{if } v(\theta) = v(\psi) = T, \\ F, & \text{otherwise}, \end{cases}
\]

for all formulas \(\theta, \psi \in \text{Form}(P,S)\). That is, the value of \(v((\theta \land \psi))\) is related to those of \(v(\theta)\) and \(v(\psi)\) by the truth table for \(\land\):

<table>
<thead>
<tr>
<th>(\theta)</th>
<th>(\psi)</th>
<th>(\theta \land \psi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
</tbody>
</table>

You can probably guess how we are going to exploit this definition. If we have \(v(p) = v(q) = T\) and \(v(r) = F\), where \(p, q, r\) are propositional variables, and \(v\) respects the truth table for \(\land\), then \(v((p \land q)) = T\) and \(v(((p \land q) \land r)) = F\).

Likewise we say that \(v\) respects the truth tables of \(\neg\) and respectively \(\lor\) if

\[
v(\neg \theta) = \begin{cases} F, & \text{if } v(\theta) = T, \\ T, & \text{if } v(\theta) = F, \end{cases}
\]
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and

\[ v((\theta \lor \psi)) = \begin{cases} F, & \text{if } v(\theta) = v(\psi) = F; \\ T, & \text{otherwise}, \end{cases} \]

for all formulas \( \theta, \psi \in \text{Form}(P,S) \).

In a similar way we can define that the function \( v \) respects the truth tables of other connectives.

**Exercise 2.15**

Suggest definitions for \( v \) respects the truth tables of \( \rightarrow \) and \( \leftrightarrow \).

**Solution**

\[ v((\theta \rightarrow \psi)) = \begin{cases} F, & \text{if } v(\theta) = T \text{ and } v(\psi) = F; \\ T, & \text{otherwise}, \end{cases} \]

and

\[ v((\theta \leftrightarrow \psi)) = \begin{cases} T, & \text{if } v(\theta) = v(\psi), \\ F, & \text{otherwise}, \end{cases} \]

for all formulas \( \theta, \psi \in \text{Form}(P,S) \).

We can now give the key definition giving the truth value of a formula under a given interpretation of the propositional variables it contains.

### Definitions  Truth assignment

Let \( P \) be a set of propositional variables and \( S \) a set of connectives. A function \( v: \text{Form}(P,S) \rightarrow \{T,F\} \) is said to be a **truth assignment** if \( v \) respects the truth tables of all the connectives in \( S \). We shall sometimes call \( v(\phi) \) the **truth value** of \( \phi \) under \( v \).

We shall sometimes describe this \( v \) as a **truth assignment on** \( P \).

If \( v(\phi) = T \), we shall often say that ‘\( v \) makes \( \phi \) true’ or that ‘\( v \) satisfies \( \phi \)’; and we adapt this terminology appropriately when \( v(\phi) = F \).

It might appear to be very cumbersome, if not downright impossible, to give an example of a truth assignment \( v \) as we would have to give the value of \( v(\phi) \) for every formula \( \phi \), however long and complicated. Fortunately a truth assignment \( v \) can essentially be described simply by giving the values of \( v(p) \) for all propositional variables \( p \). As \( v \) respects all relevant connectives, it can be shown that \( v(\phi) \) is completely determined by these values of \( v(p) \). Furthermore, for any choice of truth values for the propositional variables,
there is a truth assignment \( v \) taking these given values on the propositional variables. This is the import of the following vital result.

**Theorem 2.2**

Let \( P \) be a set of propositional variables, let \( S \) be the set of connectives \( \{ \neg, \land, \lor, \rightarrow, \leftrightarrow \} \) and let \( v : P \rightarrow \{ T, F \} \) be a function. Then there is a unique truth assignment \( \overline{v} : \text{Form}(P, S) \rightarrow \{ T, F \} \) such that \( \overline{v}(p) = v(p) \) for all \( p \in P \).

**Proof**

Existence can be demonstrated by defining \( \overline{v} \) as follows, using what is called recursion on the length of a formula, exploiting the construction of a formula from subformulas of shorter lengths, with propositional variables as the basic building blocks with length 0.

For any formula of length 0, such a formula can only be a propositional variable \( p \) in \( P \), in which case define \( \overline{v}(p) \) to be \( v(p) \).

Now suppose that \( \overline{v}(\phi) \) has been defined for all formulas of length \( \leq n \). Let \( \phi \) be a formula of length \( n + 1 \). As \( n + 1 > 0 \), \( \phi \) has a principal connective (which is unique), so it is one of the forms \( \neg \theta \), \( (\theta \land \psi) \), \( (\theta \lor \psi) \), \( (\theta \rightarrow \psi) \) and \( (\theta \leftrightarrow \psi) \), where \( \theta \) and \( \psi \) are of length \( \leq n \), so that both \( \overline{v}(\theta) \) and \( \overline{v}(\psi) \) have already been defined. Now define \( \overline{v}(\phi) \) by using the appropriate row of the truth table for its principal connective with these values of \( \overline{v}(\theta) \) and \( \overline{v}(\psi) \).

This process, exploiting what’s called the recursion principle, defines \( \overline{v}(\phi) \) for all formulas \( \phi \) and thus defines a function \( \overline{v} : \text{Form}(P, S) \rightarrow \{ T, F \} \).

Plainly the construction guarantees that \( \overline{v} \) respects the truth tables of all the connectives in \( S \), that is, \( \overline{v} \) is a truth assignment.

We now need to prove that the function \( \overline{v} \) is unique. We suppose that \( \overline{v}' : \text{Form}(P, S) \rightarrow \{ T, F \} \) is another truth assignment with \( \overline{v}'(p) = v(p) \) for all \( p \in P \). We shall use mathematical induction to show that for all formulas \( \phi \) of length \( \leq n \), \( \overline{v}(\phi) = \overline{v}'(\phi) \), where \( n \geq 0 \). As every formula has a finite length, this will show that \( \overline{v}(\phi) = \overline{v}'(\phi) \) for all formulas \( \phi \), so that the functions \( \overline{v} \) and \( \overline{v}' \) are equal.

Any formula of length 0 has to be a propositional variable \( p \) in \( P \), in which case both \( \overline{v}(p) \) and \( \overline{v}'(p) \) are, by definition, \( v(p) \), and are thus equal.

Now suppose that for all formulas \( \phi \) of length \( \leq n \), \( \overline{v}(\phi) = \overline{v}'(\phi) \), and that \( \phi \) is a formula of length \( n + 1 \). Then \( \phi \) is one of the forms \( \neg \theta \), \( (\theta \land \psi) \), \( (\theta \lor \psi) \), \( (\theta \rightarrow \psi) \) and \( (\theta \leftrightarrow \psi) \), where \( \theta \) and \( \psi \) are of length \( \leq n \), so that
\[
\overline{v}(\theta) = \overline{v}'(\theta) \text{ and } \overline{v}(\psi) = \overline{v}'(\psi).
\]

In all cases, as \( \overline{v} \) and \( \overline{v}' \) are truth assignments, and so respect the truth tables of all the connectives in \( S \), we then have \( \overline{v}(\phi) = \overline{v}'(\phi) \). By mathematical induction, we have \( \overline{v}(\phi) = \overline{v}'(\phi) \) for formulas of all lengths \( n \geq 0 \), i.e. for all formulas \( \phi \).

One way of phrasing this result is that any assignment of truth values to the propositional variables of a language can be extended to a unique truth

In general, two functions \( f, g \) are equal if they have the same domain \( A \) and the same effect on each element of the domain, i.e. \( f(a) = g(a) \) for all \( a \in A \).
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An important consequence of it is that the effect of a truth assignment \( v \) is completely determined by the values it gives to the propositional variables, as we claimed earlier. A full explanation of this is as follows.

Given a truth assignment \( v \), look at the restriction \( w \) of the function \( v \) to the set \( P \) of propositional variables (which is a subset of the domain \( \text{Form}(P, S) \) of \( v \) as each propositional variable is a formula). This means that \( w \) is the function from \( P \) to \( \{T, F\} \) defined by \( w(p) = v(p) \) for all \( p \in P \). Our task is to show that the effect of \( v \) on all formulas is determined by the effect of this \( w \) just on propositional variables. By the result above, \( w \) can be extended to a unique truth assignment \( \overline{w} \). This means that (a) \( \overline{w} \) is a truth assignment, (b) \( \overline{w}(p) = w(p) = v(p) \) for all \( p \in P \) and (c) \( \overline{w} \) is the only truth assignment with property (b). But the \( v \) we started with is a truth assignment and satisfies (b). So by (c) \( \overline{w} \) is \( v \).

Now we know that a truth assignment \( v \) is determined by the values it gives to the propositional variables, we can look at some examples. In practice we are given the value of \( v(p) \) for each propositional variable \( p \). How do we then compute the truth value \( v(\phi) \) for a formula \( \phi \)? We exploit the fact that a truth assignment respects truth tables and the construction of \( \phi \) from its subformulas. For a simple formula, the process is easy. For instance, suppose that \( v \) is a truth assignment with \( v(p) = F, v(q) = T \) and that we want the value of \( v((p \land (q \rightarrow \neg p))) \). As \( v \) respects truth tables, we have

\[
\begin{align*}
v(\neg p) &= T \\
v((q \rightarrow \neg p)) &= T \\
v((p \land (q \rightarrow \neg p))) &= F.
\end{align*}
\]

**Exercise 2.16**

Suppose that \( v \) is a truth assignment with \( v(p) = T, v(q) = F \). What is the value of \( v((p \land (q \rightarrow \neg p))) \)?

**Solution**

As \( v \) respects truth tables, we have

\[
\begin{align*}
v(\neg p) &= F \\
v((q \rightarrow \neg p)) &= T \\
v((p \land (q \rightarrow \neg p))) &= T.
\end{align*}
\]

What we have done for these simple formulas is essentially to build up to the truth value of the whole formula by working out the truth values of its subformulas. This method works just as well for more complicated formulas. Think of a formula in terms of its construction tree. Take for instance the formula \((\neg p \lor ((p \land q) \rightarrow \neg r))\) and the truth assignment \( v \) with \( v(p) = T, v(q) = T, v(r) = F \). We constructed the tree for this formula on page 24 and reproduce it below for convenience.
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For the given \( v \), we work out \( v(\psi) \) for all subformulas \( \psi \) of \( \phi \), starting from the simplest subformulas, namely the propositional variables appearing in \( \phi \), and work our way up the tree till we get up to \( v(\phi) \). Here this gives

\[
\begin{align*}
v(p) &= T \\
v(q) &= T \\
v(r) &= F \\
v(\neg p) &= F \\
v((p \land q)) &= T \\
v(\neg r) &= T \\
v(((p \land q) \to \neg r)) &= T \\
v((\neg p \lor ((p \land q) \to \neg r))) &= T.
\end{align*}
\]

In practice, when working out \( v(\phi) \) for a given \( v \) and \( \phi \), all one uses are the subformulas \( \psi \) of \( \phi \), rather than the whole tree, which saves some paper! But the principle is the same: starting with the values of \( v(p) \) for the propositional variables that appear in \( \phi \), work out the values of \( v(\psi) \) for progressively more complicated subformulas of \( \phi \) until one obtains the value of \( v(\phi) \) itself.

Of course, once one is familiar with the game, one can often take some shortcuts. In this example, once one has worked out that \( v(\neg r) = T \), the truth table for \( \to \) gives that \( v(((p \land q) \to \neg r)) \) has to equal \( T \), irrespective of the value of \( v((p \land q)) \). Then, thanks to the truth table for \( \lor \), \( v((\neg p \lor ((p \land q) \to \neg r))) \) has to equal \( T \), irrespective of the value of \( v(\neg p) \). But be warned that such shortcuts cannot always be taken.

**Exercise 2.17**

Let \( v \) be the truth assignment defined on the set of propositional variables \( \{p, q, r\} \) by \( v(p) = T \), \( v(q) = F \), \( v(r) = F \). Find the truth value under \( v \) of each of the following formulas.

\[
\begin{align*}
(a) \quad & \neg q \\
(b) \quad & (\neg p \lor r) \\
(c) \quad & (p \to (\neg r \to s)) \\
(d) \quad & (((q \land (r \to \neg r)) \lor ((p \lor r) \leftrightarrow \neg q)) \\
(e) \quad & (p \to ((\neg r \to p) \to (\neg q \lor r)))
\end{align*}
\]
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Solution

(a) As \( v(q) = F \), we have \( v(\neg q) = T \).

(b) The subformulas here are \( p \), \( r \), \( \neg p \), and finally the formula \( (\neg p \lor r) \) itself.

The values of these subformulas under \( v \) are
\[
\begin{align*}
v(p) &= T \\
v(r) &= F \\
v(\neg p) &= F \\
v((\neg p \lor r)) &= F.
\end{align*}
\]

(c) Not a misprint for a change, but a trick question! As we have not specified the value of \( v(s) \), we cannot work out the value of \( v((p \leftrightarrow (\neg r \rightarrow s))) \).

(d) Working out the values of subformulas of
\[
((q \land (r \rightarrow \neg r)) \lor ((p \lor r) \leftrightarrow \neg q)),
\]

we have
\[
\begin{align*}
v(p) &= T \\
v(q) &= F \\
v(r) &= F \\
v(\neg r) &= T \\
v((r \rightarrow \neg r)) &= T \\
v((q \land (r \rightarrow \neg r))) &= F \\
v((p \lor r)) &= T \\
v(\neg q) &= T \\
v(((p \lor r) \leftrightarrow \neg q)) &= T \\
v(((q \land (r \rightarrow \neg r)) \lor ((p \lor r) \leftrightarrow \neg q))) &= T.
\end{align*}
\]

Perhaps easier to say after the event than to spot beforehand, once one has spotted that \( v(((p \lor r) \leftrightarrow \neg q)) = T \), then thanks to the truth table for \( \lor \), we must have
\[
v(((q \land (r \rightarrow \neg r)) \lor ((p \lor r) \leftrightarrow \neg q))) = T,
\]
irrespective of the value of \( v((q \land (r \rightarrow \neg r))) \). This would have been a bit of a shortcut, but we suspect that sometimes looking for a shortcut might take up time that could have been used working out the truth value the slow way!

(e) Not given.

From now on, we will often not show the intermediate steps in working out \( v(\phi) \) and as your confidence increases you might find yourself doing the same.

One fact which we hope seems obvious is that the truth value of a formula \( \phi \) under a truth assignment \( v \) does not depend on the values of \( v(p) \) for propositional variables \( p \) which do not appear in \( \phi \). Despite being obvious, it’s worth seeing how to prove the result, which can be regarded as a consequence of the following exercise. This exercise provides useful practice in proving a result for all formulas of a certain sort by mathematical induction on the length of a formula.
Exercise 2.18

Let \( v \) and \( v' \) be truth assignments which take the same values for all propositional variables except \( p \), i.e. \( v(p) \neq v'(p) \) and \( v(q) = v'(q) \) for all other propositional variables \( q \). Show that \( v(\phi) = v'(\phi) \) for all formulas \( \phi \) built up using the connectives \( \neg, \land, \lor \) in which the propositional variable \( p \) does not appear.

Solution

We shall prove this by mathematical induction on the length of such formulas \( \phi \). The induction hypothesis is that \( v(\phi) = v'(\phi) \) for all formulas \( \phi \) in which the propositional variable \( p \) does not appear, where \( \phi \) has length \( \leq n \).

If \( \phi \) is a formula of the given form, namely one in which \( p \) does not appear, with length 0, then it has to be of the form \( q \), where \( q \) is a propositional variable other than \( p \). Then we have \( v(q) = v'(q) \), that is, \( v(\phi) = v'(\phi) \) for this \( \phi \).

Now suppose that the result holds for all \( \phi \) of the given form with length \( \leq n \). To prove from this the induction hypothesis for \( n + 1 \), it is enough to show that the result holds for any formula of the given form with length \( n + 1 \). Let \( \phi \) be such a formula. As \( \phi \) has length \( n + 1 \geq 1 \), \( \phi \) contains at least one connective, so is of one of the forms \( \neg \theta, (\theta \land \psi), (\theta \lor \psi) \), for subformulas \( \theta, \psi \). The sum of the lengths of \( \theta \) and \( \psi \) is \( n \), so that both \( \theta \) and \( \psi \) have length \( \leq n \). Also as \( p \) does not appear in \( \phi \), it cannot appear in \( \theta \) or \( \psi \), so that the hypothesis can be used for both these subformulas. We must deal with each of the possible forms.

Case: \( \phi \) is of the form \( \neg \theta \)

By the induction hypothesis \( v(\theta) = v'(\theta) \), so that as \( v, v' \) are truth assignments

\[
v(\neg \theta) = v'(\neg \theta),
\]

that is, \( v(\phi) = v'(\phi) \) for this form of \( \phi \).

Case: \( \phi \) is of the form \( (\theta \land \psi) \)

By the induction hypothesis \( v(\theta) = v'(\theta) \) and \( v(\psi) = v'(\psi) \), so that as \( v, v' \) are truth assignments

\[
v((\theta \land \psi)) = v'((\theta \land \psi)),
\]

that is, \( v(\phi) = v'(\phi) \) for this form of \( \phi \).

The case when \( \phi \) is of the form \( (\theta \lor \psi) \) is of course similar, completing the inductive step. The result for all \( n \geq 0 \), that is, for all formulas \( \phi \) in which \( p \) does not appear, follows by mathematical induction.

The result of this last exercise confirms our intuition that the truth value of a formula \( \phi \) under a truth assignment \( v \) depends only on the values \( v \) takes for the propositional variables in \( \phi \). This means that we can summarize the values \( \phi \) can take under all possible truth assignments by looking only at the different truth assignments on the finitely many variables in it. How many of these latter assignments are there? This is the subject of the next exercise.
Exercise 2.19

(a) How many different truth assignments are there on the set of propositional variables \{p, q, r\}?

(b) How many different truth assignments are there on the set of propositional variables \{p_1, p_2, \ldots, p_n\}, where \(n\) is a positive integer?

Solution

(a) For a truth assignment \(v\), there are two choices for the value of \(v(p)\). For each such choice there are then two choices for \(v(q)\). Also for each choice of \(v(p)\) and \(v(q)\), there are also two choices for \(v(r)\), giving a total of \(2 \times 2 \times 2 = 2^3 = 8\) different truth assignments.

(b) Extending the reasoning above, by an easy use of mathematical induction, we can show that there are \(2^n\) different truth assignments.

We can now summarize the truth value of a formula \(\phi\) under each of the different truth assignments on the variables in it by what is called the truth table of \(\phi\). This extends the terminology we used for the truth tables describing how to compute truth values for each of the connectives. If the propositional variables in \(\phi\) are amongst \(p_1, p_2, \ldots, p_n\), the table would have the form

<table>
<thead>
<tr>
<th>(p_1)</th>
<th>(p_2)</th>
<th>(\ldots)</th>
<th>(p_n)</th>
<th>(\phi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T)</td>
<td>(T)</td>
<td>(\ldots)</td>
<td>(T)</td>
<td>(?)</td>
</tr>
<tr>
<td>(T)</td>
<td>(T)</td>
<td>(\ldots)</td>
<td>(F)</td>
<td>(?)</td>
</tr>
<tr>
<td>(\vdots)</td>
<td>(\vdots)</td>
<td>(\vdots)</td>
<td>(\vdots)</td>
<td>(?)</td>
</tr>
<tr>
<td>(F)</td>
<td>(F)</td>
<td>(\ldots)</td>
<td>(F)</td>
<td>(?)</td>
</tr>
</tbody>
</table>

where each row represents a truth assignment \(v\) giving particular truth values to each of \(p_1, p_2, \ldots, p_n\) and then gives the corresponding value of \(v(\phi)\). As there are \(2^n\) different truth assignments on the \(n\) propositional variables, the table would have \(2^n\) rows.

Our first example is the formula \((\neg(p \lor q) \rightarrow (p \land q))\) using the propositional variables \(p, q\), rather than \(p_1, p_2\).

<table>
<thead>
<tr>
<th>(p)</th>
<th>(q)</th>
<th>((\neg(p \lor q) \rightarrow (p \land q)))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T)</td>
<td>(T)</td>
<td>(T)</td>
</tr>
<tr>
<td>(T)</td>
<td>(F)</td>
<td>(T)</td>
</tr>
<tr>
<td>(F)</td>
<td>(T)</td>
<td>(T)</td>
</tr>
<tr>
<td>(F)</td>
<td>(F)</td>
<td>(F)</td>
</tr>
</tbody>
</table>

For instance, the second row of the truth table says that when \(p\) is given the value \(T\) and \(q\) the value \(F\), the formula \((\neg(p \lor q) \rightarrow (p \land q))\) has the value \(T\).

It often helps one to record the truth values of the subformulas of \(\phi\) in the table to enable one to compute the final values of \(\phi\) itself. In the example

<table>
<thead>
<tr>
<th>(p)</th>
<th>(q)</th>
<th>((\neg(p \lor q) \rightarrow (p \land q)))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T)</td>
<td>(T)</td>
<td>(T)</td>
</tr>
<tr>
<td>(T)</td>
<td>(F)</td>
<td>(T)</td>
</tr>
<tr>
<td>(F)</td>
<td>(T)</td>
<td>(T)</td>
</tr>
<tr>
<td>(F)</td>
<td>(F)</td>
<td>(F)</td>
</tr>
</tbody>
</table>

For instance, the second row of the truth table says that when \(p\) is given the value \(T\) and \(q\) the value \(F\), the formula \((\neg(p \lor q) \rightarrow (p \land q))\) has the value \(T\).
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above, this could have been recorded as follows.

<table>
<thead>
<tr>
<th>p</th>
<th>q</th>
<th>(p ∨ q)</th>
<th>¬(p ∨ q)</th>
<th>(p ∧ q)</th>
<th>(¬(p ∨ q) → (p ∧ q))</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>T</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>T</td>
<td>F</td>
<td>F</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>T</td>
<td>F</td>
<td>F</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>F</td>
<td>T</td>
<td>F</td>
<td>F</td>
</tr>
</tbody>
</table>

This analysis of the subformulas could also be expressed in a more succinct form as follows.

<table>
<thead>
<tr>
<th>(¬ (p ∨ q) → (p ∧ q))</th>
</tr>
</thead>
<tbody>
<tr>
<td>F T T T T T T T</td>
</tr>
<tr>
<td>F T T F T T F F</td>
</tr>
<tr>
<td>F F T T F F F T</td>
</tr>
<tr>
<td>T F F F F F F F</td>
</tr>
</tbody>
</table>

The circled numbers indicate the order in which the columns were filled in. They are not part of the truth table and they could be left out. The values in column 4 tell us the truth value of the entire formula corresponding to the truth values of the propositional variables p, q in the columns labelled 1.

Note that column 4 is that in which the principal connective, here →, of the entire formula occurs.

Strictly speaking, the truth table is the simpler one just giving the final value of φ for each truth assignment, although this conceals many complicated and tedious computations.

Exercise 2.20

Give the truth table of the formula \(((p \to (q ∧ r)) \iff \neg(p \lor r))\) using the propositional variables p, q, r.

Solution

One way of presenting the table is as follows.

<table>
<thead>
<tr>
<th>p</th>
<th>q</th>
<th>r</th>
<th>((p \to (q ∧ r)) \iff \neg(p \lor r))</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>T</td>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>T</td>
<td>T</td>
<td>F</td>
<td>T</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>F</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>F</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>F</td>
<td>T</td>
</tr>
</tbody>
</table>

Our rough work involved producing the following table giving truth values of
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subformulas.

\[(p \rightarrow (q \land r)) \leftrightarrow \neg (p \lor r)\]

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>T</td>
<td>F</td>
<td>T</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>F</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>F</td>
<td>F</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>T</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>F</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
</tbody>
</table>

There is no firm rule about the order in which one arranges the different truth assignments into rows, but it pays to be systematic – imagine having to write down the truth table of a formula using 10 variables and wanting to be sure that one has correctly listed all \(2^{10}\) truth assignments somewhere in it! Our preferred method is to organize the rows so that all those assignments under which \(p_1\) takes the value \(T\) appear in the top half of the table and all those in which it takes the value \(F\) appear in the bottom half. Then, having settled on a particular value of \(p_1\), list all assignments in which \(p_2\) takes the value \(T\) above those in which it takes the value \(F\). Having settled on particular values of \(p_1\) and \(p_2\), repeat the process for \(p_3\), and so on for further variables.

Exercise 2.21

Use the outline procedure above to list the rows of a table for a formula \(\phi\) involving the variables \(p_1, p_2, p_3, p_4\).

Solution

<table>
<thead>
<tr>
<th>(p_1)</th>
<th>(p_2)</th>
<th>(p_3)</th>
<th>(p_4)</th>
<th>(\phi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>?</td>
</tr>
<tr>
<td>T</td>
<td>T</td>
<td>T</td>
<td>F</td>
<td>?</td>
</tr>
<tr>
<td>T</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>?</td>
</tr>
<tr>
<td>T</td>
<td>T</td>
<td>F</td>
<td>F</td>
<td>?</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>T</td>
<td>T</td>
<td>?</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>T</td>
<td>F</td>
<td>?</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>F</td>
<td>T</td>
<td>?</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>?</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>?</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>T</td>
<td>F</td>
<td>?</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>?</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>F</td>
<td>F</td>
<td>?</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>T</td>
<td>T</td>
<td>?</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>T</td>
<td>F</td>
<td>?</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>F</td>
<td>T</td>
<td>?</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>?</td>
</tr>
</tbody>
</table>
2.3 The interpretation of propositional formulas

Exercise 2.22

For each of the following formulas, give its truth table (where \( p, q, r, p_1, p_2, p_3, p_4 \) are propositional variables).

(a) \((p \land \neg p)\)
(b) \((p \rightarrow \neg(q \leftrightarrow \neg p))\)
(c) \(((r \lor (q \land p)) \lor (\neg(q \leftrightarrow \neg r) \rightarrow p))\)
(d) \((p_1 \rightarrow (p_3 \rightarrow (\neg p_4 \rightarrow p_2)))\)

Solution

No solutions are given, but we hope that you found that there was only one row in the table for (d) in which the truth value of the formula was \( F \).

We often describe a formula in terms of other formulas, not all of which are propositional variables, for instance \( (\theta \rightarrow (\psi \lor \neg \theta)) \). Thinking of the construction tree for this formula, we can regard its basic building blocks as being the subformulas \( \theta \) and \( \psi \). In such a case, we extend the idea of a truth table by giving the value of the whole formula for all possible combinations of truth values of these building blocks, in this case as follows:

<table>
<thead>
<tr>
<th>( \theta )</th>
<th>( \psi )</th>
<th>((\theta \rightarrow (\psi \lor \neg \theta)))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T )</td>
<td>( T )</td>
<td>( T )</td>
</tr>
<tr>
<td>( T )</td>
<td>( F )</td>
<td>( F )</td>
</tr>
<tr>
<td>( F )</td>
<td>( T )</td>
<td>( T )</td>
</tr>
<tr>
<td>( F )</td>
<td>( F )</td>
<td>( T )</td>
</tr>
</tbody>
</table>

Of course, if we knew more about the formulas \( \theta \) and \( \psi \), it could be that some of the rows above could never arise. For instance, if \( \theta \) was the formula \((p \land \neg p)\), which always takes the value \( F \), the top two rows of the table would be irrelevant. However, potentially \( \theta \) and \( \psi \) could also be distinct propositional variables, so that the whole table is potentially relevant.

Exercise 2.23

For each of the following formulas, give its truth table.

(a) \((\phi \rightarrow (\psi \rightarrow \phi))\)
(b) \(\neg(\neg \phi \lor \phi)\)
(c) \(((\theta \lor (\phi \leftrightarrow \theta)) \rightarrow \neg(\psi \land \neg \phi))\)

We trust that your solution to Exercise 2.23(a) showed that the formula \((\phi \rightarrow (\psi \rightarrow \phi))\) is true for all possible combinations of truth values of the subformulas \( \phi \) and \( \psi \), so that it is true under all truth assignments. Such a formula is called a tautology. Likewise your solution to Exercise 2.23(b) should have shown that the formula \(\neg(\neg \phi \lor \phi)\) is false whatever the truth value of the subformula \( \phi \), so that it is false under all truth assignments. Such a formula is called a contradiction. Tautologies and contradictions will prove to be of special importance in much of the rest of the course.

Simple examples of tautologies are \((\phi \lor \neg \phi), \ (\phi \rightarrow \phi) \) and \((\neg \neg \phi \leftrightarrow \phi)\),

Strictly speaking, we should say that a tautology is true under all truth assignments which are defined on a set of propositional variables including those appearing in the formula. However, here and elsewhere we shall simply talk about ‘all truth assignments’ as a shorthand for this fuller description.
where \( \phi \) is any formula. It is clear that they are tautologies by phrasing them using the intended interpretations of the connectives, ‘\( \phi \) or not \( \phi \)’ and so on, and verifying that they are tautologies by constructing their truth tables is very straightforward. Likewise \((\phi \land \neg\phi)\) is a pretty memorable contradiction – it corresponds well to the way we use the word ‘contradiction’ in everyday language.

**Exercise 2.24**

Show that each of the formulas \((\phi \lor \neg\phi)\), \((\phi \rightarrow \phi)\) and \((\neg\neg\phi \leftrightarrow \phi)\) is a tautology and that \((\phi \land \neg\phi)\) is a contradiction.

**Exercise 2.25**

Which, if any, of the following formulas is a tautology or a contradiction?

(a) \((p \rightarrow (p \rightarrow p))\)
(b) \(((p \rightarrow p) \rightarrow p)\)
(c) \(((p \rightarrow \neg p) \leftrightarrow (\neg p \rightarrow p))\)

The last exercise provides a reminder that there are formulas which are neither a tautology nor a contradiction. Tautologies and contradictions are of particular interest in the rest of the book, but don’t forget that in general formulas don’t have to fall into one of these categories.

**Exercise 2.26**

Let \( \phi \) be a formula. Show that \( \phi \) is a tautology if and only if \( \neg\phi \) is a contradiction.

**Solution**

In conversation in a class, we would probably accept an informal (but convincing!) argument based on the observation that if the value of \( \phi \) on each row of its truth table is \( T \), then the value of \( \neg\phi \) on the corresponding row of its truth table must be \( F \), and vice versa. However, as other problems of this sort might not yield as easily to this sort of analysis, we shall record a more formal way of presenting this solution in case such an approach is needed elsewhere.

We shall show that if \( \phi \) is a tautology then \( \neg\phi \) is a contradiction and that if \( \neg\phi \) is a contradiction then \( \phi \) is a tautology.

First let us suppose that \( \phi \) is a tautology. We need to show that \( \neg\phi \) is false under all truth assignments. So let \( v \) be any truth assignment. As \( \phi \) is a tautology we have \( v(\phi) = T \). Thus \( v(\neg\phi) = F \) (as a truth assignment respects the truth table of \( \neg \), but by this stage of your study, you no longer need to say this). Hence \( v(\neg\phi) = F \) for all truth assignments \( v \), so that \( \neg\phi \) is a contradiction, as required.

Conversely, suppose that \( \neg\phi \) is a contradiction. Then for any truth assignment \( v \) we have \( v(\neg\phi) = F \), so that, as \( v \) is a truth assignment, we can only have \( v(\phi) = T \). Thus \( v(\phi) = T \) for all truth assignments \( v \), so that \( \phi \) is a tautology.

As an aside, the philosopher Ludwig Wittgenstein (1889–1951) described a tautology as a statement which conveys no information. Indeed, taking \( \phi \) to be the statement ‘it will rain’, asserting \( \phi \) gives useful information, for instance influencing one to take an umbrella when going outdoors. But asserting the tautology \((\phi \lor \neg\phi)\) is totally unhelpful in this regard!
Exercise 2.27

Let \( \phi, \psi \) be formulas.

(a) Show that if \( \phi \) and \((\phi \rightarrow \psi)\) are tautologies, then \( \psi \) is a tautology.

(b) Is it the case that if \( \phi \) and \( \psi \) are tautologies, then \((\phi \rightarrow \psi)\) is a tautology?

(c) Is it the case that if \((\phi \rightarrow \psi)\) and \( \psi \) are tautologies, then \( \phi \) is a tautology?

Now that we have the basic ideas of how to interpret the formal language, we can start to investigate relationships between one formula and others, to work towards our goal of representing mathematical arguments in a formal way. We shall begin with the idea of logically equivalent formulas in the next section.

Further exercises

Exercise 2.28

For a formula \( \phi \) built up using the connectives \( \neg, \land, \lor \), let \( \phi^* \) be constructed by replacing each propositional variable in \( \phi \) by its negation.

(a) For any truth assignment \( v \), let \( v^* \) be the truth assignment which gives each propositional variable the opposite value to that given by \( v \), i.e.

\[
v^*(p) = \begin{cases} T, & \text{if } v(p) = F, \\ F, & \text{if } v(p) = T, \end{cases}
\]

for all propositional variables \( p \). Show that \( v(\phi) = v^*(\phi^*) \). [Hint: This is really a statement about all formulas \( \phi \) of a certain sort, so what is the likely method of proof?]

(b) (i) Use the result of part (a) to show that \( \phi \) is a tautology if and only if \( \phi^* \) is a tautology.

(ii) Is it true that \( \phi \) is a contradiction if and only if \( \phi^* \) is a contradiction? Explain your answer.

Exercise 2.29

Suppose that we are given a set \( S \) of truth assignments with an odd number of elements. Let \( D \) be the set of formulas of the language which a majority of the truth assignments in \( S \) makes true. Which of the following statements is always true? Give reasons in each case.

(a) For any well-formed formula \( \phi \), either \( \phi \) or \( \neg \phi \) belongs to \( D \).

(b) If \( \phi \) belongs to \( D \) and \((\phi \rightarrow \theta)\) is a tautology, then \( \theta \) belongs to \( D \).

(c) If \( \phi \) and \((\phi \rightarrow \theta)\) belong to \( D \), then \( \theta \) belongs to \( D \).

Exercise 2.30

Prove that any formula built up from \( \neg \) and \( \rightarrow \) in which no propositional variable occurs more than once cannot be a tautology.
Exercise 2.31

Let \( \phi, \psi \) be formulas.

(a) If \( \psi \) is a contradiction, under what circumstances, if any, is \( (\phi \rightarrow \psi) \) a contradiction?

(b) If \( \phi \) is a contradiction, under what circumstances, if any, is \( (\phi \rightarrow \psi) \) a contradiction?

(c) If \( (\phi \rightarrow \psi) \) is a contradiction, must either of \( \phi, \psi \) be contradictions?

2.4 Logical equivalence

Formulas can be of great complexity and it is often very valuable to see whether the statements they represent could have been rephrased in a simpler but equivalent way. For instance, in normal language one would normally simplify the statement ‘it isn’t the case that it’s not raining’ into ‘it is raining’, which conveys the same information. The corresponding formal concept is that of logical equivalence, which we define below, and one of the recurring themes in the book is whether, given a formula, one can find a ‘simpler’ formula logically equivalent to it.

**Definition Logically equivalent**

Formulas \( \phi \) and \( \psi \) are said to be *logically equivalent*, which we write as \( \phi \equiv \psi \), if for all truth assignments \( v \), \( v(\phi) = v(\psi) \).

For example, we have \( (\theta \leftrightarrow \chi) \) is logically equivalent to \( (\neg \theta \leftrightarrow \neg \chi) \) for any formulas \( \theta, \chi \), as can be seen by comparing their truth tables:

<table>
<thead>
<tr>
<th>( \theta )</th>
<th>( \chi )</th>
<th>( \theta \leftrightarrow \chi )</th>
<th>( \neg \theta \leftrightarrow \neg \chi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>F</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>T</td>
<td>T</td>
</tr>
</tbody>
</table>

By writing the tables so that the rows giving the different combinations of truth values for \( \theta \) and \( \chi \) are in the same order, it is easy to see that the tables match, so that for all truth assignments \( v \), \( v((\theta \leftrightarrow \chi)) = v((\neg \theta \leftrightarrow \neg \chi)) \), showing that

\( (\theta \leftrightarrow \chi) \equiv (\neg \theta \leftrightarrow \neg \chi) \).

The definition of logical equivalence could be expressed in these terms, saying that the truth tables of \( \phi \) and \( \psi \) match. However, when not all the basic building blocks of one of the formulas appears in the other, as is the case with the logically equivalent formulas \( \theta \) and \( ((\theta \land \chi) \lor (\theta \land \neg \chi)) \), the truth tables would have to be constructed in terms of truth values of the same set of subformulas, in this case \( \theta \) and \( \chi \). The definition in terms of truth assignments is more elegant!
**2.4 Logical equivalence**

**Exercise 2.32**

Show that \( \theta \equiv ((\theta \land \chi) \lor (\theta \land \neg \chi)) \), for any formulas \( \theta, \chi \).

**Solution**

Let \( v \) be any truth assignment.

If \( v(\theta) = F \), then
\[
v((\theta \land \chi)) = v((\theta \land \neg \chi)) = F,
\]
regardless of whether \( v(\chi) \) is true or false, so that
\[
v(((\theta \land \chi) \lor (\theta \land \neg \chi))) = F \equiv v(\theta).
\]

If \( v(\theta) = T \), then regardless of whether \( v(\chi) = T \) or \( v(\chi) = F \) (in which case \( v(\neg \chi) = T \)), exactly one of \( v((\theta \land \chi)) \) and \( v((\theta \land \neg \chi)) \) equals \( T \), so that
\[
v(((\theta \land \chi) \lor (\theta \land \neg \chi))) = T = v(\theta).
\]

Thus for all truth assignments \( v \), \( v(\theta) = v(((\theta \land \chi) \lor (\theta \land \neg \chi))) \), so that
\[
\theta \equiv ((\theta \land \chi) \lor (\theta \land \neg \chi)).
\]

We list a number of very useful simple logical equivalences involving \( \neg, \land, \lor \) in the following theorem. Some will seem very obvious. Some describe ways in which the connectives interact with each other. All are worth remembering and you will often find it helpful to exploit them.

---

**Theorem 2.3**

The following are all logical equivalences.

- (a) \( \phi \land \psi \equiv \psi \land \phi \) (commutativity of \( \land \))
- (b) \( \phi \lor \psi \equiv \psi \lor \phi \) (commutativity of \( \lor \))
- (c) \( \phi \land \phi \equiv \phi \) (idempotence of \( \land \))
- (d) \( \phi \lor \phi \equiv \phi \) (idempotence of \( \lor \))
- (e) \( \phi \land (\psi \land \theta) \equiv (\phi \land \psi) \land \theta \) (associativity of \( \land \))
- (f) \( \phi \lor (\psi \lor \theta) \equiv (\phi \lor \psi) \lor \theta \) (associativity of \( \lor \))
- (g) \( \neg \neg \phi \equiv \phi \) (law of double negation)
- (h) \( \neg (\phi \land \psi) \equiv (\neg \phi \lor \neg \psi) \) (De Morgan’s Law)
- (i) \( \neg (\phi \lor \psi) \equiv (\neg \phi \land \neg \psi) \) (De Morgan’s Law)
- (j) \( (\phi \land (\psi \lor \theta)) \equiv ((\phi \land \psi) \lor (\phi \land \theta)) \) (distributivity of \( \land \) over \( \lor \))
- (k) \( (\phi \lor (\psi \land \theta)) \equiv ((\phi \lor \psi) \land (\phi \lor \theta)) \) (distributivity of \( \lor \) over \( \land \))
- (l) \( \phi \land (\psi \lor \phi) \equiv \phi \) (absorption law for \( \land \))
- (m) \( \phi \lor (\psi \land \phi) \equiv \phi \) (absorption law for \( \lor \))

A more accurate description of part (a) would be that it demonstrates the commutativity of \( \land \) under logical equivalence. The normal use of commutativity is with a binary operation \( * \) on a set \( S \) which has the property that \( a * b \) equals, rather than is equivalent to, \( b * a \) for all \( a, b \in S \). Hence the phrase ‘under logical equivalence’ is, strictly speaking, needed for this and other parts of this theorem.
2 Propositions and truth assignments

Proof
We shall give an argument for part (f) and leave the rest to you as a straightforward exercise.

There are several acceptable ways to show that 
\[(\phi \lor (\psi \lor \theta)) \equiv ((\phi \lor \psi) \lor \theta)\].

One easy way is to write down the truth tables and show that these match. A perhaps more elegant method is to argue using truth assignments as follows.

Let \(v\) be any truth assignment.

If \(v((\phi \lor (\psi \lor \theta))) = F\), then \(v(\phi) = v((\psi \lor \theta)) = v(\psi) = v(\theta) = F\), so that \(v(((\phi \lor \psi) \lor \theta)) = F\).

Similarly, if \(v(((\phi \lor \psi) \lor \theta)) = F\), then \(v(\phi) = v(\psi) = v(\theta) = F\), so that \(v((\phi \lor (\psi \lor \theta))) = F\).

Thus for all truth assignments \(v\),

\[v((\phi \lor (\psi \lor \theta))) = F\] if and only if \(v(((\phi \lor \psi) \lor \theta)) = F\),

so that for all truth assignments \(v\),

\[v((\phi \lor (\psi \lor \theta))) = v(((\phi \lor \psi) \lor \theta)),\]

giving that \((\phi \lor (\psi \lor \theta)) \equiv ((\phi \lor \psi) \lor \theta)\). \[\blacksquare\]

You may well have noticed similarities between many of the equivalences in this theorem involving \(\neg, \land, \lor\) and set identities involving set complement (written as \(\setminus\)), intersection (\(\cup\)) and union (\(\cap\)). For instance, the De Morgan Law

\[\neg(\phi \lor \psi) \equiv (\neg\phi \land \neg\psi)\]

is very similar to the set identity, for sets \(A, B\) regarded as subsets of a set \(X\),

\[X \setminus (A \cup B) = (X \setminus A) \cap (X \setminus B)\].

This is no coincidence, and a moment’s thought about how to express what it means to be a member of the sets on each side of the set identity will convince you of the strong connection between the set operators and the corresponding logical connectives.

Exercise 2.33

Prove the remaining parts of Theorem 2.3.

There are very tempting connections between some pairs of the logical equivalences in Theorem 2.3. For instance, the logical equivalence

\[(\phi \lor (\psi \land \theta)) \equiv ((\phi \lor \psi) \land (\phi \lor \theta))\]

of part (k) corresponds to interchanging the occurrences of \(\land\) and \(\lor\) in the equivalence

\[(\phi \land (\psi \lor \theta)) \equiv ((\phi \land \psi) \lor (\phi \land \theta))\]

It would also have been acceptable to show that \(v((\phi \lor (\psi \lor \theta))) = T\) if and only if \(v(((\phi \lor \psi) \lor \theta)) = T\), for all truth assignments \(v\), but for these formulas involving \(\lor\), this would have involved more work.

This is one of the laws introduced by the English mathematician Augustus De Morgan (1806–1871) who made many important contributions to the growth of modern logic.

The sort of connection to which we refer is that \(x \in C \land D\) if and only if \(x \in C\) and \(x \in D\).
of part (j). These connections are made precise in what is called the Principle of Duality, which can be found in Exercise 2.44 at the end of this section.

We hope that it is pretty obvious that $\phi \equiv \psi$ if and only if $(\phi \leftrightarrow \psi)$ is a tautology. This means that each of the logical equivalences in the theorem above corresponds to a tautology involving $\leftrightarrow$. We think that the logical equivalences are more memorable than the corresponding tautologies!

**Exercise 2.34**

Show that $\phi \equiv \psi$ if and only if $(\phi \leftrightarrow \psi)$ is a tautology, for all formulas $\phi, \psi$.

Much of what we expect the word ‘equivalent’ to convey about formulas is given by the results in the following exercise.

**Exercise 2.35**

Show each of the following, for all formulas $\phi, \psi, \theta$.

(a) $\phi \equiv \phi$

(b) If $\phi \equiv \psi$ then $\psi \equiv \phi$.

(c) If $\phi \equiv \psi$ and $\psi \equiv \theta$, then $\phi \equiv \theta$.

Exercise 2.35 shows that logical equivalence is what is called an *equivalence relation* on the set of all formulas of the underlying language. Logically equivalent formulas, while usually looking very different from each other, are the ‘same’ in terms of their truth under different interpretations. The set of all formulas logically equivalent to a given formula $\phi$ is called the *equivalence class* of $\phi$ under this relation and a natural question is whether each such class contains a formula which is in some way nice. We shall look at an example of one way of answering such a question later in the section.

Also of great use are the following logical equivalences involving $\rightarrow$ and $\leftrightarrow$, especially those connecting $\rightarrow$ with $\neg, \land, \lor$.

**Theorem 2.4**

The following are logical equivalences.

(a) $(\phi \rightarrow \psi) \equiv (\neg \phi \lor \psi) \equiv (\neg (\phi \land \neg \psi)) \equiv (\neg \psi \rightarrow \neg \phi)$

(b) $(\phi \leftrightarrow \psi) \equiv ((\phi \rightarrow \psi) \land (\psi \rightarrow \phi))$

Note that we have exploited the results of Exercise 2.35 to write the result of Theorem 2.4(a) on one line saying that four formulas are logically equivalent, rather than writing down several equivalences showing that each pair of formulas is logically equivalent. These logical equivalences give an indication of how some connectives can be expressed in terms of others – an idea which we shall take further in the next section when we look at the idea of an adequate set of connectives, that is, a set of connectives from which we can generate all conceivable connectives, not just $\rightarrow$ and $\leftrightarrow$. However, $\rightarrow$ and $\leftrightarrow$ are such important connectives in terms of expressing normal mathematical statements that you should not get the impression that their use is somehow to be avoided by the use of Theorem 2.4!
Further nice and very useful results about logical equivalence are given in the following exercise.

**Exercise 2.37**

Suppose that $\phi \equiv \phi'$ and $\psi \equiv \psi'$. Show each of the following.

(a) $\neg \phi \equiv \neg \phi'$
(b) $(\phi \land \psi) \equiv (\phi' \land \psi')$
(c) $(\phi \lor \psi) \equiv (\phi' \lor \psi')$
(d) $(\phi \rightarrow \psi) \equiv (\phi' \rightarrow \psi')$
(e) $(\phi \leftrightarrow \psi) \equiv (\phi' \leftrightarrow \psi')$

**Solution**

We give the solution to part (b) and leave the rest to you.

Let $v$ be any truth assignment.

Suppose that $v((\phi \land \psi)) = T$, so that $v(\phi) = v(\psi) = T$. We then have

$$v(\phi') = v(\phi) \quad (\text{as } \phi \equiv \phi')$$

so that

$$v((\phi' \land \psi')) = T.$$ 

Similarly we can show that if $v((\phi' \land \psi')) = T$ then

$$v((\phi \land \psi)) = T.$$

Thus for all truth assignments $v$,

$$v((\phi \land \psi)) = T \text{ if and only if } v((\phi' \land \psi')) = T,$$

so that $(\phi \land \psi) \equiv (\phi' \land \psi')$. 

The results of this exercise can be generalised to show that if $\theta$ is a formula containing occurrences of $\phi$ as a subformula and all these occurrences are replaced by a formula $\phi'$ where $\phi \equiv \phi'$ to turn $\theta$ into the formula $\theta'$, then $\theta \equiv \theta'$.

The set of all propositions in a language using the set of connectives $\{\neg, \land, \lor\}$ with logical equivalence taking the place of equality is an example of what is called a **Boolean algebra**.

The proof of such a result would involve induction on the length of the formula $\theta$ and we would have to be more specific about the connectives being used. We leave an example of such a proof for you as Exercise 2.46.

We shall look at Boolean algebras in Section 4.4 of Chapter 4.
The essentially algebraic results of Theorems 2.3 and 2.4 and Exercises 2.35 and 2.37 provide an alternative way of showing formulas are logically equivalent to that of working directly from the definition of logical equivalence. For instance, take the logical equivalence

\[(\phi \land (\phi \lor \neg \phi)) \equiv \phi.\]

Using first principles, we could argue as follows. Let \(v\) be any truth assignment.

If \(v(\phi) = T\), then \(v((\phi \lor \neg \phi)) = T\), so that \(v((\phi \land (\phi \lor \neg \phi))) = T = v(\phi)\).

If \(v(\phi) = F\), then \(v((\phi \land \psi)) = F\) for any formula \(\psi\), so that in particular \(v((\phi \land (\phi \lor \neg \phi))) = F = v(\phi)\).

Thus \((\phi \land (\phi \lor \neg \phi)) \equiv \phi\).

Alternatively, using the algebraic results, as \((\phi \lor \neg \phi) \equiv (\neg \phi \lor \phi)\) (by Theorem 2.3(b)), we have

\[(\phi \land (\phi \lor \neg \phi)) \equiv (\phi \land (\neg \phi \lor \phi)) \quad \text{(by Exercise 2.37(c))}\]

and by Theorem 2.3(l) we have

\[(\phi \land (\neg \phi \lor \phi)) \equiv \phi,\]

so that by Exercise 2.35(c) we have

\[(\phi \land (\phi \lor \neg \phi)) \equiv \phi.\]

**Exercise 2.38**

Establish each of the following equivalences, where \(\phi, \psi, \theta\) and all the \(\theta_i\) are formulas. You are welcome to do this from first principles or by exploiting the results of Theorems 2.3 and 2.4 and Exercises 2.35 and 2.37.

(a) \(((\phi \land \psi) \lor \neg \theta) \equiv ((\phi \lor \neg \theta) \land (\psi \lor \neg \theta))\)
(b) \((\phi \rightarrow \neg \psi) \equiv (\psi \rightarrow \neg \phi)\)
(c) \((\theta \rightarrow (\phi \lor \psi)) \equiv (\phi \lor (\psi \lor \neg \theta))\)
(d) \(((\theta_1 \land \theta_2) \land (\theta_3 \land \theta_4)) \equiv (\theta_1 \land ((\theta_2 \land \theta_3) \land \theta_4))\)

**Solution**

We shall give a solution to (a) and leave the rest to you.

\[((\phi \land \psi) \lor \neg \theta) \equiv (\neg \theta \land (\phi \land \psi)) \quad \text{(by Theorem 2.3(b))}\]
\[\equiv ((\neg \theta \lor \phi) \land (\neg \theta \lor \psi)) \quad \text{(by Theorem 2.3(k) and Exercise 2.35(c))}.\]

But

\((-\theta \lor \phi) \equiv (\phi \lor \neg \theta) \quad \text{and} \quad (-\theta \lor \psi) \equiv (\psi \lor \neg \theta).\)

by Theorem 2.3(b), so by Exercise 2.37(b)

\[((\neg \theta \lor \phi) \land (\neg \theta \lor \psi)) \equiv ((\phi \lor \neg \theta) \land (\psi \lor \neg \theta))\].

Then by Exercise 2.35(c),

\[((\phi \land \psi) \lor \neg \theta) \equiv ((\phi \lor \neg \theta) \land (\psi \lor \neg \theta)).\]
2 Propositions and truth assignments

We have shown in Theorem 2.3(e) that \((\phi \land (\psi \land \theta)) \equiv ((\phi \land \psi) \land \theta)\) and in Exercise 2.38(d) you were asked to show that

\[((\theta_1 \land \theta_2) \land (\theta_3 \land \theta_4)) \equiv (\theta_1 \land ((\theta_2 \land \theta_3) \land \theta_4)).\]

These equivalences are most easily established by noticing that each of the relevant formulas are true precisely for those truth assignments which make each of the subformulas \(\theta_i\) true. A generalization of these logical equivalences is given in the following exercise.

**Exercise 2.39**

Suppose that the formula \(\phi\) is constructed by taking subformulas \(\theta_1, \theta_2, \ldots, \theta_n\) in that order and joining them together only using the connective \(\land\), with brackets inserted in such a way as to make \(\phi\) a formula. Show that \(\phi\) is true precisely for those truth assignments which make each of the subformulas \(\theta_1, \theta_2, \ldots, \theta_n\) true. Deduce that any two such formulas (using the same \(\theta_1, \theta_2, \ldots, \theta_n\) in that order) are logically equivalent. [**Hint:** Use the version of mathematical induction with the hypothesis that the result holds for all \(k \leq n\) where \(n \geq 1\).

**Exercise 2.40**

State and prove (by any preferred method) a result similar to that in Exercise 2.39 for formulas built up from \(n\) subformulas using \(\lor\) rather than \(\land\).

Given the results of these exercises, it will be convenient for us to introduce shorthand notations for a formula which is a successive conjunction of more than two subformulas and for a formula which is a successive disjunction of more than two subformulas.

**Notation**

If a formula is constructed by conjunction of \(\theta_1, \theta_2, \ldots, \theta_n\) so that they appear in that order joined by \(\land\)s and suitably placed brackets, we shall write it as

\((\theta_1 \land \theta_2 \land \ldots \land \theta_n),\]

that is, we ignore all the brackets around the \(\theta_i\)s except the outermost pair. A further shorthand is to write this as

\[\bigwedge_{i=1}^{n} \theta_i,\]

further ignoring these outermost brackets and using \(\land\) to represent lots of \(\land\)s. Similarly if the formula is constructed by disjunction, i.e. using \(\lor\) rather than \(\land\), we shall write it as

\((\theta_1 \lor \theta_2 \lor \ldots \lor \theta_n),\]

and use the shorthand

\[\bigvee_{i=1}^{n} \theta_i,\]

Examples for \(n = 4\) include

\[((\theta_1 \land \theta_2) \land (\theta_3 \land \theta_4))\]

and

\[(\theta_1 \land ((\theta_2 \land \theta_3) \land \theta_4)).\]

There is a general result for associative binary operations similar to the ultimate conclusion of this exercise which we invite you to look at in Exercise 2.45.
Note that several different formulas get represented by the same shorthand. For instance, \((p \land q) \land (p \land r)\) and \((p \land ((q \land p) \land r))\) both get represented as \((p \land q) \land p \land r\). In the contexts where we shall use these shorthands, this won’t matter – all that will matter is that the formulas so represented are all logically equivalent.

Many of the useful basic logical equivalences can be extended to cover conjunctions and disjunctions of more than two subformulas, as you will see in the following exercise.

**Exercise 2.41**

Establish the following logical equivalences.

(a) \(\neg \bigwedge_{i=1}^{n} \theta_i \equiv \bigvee_{i=1}^{n} \neg \theta_i\)

(b) \(\neg \bigvee_{i=1}^{n} \theta_i \equiv \bigwedge_{i=1}^{n} \neg \theta_i\)

(c) \(\left( \bigwedge_{i=1}^{n} \theta_i \right) \lor \left( \bigwedge_{j=1}^{m} \psi_j \right) \equiv \bigwedge_{i=1}^{n} \bigwedge_{j=1}^{m} (\theta_i \lor \psi_j)\)

(d) \(\left( \bigvee_{i=1}^{n} \theta_i \right) \land \left( \bigvee_{j=1}^{m} \psi_j \right) \equiv \bigvee_{i=1}^{n} \bigvee_{j=1}^{m} (\theta_i \land \psi_j)\)

**Solution**

(a) We shall use mathematical induction on \(n \geq 1\). For \(n = 1\) the result is trivially true. For the inductive step, we suppose that the result holds for \(n \geq 1\) and must show that it holds for \(n + 1\). We have

\[
\neg \bigwedge_{i=1}^{n+1} \theta_i \equiv \neg \left( \bigwedge_{i=1}^{n} \theta_i \right) \land \theta_{n+1}
\equiv \left( \neg \bigwedge_{i=1}^{n} \theta_i \right) \lor \neg \theta_{n+1} \quad (\text{as } \neg(\phi \land \psi) \equiv (\neg \phi \lor \neg \psi)).
\]

By the induction hypothesis, \(\neg \bigwedge_{i=1}^{n} \theta_i \equiv \bigvee_{i=1}^{n} \neg \theta_i\), so by Exercise 2.37(c) we have

\[
\left( \neg \left( \bigwedge_{i=1}^{n} \theta_i \right) \lor \neg \theta_{n+1} \right) \equiv \left( \bigvee_{i=1}^{n} \neg \theta_i \right) \lor \neg \theta_{n+1}
\equiv \bigvee_{i=1}^{n+1} \neg \theta_i,
\]

so that

\[
\neg \bigwedge_{i=1}^{n+1} \theta_i \equiv \bigvee_{i=1}^{n+1} \neg \theta_i,
\]

as required. The result follows by mathematical induction.

You might like to think about how many different formulas \(p \land q \land p \land r\) represents in this way and, more generally, how many are represented by \(\bigwedge_{i=1}^{n} \theta_i\).

The answer will be one of what are called Catalan numbers.
(b) Not given.

(c) This one could be done by mathematical induction on both \( n \geq 1 \) and \( m \geq 1 \): first show that the result holds for \( n = 1 \) and all \( m \geq 1 \) using induction on \( m \), and then assume that the result holds for some \( n \geq 1 \) and all \( m \) and show that it holds for \( n + 1 \) and all \( m \). However, there is a shortcut which we will take.

First we fix \( m = 1 \) and show the result then holds for all \( n \geq 1 \). We shall write \( \phi \) rather than \( \psi \) for a reason which will be revealed later! The result holds trivially for \( n = 1 \). If the result holds for some \( n \geq 1 \), we then have

\[
\left( \bigwedge_{i=1}^{n+1} \theta_i \right) \lor \phi \equiv \left( \left( \bigwedge_{i=1}^{n} \theta_i \right) \land \theta_{n+1} \right) \lor \phi
\]

\[
\equiv \left( \left( \bigwedge_{i=1}^{n} \theta_i \right) \lor \phi \right) \land \left( \theta_{n+1} \lor \phi \right)
\]

(as \( (\psi \land \theta) \lor \phi) \equiv (\psi \lor \phi) \land (\theta \lor \phi) \))

\[
\equiv \left( \bigwedge_{i=1}^{n} (\theta_i \lor \phi) \right) \land \left( \theta_{n+1} \lor \phi \right)
\]

(As forecast, we shall be a bit casual about brackets!)

(\( \ast \))

(\( \ast \))

(\( \ast \))

(\( \ast \))

\[
\equiv \bigwedge_{i=1}^{n+1} (\theta_i \lor \phi),
\]

as required. So by mathematical induction, we have

\[
\left( \bigwedge_{i=1}^{n} \theta_i \right) \lor \phi \equiv \bigwedge_{i=1}^{n} (\theta_i \lor \phi),
\]

for all \( n \geq 1 \).

Now to prove the required result, we replace \( \phi \) in the result above by \( \bigwedge_{j=1}^{m} \psi_j \) to obtain

\[
\left( \bigwedge_{i=1}^{n} \theta_i \right) \lor \left( \bigwedge_{j=1}^{m} \psi_j \right) \equiv \bigwedge_{i=1}^{n} \left( \theta_i \lor \bigwedge_{j=1}^{m} \psi_j \right).
\]

As \( (\theta \lor \phi) \equiv (\phi \lor \theta) \), the subsidiary result for \( m = 1 \) gives

\[
\phi \lor \bigwedge_{i=1}^{n} \theta_i \equiv \bigwedge_{i=1}^{n} (\phi \lor \theta_i),
\]

which, by replacing \( n \) by \( m \), the \( \theta_i \)s for \( i = 1, \ldots, n \) by \( \psi_j \) for \( j = 1, \ldots, m \),
and \( \phi \) by \( \theta_i \) gives

\[
\theta_i \lor \bigwedge_{j=1}^{m} \psi_j \equiv \bigwedge_{j=1}^{m} (\theta_i \lor \psi_j).
\]

Substituting this in (\( \ast \)) gives the required result, namely

\[
\left( \bigwedge_{i=1}^{n} \theta_i \right) \lor \left( \bigwedge_{j=1}^{m} \psi_j \right) \equiv \bigwedge_{i=1}^{n} \bigwedge_{j=1}^{m} (\theta_i \lor \psi_j),
\]

for all \( n, m \geq 1 \).

(d) Not given.

We are about to state a result involving a quite complicated description of a particular sort of formula, as follows:

\( \psi \) is a disjunction of formulas which are conjunctions of propositional variables and/or negated propositional variables.

What does this mean? An example of what we mean is

\[(p \land \neg q \land p) \lor q \lor (\neg r \land s) \lor \neg s).\]

Here each of \((p \land \neg q \land p), q, (\neg r \land s)\) and \(\neg s\) are conjunctions of propositional variables and/or negated propositional variables – OK, you might not like it, but each of the \(q\) and \(\neg s\) is a conjunction of just one thing! Also these conjunctions are joined together by \(\lor\)'s to form the disjunction. Such a formula is said to be in disjunctive form. A more general version of such a form is

\[
\bigvee_{i=1}^{n} \left( \bigwedge_{j=1}^{k_i} q_{i,j} \right),
\]

where each \( q_{i,j} \) is a propositional variable or its negation.

The result will also involve a corresponding form where the roles of \( \land \) and \( \lor \) are interchanged. This is called a conjunctive form, which is a conjunction of formulas which are disjunctions of propositional variables and/or negated propositional variables, i.e. of the form

\[
\bigwedge_{i=1}^{n} \left( \bigvee_{j=1}^{k_i} q_{i,j} \right),
\]

where each \( q_{i,j} \) is a propositional variable or its negation. An example of this is

\[(p \land (\neg q \lor r) \land (r \lor \neg p \lor q \lor p)).\]

As with disjunctive form, there are some fairly trivial formulas which are in conjunctive form, like each of \(q, \neg p, (p \land q)\) (for which the \(k_i\)'s in the general form above all equal 1) and \((q \lor r \lor \neg p)\) (for which the \(n\) in the general form equals 1). Actually all these trivial formulas are simultaneously in both conjunctive and disjunctive form. The result we are leading towards says that for any given formula \( \phi \) using connectives in the set \( \{\land, \lor, \neg, \to, \leftrightarrow\} \), there...
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are logically equivalent formulas, one in disjunctive form and one in conjunctive form, but usually these latter formulas are not the same. For instance, 

\[ (p \rightarrow q) \rightarrow r \]

is logically equivalent to

\[ ((p \land \neg q) \lor r) \]

which is in disjunctive form and

\[ ((p \lor r) \land (\neg q \lor r)) \]

which is in conjunctive form. Now for the theorem! This result tells us that any formula, however complicated a jumble of variables and connectives it appears to be, is logically equivalent to a formula with a nice, orderly shape.

**Theorem 2.5**

Let \( \phi \) be a formula using connectives in the set \( \{ \land, \lor, \neg, \leftrightarrow \} \). Then \( \phi \) is logically equivalent to a formula \( \phi^\lor \) in disjunctive form and a formula \( \phi^\land \) in conjunctive form.

**Proof**

First we remove all occurrences of \( \leftrightarrow \) in \( \phi \) by replacing all subformulas of the form \( (\theta \leftrightarrow \psi) \) by \( ((\theta \rightarrow \psi) \land (\psi \rightarrow \theta)) \). In the resulting formula, we then remove all occurrences of \( \rightarrow \) by replacing all subformulas of the form \( (\theta \rightarrow \psi) \) by \( (\neg \theta \lor \psi) \). In this way we have produced a formula logically equivalent to \( \phi \) which only uses the connectives \( \land, \lor, \neg \). If we can prove the result for all formulas of this type, then the result holds for the original \( \phi \).

So let’s now suppose that the connectives in \( \phi \) are in the set \( \{ \land, \lor, \neg \} \). We have to prove the result for all formulas \( \phi \) of this type and to cope with formulas of arbitrary complexity we shall use induction on the length of \( \phi \), where, as before, our preferred measure of length is the number of connectives in \( \phi \).

For a formula \( \phi \) of this type of length 0, \( \phi \) can only be a propositional variable \( p \), which is already in both disjunctive and conjunctive form.

Now suppose that the result holds for all formulas using connectives in the set \( \{ \land, \lor, \neg \} \) of length \( \leq n \), where \( n \geq 0 \), and that \( \phi \) is a formula of this type with \( n + 1 \) connectives. As \( \phi \) has at least one connective, it must have one of the following three forms:

\[ (\theta \land \psi), \quad (\theta \lor \psi), \quad \neg \theta, \]

where crucially the subformulas \( \theta \) and \( \psi \) have length \( \leq n \), so that the inductive hypothesis applies to them. We must consider each of these three forms separately and will leave some of the details to you. We’ll make heavy use of some of the results of Exercise 2.41 and Exercise 2.37 to replace subformulas by logically equivalent formulas.
Case: $\phi$ is of the form $(\theta \land \psi)$

By the inductive hypothesis $\theta$ and $\psi$ are logically equivalent to $\theta^\wedge$ and $\psi^\wedge$ respectively, both in conjunctive form. Then

$$\phi \equiv (\theta \land \psi) \equiv (\theta^\wedge \land \psi^\wedge).$$

But $(\theta^\wedge \land \psi^\wedge)$ is in conjunctive form as both $\theta^\wedge$ and $\psi^\wedge$ are in this form. So we can take $\phi^\wedge$ to be $(\theta^\wedge \land \psi^\wedge)$.

That was rather easy, but what about $\phi^\vee$? For this, first note that by the inductive hypothesis $\theta$ and $\psi$ are logically equivalent to $\theta^\vee$ and $\psi^\vee$ respectively, both in disjunctive form. So

$$\phi \equiv (\theta \land \psi) \equiv (\theta^\vee \land \psi^\vee).$$

The $\land$ as principal connective of $(\theta^\wedge \land \psi^\wedge)$ means that it is not usually in disjunctive form, so some more work is needed. The formulas $\theta^\vee$ and $\psi^\vee$ are of the forms $\bigvee_{i=1}^{n} \theta_i$ and $\bigvee_{j=1}^{m} \psi_j$ respectively where each $\theta_i$ and $\psi_j$ is a conjunction of propositional variables and/or negated propositional variables. So

$$\phi \equiv \left( \bigvee_{i=1}^{n} \theta_i \right) \land \left( \bigvee_{j=1}^{m} \psi_j \right)$$

and by Exercise 2.41 part (d), the formula on the right is logically equivalent to

$$\bigvee_{i=1}^{n} \bigvee_{j=1}^{m} (\theta_i \land \psi_j).$$

As each $\theta_i$ and $\psi_j$ is a conjunction of propositional variables and/or negated propositional variables, so is each $(\theta_i \land \psi_j)$. That means that $\bigvee_{i=1}^{n} \bigvee_{j=1}^{m} (\theta_i \land \psi_j)$ is in disjunctive form, so that we can take this formula as $\phi^\vee$.

Case: $\phi$ is of the form $(\theta \lor \psi)$

This is left as an exercise for you.

Case: $\phi$ is of the form $\neg \theta$

By the inductive hypothesis, $\theta$ is logically equivalent to $\theta^\wedge$ in conjunctive form, which we can write as $\bigwedge_{i=1}^{n} \theta_i$, where each $\theta_i$ is a disjunction of propositional variables and/or their negations. Using Exercise 2.41 part (a), we have

$$\phi \equiv \neg \theta \equiv \neg \bigwedge_{i=1}^{n} \theta_i$$

$$\equiv \bigvee_{i=1}^{n} \neg \theta_i.$$
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Each \( \theta_i \) is a disjunction of propositional variables and/or their negations, so of the form \( \bigvee_{j=1}^{n_i} q_{i,j} \), where each \( q_{i,j} \) is a propositional variable or its negation.

By Exercise 2.41 part (b), \( \neg \theta_i \) is logically equivalent to \( \bigwedge_{i=1}^{n} \neg q_{i,j} \). Each \( q_{i,j} \) is of the form \( p \) or \( \neg p \), where \( p \) is a propositional variable. So \( \neg q_{i,j} \) is of the form \( \neg p \) or \( \neg \neg p \). In the latter case \( \neg q_{i,j} \) is logically equivalent to \( p \). For each \( i, j \) put

\[
r_{i,j} = \begin{cases} 
\neg p, & \text{if } q_{i,j} \text{ is a propositional variable } p, \\
p, & \text{if } q_{i,j} \text{ is } \neg p \text{ where } p \text{ is a propositional variable,}
\end{cases}
\]

so that \( r_{i,j} \) is always a propositional variable or its negation and is logically equivalent to \( \neg q_{i,j} \). At last we have

\[
\phi \equiv \bigvee_{i=1}^{n} \neg \theta_i \\
\equiv \bigvee_{i=1}^{n} \bigwedge_{j=1}^{n_i} \neg q_{i,j} \\
\equiv \bigvee_{i=1}^{n} \bigwedge_{j=1}^{n_i} \neg q_{i,j} \\
\equiv \bigvee_{i=1}^{n} \bigwedge_{j=1}^{n_i} r_{i,j},
\]

which is in disjunctive form and can thus be taken as \( \phi^\vee \).

We shall leave it as an exercise for you to find a suitable \( \phi^\wedge \) logically equivalent to \( \phi \) in this case.

**Exercise 2.42**

(a) Explain how to construct a suitable \( \phi^\wedge \) and \( \phi^\vee \) in the case when \( \phi \) is of the form \( (\theta \lor \psi) \) in the proof of Theorem 2.5.

(b) Explain how to construct a suitable \( \phi^\wedge \) in the case when \( \phi \) is of the form \( \neg \theta \) in the proof of Theorem 2.5.

**Exercise 2.43**

For each of the following formulas, follow the method used in the proof of Theorem 2.5 to find a disjunctive form and a conjunctive form equivalent to it.

(a) \( ((p_1 \lor (p_2 \leftrightarrow \neg p_1)) \rightarrow (\neg p_1 \land p_3)) \)

(b) \( (p \rightarrow (q \rightarrow (r \lor \neg p))) \)

(c) \( (p \leftrightarrow \neg p) \)
A given formula will in general be logically equivalent to several different formulas in disjunctive form. For instance,

\[(p \lor (\neg p \land q)) \equiv (p \lor q),\]

where both are in disjunctive form. We shall see in the next section that amongst these different disjunctive forms there are some that fit a standard format, and so can be said to be in a normal form. The same thing goes for conjunctive forms.

In this section we have looked at propositional formulas built up from the connectives \(\neg, \land, \lor, \rightarrow\) and \(\leftrightarrow\). But these are not the only connectives we might have introduced based on normal language. For instance, we might have introduced connectives for the likes of ‘unless’ and ‘neither… nor’. In the next section we shall look at further possible connectives in a very general way. Then we shall discover a remarkable fact about how even very complicated connectives can always be built up from some of the very simple ones we have met in this section.

**Further exercises**

**Exercise 2.44**

Let \(\phi\) be a formula built up using the connectives \(\neg, \land, \lor\). The dual \(\phi'\) of \(\phi\) is the formula obtained from \(\phi\) by replacing all occurrences of \(\land\) by \(\lor\), of \(\lor\) by \(\land\), and all propositional variables by their negations.

(a) Show that \(\phi'\) is logically equivalent to \(\neg \phi\). (This is called the Principle of Duality.) [Hint: Use induction on the length of \(\phi\).]

(b) Hence, using Theorem 2.4, show that if \(\phi, \psi\) are formulas built up using the connectives \(\neg, \land, \lor\), then

\[(\phi \rightarrow \psi) \equiv (\psi' \rightarrow \phi')\]

and

\[(\phi \leftrightarrow \psi) \equiv (\phi' \leftrightarrow \psi').\]

(c) Use the following method to show that Theorem 2.3(k) follows from Theorem 2.3(j). Theorem 2.3(j) states that

\[(\phi \land (\psi \lor \theta)) \equiv ((\phi \land \psi) \lor (\phi \land \theta)),\]

so that by the result of Exercise 2.34,

\[(\phi \land (\psi \lor \theta)) \leftrightarrow ((\phi \land \psi) \lor (\phi \land \theta))\]

is a tautology. Use the result of part (b) above and the result of Exercise 2.28(b)(i) in Section 2.3 to show that

\[(\phi \lor (\psi \land \theta)) \leftrightarrow ((\phi \lor \psi) \land (\phi \lor \theta))\]

is a tautology. Hence, by Exercise 2.34,

\[(\phi \lor (\psi \land \theta)) \equiv ((\phi \lor \psi) \land (\phi \lor \theta)),\]

which is Theorem 2.3(k).

(d) Identify other logical equivalences in Theorem 2.3 which are related in the same way using the method of part (c).

For instance, if \(\phi\) is the formula

\[\neg p \land ((p \land q) \lor r)),\]

then \(\phi'\) is

\[(\neg \neg p \lor ((\neg \neg p \land \neg q) \land \neg r)).\]
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Exercise 2.45

Let \( X \) be a non-empty set and suppose that \(* : X^2 \rightarrow X\) is a function with the associative property, that is,

\[
(x * (y * z)) = ((x * y) * z), \quad \text{for all } x, y, z \in X,
\]

where we write the image under the function of the pair \((a, b)\) in \(X^2\) as \((a * b)\).

Let \(x_1, x_2, \ldots, x_n\) be elements of \(X\) and suppose that brackets and * are inserted into the string of symbols \(x_1x_2\ldots x_n\) to give an expression which can be computed using the function * to give an element of \(X\). Show that the computations of all such expressions (for the same \(x_1x_2\ldots x_n\) in that order) will result in the same element of \(X\).

\[\text{Hints: Use induction on } n \text{ with hypothesis that each such expression equals both of}\]

\[
(x_1 * (x_2 * (\ldots * (x_{n-1} * x_n) \ldots)))
\]

and

\[
((\ldots (x_1 * x_2) * \ldots) * x_{n-1}) * x_n).
\]

Exercise 2.46

Let \( \theta \) be a formula built up using the connectives \(\neg, \land\) and let \( \phi \) be one of its subformulas. We shall write \(\theta[\phi'/\phi]\) for the formula obtained by replacing all occurrences of the subformula \(\phi\) in \(\theta\) by the formula \(\phi'\). Show that if \(\phi \equiv \phi'\) then \(\theta \equiv \theta[\phi'/\phi]\). \[\text{Hints: Fix the formulas } \phi \text{ and } \phi' \text{ and do an induction on the length of } \theta. \text{ But first be much more specific about the meaning of } \theta[\phi'/\phi] \text{ by defining it as follows:}\]

\[
\theta[\phi'/\phi] = \begin{cases} 
\theta, & \text{if } \phi \text{ does not occur as a subformula of } \theta, \\
\phi', & \text{if } \phi \text{ is the subformula } \theta \text{ of } \theta, \\
\neg[\phi'/\phi], & \text{if } \phi \text{ occurs as a subformula of } \theta \text{ (with } \phi \neq \theta\text{) and } \theta \text{ is of the form } \neg\psi, \\
(\psi[\phi'/\phi] \land \chi[\phi'/\phi]), & \text{if } \phi \text{ occurs as a subformula of } \theta \text{ (with } \phi \neq \theta\text{) and } \theta \text{ is of the form } (\psi \land \chi). 
\end{cases}
\]

Making the description of \(\theta[\phi'/\phi]\) makes the problem much easier to solve!

For instance, for \(n = 4\), each of the expressions

\[
(x_1 * (x_2 * (x_3 * x_4)))
\]

\[
(x_1 * ((x_2 * x_3) * x_4))
\]

\[
((x_1 * x_2) * (x_3 * x_4))
\]

\[
(((x_1 * x_2) * x_3) * x_4)
\]

\[
((x_1 * (x_2 * x_3)) * x_4)
\]

give the same element of \(X\).

For instance if \(\theta\) is the formula

\[
((p \land q) \land (q \land \neg(p \land p))),
\]

\(\phi\) is the formula \((p \land q)\) and \(\phi'\) is the formula \(\neg p\), then \(\theta[\phi'/\phi]\) is the formula

\[
(\neg\neg p \land (q \land \neg\neg p)).
\]
2.5 The expressive power of connectives

So far we have looked at formulas built up using the connectives $\land$, $\lor$, $\neg$, $\rightarrow$ and $\leftrightarrow$, which have intended interpretations corresponding to uses in everyday language, conveyed by their standard truth tables. Surely there are other connectives which might arise from everyday language, in which case we might ask the following questions.

(i) How many different connectives are there?
(ii) Can some connectives be expressed in terms of others?
(iii) Is there any ‘best’ set of connectives?

It’s not too hard to think of some further everyday connectives, although it might be harder to settle on reasonable truth tables for them. For instance, there are the exclusive ‘or’ (meaning ‘...or...but not both’), ‘is implied by’ and ‘unless’.

**Exercise 2.47**

Suggest truth tables for each of ‘$\phi$ or $\psi$’ with the exclusive ‘or’, ‘$\phi$ is implied by $\psi$’ and ‘$\phi$ unless $\psi$’.

These extra connectives are all binary – they connect two propositions. How about connectives requiring more than two propositions? They are perhaps less everyday than the likes of ‘and’ and ‘implies’, but they do exist. Take, for instance, ‘at least two of the following statements are true: ...’. This doesn’t fit in well with the sort of construction rules we’ve had for well-formed formulas if we leave open how many statements do follow. But we can nail things down by specifying a natural number $n$ (with $n > 2$ to make things interesting!) and modifying this as ‘at least two of the following $n$ statements are true: ...’.

**Exercise 2.48**

(a) (i) How many rows would you need for the truth table of the proposition ‘at least two of the following 3 statements are true: $\phi$, $\psi$, $\theta$’?
(ii) Write down the truth table for this proposition.

(b) (i) How many rows would you need for the truth table of the proposition ‘at least two of the following $n$ statements are true: $\phi_1, \phi_2, \ldots, \phi_n$, where $n \geq 2$?
(ii) On how many of these rows would you expect the proposition to be true?

The correspondence between the symbols and everyday language has already required some firm, and even tough, decisions, like ‘or’ being taken as inclusive rather than exclusive and ‘implies’ carrying with it the convention that $\phi \rightarrow \psi$ is true when $\phi$ is false.
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Solution

(a) (i) Each of the three propositions \( \phi, \psi \) and \( \theta \) could take the values \( T \) or \( F \) independent of the values taken by the other two. Thus there are \( 2 \times 2 \times 2 = 8 \) different combinations of truth values to be taken into account in the table, so that the latter needs 8 rows.

(ii) We've set out the rows in what we hope is a transparently systematic basis!

<table>
<thead>
<tr>
<th>( \phi )</th>
<th>( \psi )</th>
<th>( \theta )</th>
<th>at least two of ( \phi, \psi, \theta ) are true</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T )</td>
<td>( T )</td>
<td>( T )</td>
<td>( T )</td>
</tr>
<tr>
<td>( T )</td>
<td>( T )</td>
<td>( F )</td>
<td>( T )</td>
</tr>
<tr>
<td>( T )</td>
<td>( F )</td>
<td>( T )</td>
<td>( T )</td>
</tr>
<tr>
<td>( T )</td>
<td>( F )</td>
<td>( F )</td>
<td>( F )</td>
</tr>
<tr>
<td>( F )</td>
<td>( T )</td>
<td>( T )</td>
<td>( T )</td>
</tr>
<tr>
<td>( F )</td>
<td>( T )</td>
<td>( F )</td>
<td>( F )</td>
</tr>
<tr>
<td>( F )</td>
<td>( F )</td>
<td>( T )</td>
<td>( T )</td>
</tr>
<tr>
<td>( F )</td>
<td>( F )</td>
<td>( F )</td>
<td>( F )</td>
</tr>
</tbody>
</table>

(b) (i) As each of the propositions \( \phi_1, \phi_2, \ldots, \phi_n \) could potentially be true or false independent of the values taken by the others, the table would normally require

\[
2 \times 2 \times \ldots \times 2 = 2^n
\]

rows.

(ii) Not given.

Rather than producing even more baroque examples of vaguely natural connectives, we'll simply state that we've opened the floodgates of connectives, laying open the possibility that there are lots of connectives of \( n \) arguments, for arbitrarily large natural numbers \( n \). We shall leave behind the everyday language descriptions of connectives and concentrate on what characterizes them within 2-valued logic, namely their truth tables. Each truth table in essence describes the values of a function, as in the following definition.

### Definition Truth function

A truth function of \( n \) arguments is any function \( f : \{T, F\}^n \rightarrow \{T, F\} \).

\( \{T, F\}^n \) means \( \{T, F\} \times \{T, F\} \times \ldots \times \{T, F\} \).

A given truth table might have several descriptions: e.g. 'if ... then' and 'implies' have the same truth table.

A truth function can often be described nicely by its rule, for instance the function of 3 arguments we saw in Exercise 2.48(a) which takes the value \( T \) when at least two of its arguments take the value \( T \). But as often as not, the only way of describing a truth function is by giving its full table of values, in the form:

\[
\begin{array}{cccccc}
 x_1 & x_2 & \ldots & x_n & f(x_1, x_2, \ldots, x_n) \\
 T & T & \ldots & T & ? \\
 T & T & \ldots & F & ? \\
 \vdots & \vdots & \ddots & \vdots & \vdots \\
 F & F & \ldots & F & ? \\
\end{array}
\]
Exercise 2.49

(a) If \( f \) is a truth function of \( n \) arguments, how many rows are there in its table of values?

(b) Explain why the number of truth functions of \( n \) arguments is \( 2^{2^n} \).

Clearly there are infinitely many truth functions, allowing for all possible values of \( n \). If we want to represent all of these within our formal language, do we need a special connective symbol for each one? Or can we represent some of them in terms of others? We have already seen how some of the more basic connectives are interrelated, in terms of logical equivalence. For instance, we have \((\phi \rightarrow \psi) \equiv (\neg \phi \lor \psi)\), so that any use of the connective \( \rightarrow \) in a formula could be replaced by a construction involving \( \neg \) and \( \lor \). Likewise we can talk about a formula in the formal language representing a particular truth function, as in the following definition.

**Definition Representing a formula**

Let \( f \) be a truth function of \( n \) arguments \( x_1, x_2, \ldots, x_n \) and let \( \phi \) be a formula of the formal language involving propositional variables out of the set \( \{p_1, p_2, \ldots, p_n\} \). We shall say that \( \phi \) represents \( f \) if the table of values of \( f \)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>( f(x_1, x_2, \ldots, x_n) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>T</td>
<td>...</td>
<td>T</td>
</tr>
<tr>
<td>T</td>
<td>T</td>
<td>...</td>
<td>F</td>
</tr>
<tr>
<td></td>
<td></td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>...</td>
<td>F</td>
</tr>
</tbody>
</table>

matches the truth table of \( \phi \) in an obvious way:

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>( \phi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>T</td>
<td>...</td>
<td>T</td>
</tr>
<tr>
<td>T</td>
<td>T</td>
<td>...</td>
<td>F</td>
</tr>
<tr>
<td></td>
<td></td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>...</td>
<td>F</td>
</tr>
</tbody>
</table>

or, more formally, for any truth assignment \( v \), if \( v(p_i) = x_i \) for \( i = 1, 2, \ldots, n \), then \( v(\phi) = f(x_1, x_2, \ldots, x_n) \).

For instance, the truth function \( f_\rightarrow \) of 2 arguments given by \( f_\rightarrow(x_1, x_2) = F \) if and only if \( x_1 = T \) and \( x_2 = F \) is represented by the formula \((p_1 \rightarrow p_2)\). Also the truth function of 3 arguments corresponding to the connective introduced in Exercise 2.48(a) is represented by the formula

\[((p_1 \land p_2) \lor (p_2 \land p_3) \lor (p_3 \land p_1))\).

If we were interested in whether both these truth functions could be represented in a language using a limited set of connectives, say consisting of just \( \neg \) and \( \land \), then it so happens it can be done, by exploiting logical equivalences,
first \((\phi \rightarrow \psi) \equiv (\neg \phi \lor \psi)\) (for appropriate \(\phi, \psi\)) to eliminate the uses of \(\rightarrow\) and then \((\phi \lor \psi) \equiv \neg (\neg \phi \land \neg \psi)\) to eliminate the uses of \(\lor\). But perhaps these are just nicely behaved truth functions. With how uncomplicated a set of connectives can we represent all truth functions?

Pretty remarkably, there are very uncomplicated and small sets of connectives with which one can represent all truth functions. This property merits a definition.

**Definition Adequate set of connectives**

A set \(S\) of connectives is **adequate** if all truth functions can be represented by formulas using connectives from this set.

In many ways the nicest (to the author!) such adequate set is \(\{\neg, \land, \lor\}\), as is shown in the following theorem.

**Theorem 2.6**

The set of connectives \(\{\neg, \land, \lor\}\) is adequate.

**Proof**

Let \(f : \{T, F\}^n \rightarrow \{T, F\}\) be a truth function of \(n\) arguments. We shall use the table of values of \(f\) to construct a formula \(\phi\) using \(\neg, \land, \lor\) representing \(f\).

<table>
<thead>
<tr>
<th>(x_1)</th>
<th>(x_2)</th>
<th>...</th>
<th>(x_n)</th>
<th>(f(x_1, x_2, \ldots, x_n))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T)</td>
<td>(T)</td>
<td>...</td>
<td>(T)</td>
<td>?</td>
</tr>
<tr>
<td>(T)</td>
<td>(T)</td>
<td>...</td>
<td>(F)</td>
<td>?</td>
</tr>
<tr>
<td>(\vdots)</td>
<td>(\vdots)</td>
<td>...</td>
<td>(\vdots)</td>
<td>(\vdots)</td>
</tr>
<tr>
<td>(F)</td>
<td>(F)</td>
<td>...</td>
<td>(F)</td>
<td>?</td>
</tr>
</tbody>
</table>

First we deal with the case when \(f(x_1, x_2, \ldots, x_n) = F\) on all \(2^n\) rows of the table. Simply take \(\phi\) to be the formula \((p_1 \land \neg p_1)\) – the truth table of this formula, regarded as involving variables out of the set \(\{p_1, p_2, \ldots, p_n\}\), will give the value \(F\) on all lines.

Much more interesting, and needing some real effort, is the case when the table of values of \(f\) has some rows for which \(f(x_1, x_2, \ldots, x_n) = T\). For each such row, coded by a particular \(n\)-tuple \(\langle x_1, x_2, \ldots, x_n \rangle\) in \(\{T, F\}^n\), construct the formula \(\theta_{\langle x_1, x_2, \ldots, x_n \rangle}\) as follows:

\[
q_1 \land q_2 \land \ldots \land q_n \quad \text{where} \quad q_i = \begin{cases} p_i & \text{if } x_i = T, \\ \neg p_i & \text{if } x_i = F, \end{cases} \text{for } i = 1, 2, \ldots, n.
\]

The key property of this formula is that the only truth assignment \(v\) that makes it true is the one corresponding to the row coded by \(\langle x_1, x_2, \ldots, x_n \rangle\) in \(\{T, F\}^n\), i.e. defined by \(v(p_i) = x_i\), for each \(i = 1, 2, \ldots, n\).

Now let \(\phi\) be the disjunction of all the \(\theta_{\langle x_1, x_2, \ldots, x_n \rangle}\) which arise for the truth function \(f\). We claim that \(\phi\) represents \(f\).
Take any truth assignment \( v \), where \( v(p_i) = x_i \) for each \( i = 1, 2, \ldots, n \). We must show that \( v(\phi) = f(x_1, x_2, \ldots, x_n) \) and to do this it’s enough to show that \( v(\phi) = T \) if and only if \( f(x_1, x_2, \ldots, x_n) = T \). If \( v(\phi) = T \), then as \( \phi \) is a disjunction of formulas \( \theta_{(p_{y_1}, \ldots, y_m)} \), one of the latter is true under \( v \). But then one of these \( \theta \)s must be \( \theta_{(x_1, x_2, \ldots, x_n)} \). By the construction of \( \phi \), this can only be included when \( f(x_1, x_2, \ldots, x_n) = T \), which is what we require. Conversely, if \( f(x_1, x_2, \ldots, x_n) = T \), then \( \theta_{(x_1, x_2, \ldots, x_n)} \) is one of the disjuncts of \( \phi \); and as the truth assignment \( v \) makes \( \theta_{(x_1, x_2, \ldots, x_n)} \) true, it must then make \( \phi \) true.

Let’s look at the \( \phi \) which the proof constructs for the truth function \( f \) of 3 variables given by the following table:

<table>
<thead>
<tr>
<th>( x_1 )</th>
<th>( x_2 )</th>
<th>( x_3 )</th>
<th>( f(x_1, x_2, x_3) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>T</td>
<td>T</td>
<td>F</td>
<td>T</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
</tbody>
</table>

There are three rows on which \( f(x_1, x_2, x_3) = T \), corresponding to the triples \( \langle T, T, T \rangle \), \( \langle T, T, F \rangle \) and \( \langle F, T, F \rangle \). The corresponding \( \theta \)s are:

\[
\begin{align*}
\theta_{(T,T,T)} : & \quad (p_1 \land p_2 \land p_3), \\
\theta_{(T,T,F)} : & \quad (p_1 \land p_2 \land \neg p_3), \\
\theta_{(F,T,F)} : & \quad (\neg p_1 \land p_2 \land \neg p_3).
\end{align*}
\]

Thus \( f \) is represented by the formula \( \phi \) obtained by taking the disjunction of these three formulas:

\[
((p_1 \land p_2 \land p_3) \lor (p_1 \land p_2 \land \neg p_3) \lor (\neg p_1 \land p_2 \land \neg p_3)).
\]

Note that this formula is in what we previously called a disjunctive form, namely a disjunction of formulas each of which is a conjunction of variables, possibly negated. Furthermore these latter conjunctions and the similar conjunctions obtained for almost all other truth functions \( f \) all involve the same variables, \( p_1, p_2, \ldots, p_n \), which merits saying that the formula is in a ‘normal form’, to which we give a special name, as in the following definition.

**Definition**  
**Disjunctive normal form**

A formula is said to be in disjunctive normal form, often abbreviated as dnf, if for some \( n \geq 1 \) it is a disjunction of formulas of the form

\[
(q_1 \land q_2 \land \ldots \land q_n),
\]

where for each \( i = 1, 2, \ldots, n \), \( q_i \) is one of \( p_i \) and \( \neg p_i \). As an exceptional case, we shall also say that the formula \((p_1 \land \neg p_1 \land \ldots \land p_n \land \neg p_n)\) is in disjunctive normal form.

We met this in Theorem 2.5 in Section 2.4.

The exception being the case when \( f(x_1, x_2, \ldots, x_n) = F \) for all \( x_1, x_2, \ldots, x_n \); but even then we could represent \( f \) by the formula \((p_1 \land \neg p_1 \land \ldots \land p_n \land \neg p_n)\), which uses all of \( p_1, p_2, \ldots, p_n \).

To avoid redundancy in a formula in dnf, we shall also ban any of these conjunctions from appearing more than once in the formula.
Propositions and truth assignments

Thus a benefit of this proof of Theorem 2.6 is that we know not only that each truth function can be represented by a formula using $\land$, $\lor$ and $\neg$, but how to construct such a formula with a nice shape, namely one in disjunctive normal form.

A further benefit of Theorem 2.6 is that it gives a more general result than Theorem 2.5 in Section 2.4. The latter theorem told us that any formula built up using connectives in the set $\{\land, \lor, \neg, \to, \leftrightarrow\}$ was logically equivalent to a formula in disjunctive form. But now we can say that any formula $\psi$ built up using any connectives, not just these familiar ones, is logically equivalent to a formula in dnf. All we do is take the truth function $f$ represented by $\psi$ and then apply Theorem 2.6 to get a formula $\phi$ which represents $f$, and hence has to be logically equivalent to $\psi$. We hope that after having seen the proof of Theorem 2.6, the construction of the formulas in the dnf for $\psi$ now seems very natural—we just represent each truth assignment making $\psi$ true by a corresponding conjunction of propositional variables and/or their negations, and then join together the relevant conjunctions by $\lor$s.

Exercise 2.50

Write down formulas in dnf representing each of the following:

(a) the truth function of 2 arguments represented by the formula $(p_1 \leftrightarrow p_2)$;
(b) the truth function of 3 arguments represented by the formula $\neg(p_1 \lor p_3)$, regarded as built up from variables out of the set $\{p_1, p_2, p_3\}$;
(c) the truth function $f$ of 3 arguments where $f(x_1, x_2, x_3)$ is true if at least two of $x_1, x_2, x_3$ is false.

Solution

We shall give a solution to (b) and leave the others to you.

The formula $\neg(p_1 \lor p_3)$, regarded as built up from variables out of the set $\{p_1, p_2, p_3\}$, represents a truth function $f$ whose table of values matches the truth table of $\neg(p_1 \lor p_3)$ relative to these 3 variables, thus with 8 rows. The rows on which $f(x_1, x_2, x_3) = T$ correspond to the truth assignments making both $p_1$ and $p_3$ false, with $p_2$ given any truth value. So the relevant triples for the dnf are $(F, T, F)$ and $(F, F, F)$, giving the dnf

\[(\neg p_1 \land p_2 \land \neg p_3) \lor (\neg p_1 \land \neg p_2 \land \neg p_3)\].

There is a similar result to Theorem 2.6 in terms of conjunctive forms, which we also met in Theorem 2.5 of Section 2.4. A formula $\theta$ is said to be in conjunctive normal form, abbreviated as cnf, if, for some $n$, it is a conjunction of disjunctions of propositional variables and their negations, where each variable in the set $\{p_1, p_2, \ldots, p_n\}$ appears exactly once in each disjunction, for example

\[((p_1 \lor \neg p_2 \lor p_3) \land (p_1 \lor \neg p_2 \lor \neg p_3) \land (\neg p_1 \lor p_2 \lor \neg p_3)).\]

In the next exercise, we invite you to prove in two different ways that every truth function $f$ can be represented by a formula in cnf.
Exercise 2.51

(a) Prove that any truth function \( f \) can be represented by a formula \( \phi \) in cnf by negating a formula in dnf representing a suitably chosen truth function related to \( f \) and manipulating the resulting formula.

(b) Prove that any truth function \( f \) can be represented by a formula \( \phi \) in cnf by an adaptation of the proof of Theorem 2.6, using the table of values of the function \( f \). [Hints: Which rows should you look at? Also for each row you look at, try to construct in a systematic way a formula of the form \((q_1 \lor q_2 \lor \ldots \lor q_n)\), where each \( q_i \) is one of \( p_i \) and \( \neg p_i \).]

(c) Write down formulas in cnf representing each of the truth functions in Exercise 2.50.

Once we have one adequate set of connectives, it’s easy to show that some other set \( S \) is adequate – all one has to do is show that each of \( \neg, \land, \lor \) can be represented by a formula using connectives in \( S \). For instance, as we have \((\phi \lor \psi) \equiv \neg(\neg\phi \land \neg\psi)\), so that \( \lor \) can be represented by a formula using \( \neg \) and \( \land \), the set \( \{\neg, \land\} \) is adequate.

Exercise 2.52

Show that each of the following sets of connectives is adequate.

(a) \( \{\neg, \lor\} \)
(b) \( \{\neg, \rightarrow\} \)
(c) \( \{\mid\} \) where \( \mid \) is a two-place connective with truth table:

<table>
<thead>
<tr>
<th>( p )</th>
<th>( q )</th>
<th>( p\mid q )</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>T</td>
</tr>
</tbody>
</table>

The following definition introduces a couple of new symbols which we shall use occasionally later in the book.

**Definitions**  
**Propositional constants**

The symbol \( \bot \) is called the propositional constant for falsity. The symbol \( \top \) is called the propositional constant for truth. These propositional constants are used in the construction of formulas as though they are propositional variables, but for every truth assignment \( v \),

\[ v(\bot) = F \text{ and } v(\top) = T. \]

Thus

\( (\bot \rightarrow (p \rightarrow \bot)), \bot, \neg \top, (q \rightarrow \top) \)

are formulas, while \( \bot p \) and \( \top \bot \) are not. Also for all truth assignments \( v \),

\[ v(\bot \land p) = F; \quad v((\top \land p)) = v(p); \quad v((\top \lor \bot)) = T. \]
2 Propositions and truth assignments

Exercise 2.53
Show that the set \( \{\rightarrow, \perp\} \) is adequate.

One of the benefits of knowing that a set of connectives is adequate comes when devising a formal proof system for propositional calculus. A reasonable aim for such a system is that one should be able to prove within it all tautologies, while at the same time not involving too many connectives for which the formal system would have to give rules or axiom schemes. An adequate set of connectives will do nicely!

How might one show that a set \( S \) of connectives is not adequate? This turns out to be less straightforward and requires a variety of tricks, depending on the connectives involved. For instance, the set \( \{\land, \lor\} \) is not adequate. Obviously, if we could find a formula involving these connectives that represented \( \neg \), the set would be adequate. A spot of experimenting with shortish formulas using \( \land \) and \( \lor \) will not come up with such a formula, but how do we know that there isn’t some very long formula that does the job? One general principle to answer this is to look for some special property possessed by all formulas of a particular sort built up using connectives in \( S \) which thereby rules out that all truth functions can be represented. In the case of \( S = \{\land, \lor\} \), one such property is the following.

Any formula built up using a single variable \( p \) (as many times as you like!) with \( \land \) and \( \lor \) always takes the value \( T \) under the truth assignment \( v \) such that \( v(p) = T \).

This means that such a formula could not represent one of the (two) truth functions \( f : \{T, F\} \rightarrow \{T, F\} \) such that \( f(T) = F \), so that the set \( S \) is not adequate.

It is pretty easy to see that this property holds, but it is a useful discipline to prove it properly. A key feature of the proof is that it has to encompass all formulas \( \phi \) of the sort described, and one of the standard ways of doing this is by induction on some measure of the length of \( \phi \). Have a go at the proof in the next exercise. In our solution we shall as ever use the number of connectives in \( \phi \) as the measure of its length.

Exercise 2.54
Prove that if \( \phi \) is built up using the variable \( p \) with \( \land \) and \( \lor \), and \( v \) is the truth assignment such that \( v(p) = T \), then \( v(\phi) = T \).

There are other such properties that would do, for instance that for any \( \phi \) built up from \( p_1, p_2, \ldots, p_n \) with \( \land \) and \( \lor \), if \( v \) is the truth assignment such that \( v(p_i) = T \) for all \( i = 1, 2, \ldots, n \), then \( v(\phi) = T \). That would mean that no truth function \( f \) of \( n \) arguments such that \( f(T, T, \ldots, T) = F \) can be represented.

The essence of why the property holds is that the truth tables of both \( (\theta \land \psi) \) and \( (\theta \lor \psi) \) give the value \( T \) when \( \phi \) and \( \psi \) take the value \( T \).
\textbf{Solution}

We use induction on the number \( n \) of connectives in \( \phi \).

The base case is \( n = 0 \). The only formula of the given type with no connectives is \( p \) and the required property, namely that if \( v(p) = T \) then \( v(\phi) = T \), holds trivially.

For the inductive step assume that the property holds for all the formulas of this special form with \( \leq n \) connectives, and that \( \phi \) is a formula of this type with \( n + 1 \) connectives. Then \( \phi \) has to be one of the forms \((\theta \land \psi)\) and \((\theta \lor \psi)\), where, as \( \theta \) and \( \psi \) have the same form and at most \( n \) connectives, both have the required property, i.e. if \( v(p) = T \) then \( v(\theta) = v(\psi) = T \). Then whichever form \( \phi \) has, the truth tables of \( \land \) and \( \lor \) ensure that \( v(\phi) = T \), as required.

The result follows by mathematical induction.

Use your ingenuity to resolve the following problems and provide suitably convincing arguments!

\textbf{Exercise 2.55}

Show that none of the following sets of connectives is adequate.

(a) \( \{\neg\} \)

(b) \( \{\to\} \)

(c) \( \{\lor, \bot\} \), where \( \bot \) is the propositional constant for falsity.

\textbf{Exercise 2.56}

Let \( S = \{\neg, \leftrightarrow\} \).

(a) Show that every truth function of one argument can be represented by a formula using connectives in \( \{\neg, \leftrightarrow\} \).

(b) By finding a property possessed by all formulas built up from two propositional variables \( p \) and \( q \) using \( \neg \) and \( \leftrightarrow \) (and verifying that this property does indeed hold), show that the set \( \{\neg, \leftrightarrow\} \) is not adequate.

\textbf{Exercise 2.57}

There are 16 different possible truth tables for a two-place connective \( * \). For which of these is \( \{*\} \) an adequate set of connectives? In each case explain why it gives or does not give (as appropriate) an adequate set.

An alternative approach to showing that a set \( S \) of connectives is not adequate is to investigate, for each non-negative integer \( n \), how many truth functions of \( n \) arguments can be represented using \( S \). If for some \( n \) this number is less than \( 2^n \), then \( S \) is not adequate. Meanwhile, knowing how many, and which, truth functions can be represented by \( S \) is of interest in its own right.

\textbf{Exercise 2.58}

How many truth functions of \( n \) arguments can be represented using the set \( \{\land\} \)?
2 Propositions and truth assignments

Solution

Our method is to investigate whether there is some sort of ‘normal’ form for formulas $\phi$ built up using variables in the set $\{p_1, p_2, \ldots, p_n\}$ and connectives out of the set $S$, in this case just the connective $\land$. It would be nice if each $\phi$ was logically equivalent to just one formula in this normal form, so that counting the number of formulas in normal form gives the number of different truth functions which can be represented. In this case, there are some very useful logical equivalences involving $\land$ which lead to such a normal form. They are as follows:

\[
(\phi \land (\psi \land \theta)) \equiv ((\phi \land \psi) \land \theta) \quad \text{(associativity)},
\]
\[
(\phi \land \psi) \equiv (\psi \land \phi) \quad \text{(commutativity)},
\]
\[
(\phi \land \phi) \equiv \phi \quad \text{(idempotency)}.
\]

Recall that the correct terminology here is that $\land$ is associative, commutative and idempotent under logical equivalence. The associativity and commutativity are particularly helpful, because using these we can show that given any formula $\phi$ built up just using $\land$, any rearrangement of the variables in $\phi$ gives a formula logically equivalent to $\phi$. In particular we can rearrange the variables in $\phi$ so that all the $p_i$, for a given $i$, are in the same subformula $\theta_i$, and obtain a formula logically equivalent to $\phi$ of the form

\[
(\theta_{i_1} \land (\theta_{i_2} \land \ldots \land \theta_{i_k}) \ldots))\]

where the propositional variables appearing in $\phi$ are $p_{i_1}, p_{i_2}, \ldots, p_{i_k}$, with $i_1 < i_2 < \ldots < i_k$. For example, the formula

\[
((p_3 \land p_1) \land (p_3 \land ((p_4 \land p_1) \land p_3)))
\]

is logically equivalent to the formula

\[
((p_1 \land p_3) \land ((p_3 \land (p_4 \land p_3)) \land p_4)).
\]

The idempotency of $\land$ under logical equivalence then gives us that each component $\theta_i$ is logically equivalent to just a single $p_i$. Thus a given $\phi$ is logically equivalent to a normal form which is a simple conjunction of just the $p_i$s appearing in $\phi$, that is,

\[
(p_{i_1} \land p_{i_2} \land \ldots \land p_{i_k}),
\]

where the propositional variables appearing in $\phi$ are $p_{i_1}, p_{i_2}, \ldots, p_{i_k}$ with $i_1 < i_2 < \ldots < i_k$. In the example above, this would be the formula

\[
(p_1 \land p_3 \land p_4).
\]

The number of distinct formulas using variables in the set $\{p_1, p_2, \ldots, p_n\}$ which are in this normal form equals the number of non-empty subsets of this set, namely $2^n - 1$.

The same sort of method pays dividends in many parts of the following exercises.

Logically equivalent formulas, regarded as using variables out of the set $\{p_1, p_2, \ldots, p_n\}$, represent the same truth function. So to count the different truth functions representable, we just want one formula out of each class of logically equivalent formulas.

Not all of the $n$ propositional variables in $\{p_1, p_2, \ldots, p_n\}$ might appear in a given $\phi$.

Back to being casual about brackets, thanks to associativity!

The set $\{p_1, p_2, \ldots, p_n\}$ has $n$ elements, so has $2^n$ subsets, including the empty set.
Exercise 2.59

How many truth functions of \( n \) variables can be represented by using each of the following sets of connectives?

(a) \( \{\lor\} \)
(b) \( \{\neg\} \)
(c) \( \{\neg, \land, \lor\} \)
(d) \( \{\leftrightarrow\} \)
(e) \( \{\neg, \leftrightarrow\} \)

The result of this gives a nice alternative way of showing that the set \( \{\neg, \leftrightarrow\} \) is not adequate.

Exercise 2.60

(a) Let \( f \) be a truth function of \( n \) arguments such that \( f(T, T, \ldots, T) = T \). Show that \( f \) can be represented by a formula using connectives in the set \( \{\land, \lor, \rightarrow\} \). \( \text{Hints:} \ f \) can be represented by a formula \( \phi \) using \( \{\neg, \land, \lor\} \) in dnf (or cnf, whichever you prefer). The fact that \( f(T, T, \ldots, T) = T \) gives just enough information about \( \phi \) to enable all the occurrences of \( \neg \) to be eliminated using \( \land, \lor \) and \( \rightarrow \), with the aid of logical equivalences such as \((\neg \theta \lor \psi) \equiv (\theta \rightarrow \psi)\).

(b) Hence show that the number of truth functions of \( n \) arguments representable using \( \{\land, \lor, \rightarrow\} \) is \( 2^{2^n-1} \) and also find the number when using \( \{\land, \neg\} \).

You may be surprised to know that there is no known nice formula for the number of truth functions of \( n \) arguments representable using such a simple set as \( \{\land, \lor\} \), which has been sought for a variety of applications, but for which only not very good upper and lower bounds have been found.

Further exercises

Exercise 2.61

Let \( * \) be a ternary connective with the following truth table.

\[
\begin{array}{ccc|c}
 p & q & r & (p, q, r) \\
 T & T & T & F \\
 T & T & F & T \\
 T & F & T & T \\
 T & F & F & T \\
 F & T & T & T \\
 F & T & F & T \\
 F & F & T & T \\
 F & F & F & F \\
\end{array}
\]

(a) Prove that \( \{\ast\} \) is not adequate.

(b) Is \( \{\ast, \rightarrow\} \) adequate? Prove your answer.
2 Propositions and truth assignments

Exercise 2.62
Suppose that $\phi$ is a formula in disjunctive normal form (but not necessarily involving all the propositional variables in each disjunct). Prove that $\phi$ is a contradiction if and only if for each disjunct $\psi$ of $\phi$ there is some propositional variable $p$ such that both $p$ and $\neg p$ appear in $\psi$.

Exercise 2.63
The result that \{\wedge, \vee, \neg\} is an adequate set of connectives can be restated by saying that all truth functions $f : \{T, F\}^n \rightarrow \{T, F\}$, for all $n \geq 0$, can be obtained by (repeated) composition of the three truth functions $f_\wedge$, $f_\vee$ and $f_\neg$ (of respectively 2, 2 and 1 arguments) corresponding to the connectives $\wedge$, $\vee$ and $\neg$. Ignoring the particular interpretation of $T$ and $F$ as truth values, we can conclude from this that the set of all functions from $X^n$ to $X$, where $X$ is a two element set and $n \geq 0$, can be obtained by composition of a finite number (three!) of relatively simple functions. Show that the same applies for any finite set $X$, that is, that there is a finite subset of the set of all functions from $X^n$ to $X$ for all $n \geq 0$ from which any function in the set can be obtained by composition.

2.6 Logical consequence

In this section we shall start looking at arguments involving propositional formulas, which will be our first step towards modelling mathematical proof. One’s expectation of a (correct!) mathematical argument is that it should involve statements which follow from previous statements in some sort of convincing way, right up to the desired concluding result. It is a tall order trying to nail down all the ways in which mathematicians are convinced by an argument, so in this section we shall concentrate on just one requirement of a convincing argument, as follows. One measure of a statement $\phi$ following from statements in a set $\Gamma$ is that whenever all the statements in $\Gamma$ are true then $\phi$ must also be true. So, for instance, in everyday maths it follows from the statement that the function $f$ from $\mathbb{R}$ to $\mathbb{R}$ is differentiable, along with all sorts of other tacit assumptions about the arithmetic of $\mathbb{R}$, that $f$ is continuous. It is not the case that every function $f$ is differentiable, but whenever one does have an $f$ that is differentiable, then it must also be continuous. We shall capture this general idea by the following definition.

\textbf{Definitions Logical consequence}

Let $\Gamma$ be a set of formulas and $\phi$ a formula involving propositional variables in a set $P$. Then $\phi$ is a \textit{logical consequence} of $\Gamma$, or equivalently $\Gamma$ \textit{logically implies} $\phi$, when for all truth assignments $v$ on $P$, if $v(\gamma) = T$ for all $\gamma \in \Gamma$, then $v(\phi) = T$. We write this as $\Gamma \models \phi$.

In the case where $\Gamma$ is the empty set, we write $\models \phi$ to say that for all truth assignments $v$, $v(\phi) = T$, i.e. $\phi$ is a tautology.

When $\phi$ is not a logical consequence of $\Gamma$, we write $\not\models \phi$. Similarly when $\phi$ is not a tautology, we write $\not\models \phi$. Think of the statements in $\Gamma$ as the assumptions underlying the argument.

Another description of $\Gamma \models \phi$ is that every truth assignment satisfying $\Gamma$ also satisfies $\phi$. Informally, $\phi$ is true whenever $\Gamma$ is true.
2.6 Logical consequence

So we have

\[ \vdash (p \land q) \rightarrow p, \]

as the formula is a tautology. We have

\[ \{ q, (r \rightarrow \neg p) \} \vdash (q \lor r) \]

as for each of the truth assignments \( v \) satisfying both \( q \) and \( (r \rightarrow \neg p) \), \( v \) also satisfies \( (q \lor r) \). Thus we have

\[ \{ q, (r \rightarrow \neg p) \} \not\vdash (q \rightarrow r) \]

as there is a truth assignment \( v \) satisfying both \( q \) and \( (r \rightarrow \neg p) \) which does not satisfy \( (q \rightarrow r) \), for instance \( v \) defined by

\[ v(p) = v(q) = T, \quad v(r) = F. \]

**Exercise 2.64**

Decide which of the following logical implications hold.

(a) \( \{ p, \neg r \} \vdash (q \rightarrow (r \rightarrow \neg p)) \)
(b) \( \{ p, (q \leftrightarrow r) \} \vdash (q \rightarrow (r \rightarrow \neg p)) \)
(c) \( \vdash ((p \rightarrow q) \rightarrow p) \)
(d) \( \{(p \lor q) \} \vdash (p \rightarrow q) \)
(e) \( \{ p_{2i} : i \in \mathbb{N} \} \vdash ((p_{17} \rightarrow p_{14}) \rightarrow p_{37}) \)
(f) \( \{(p_{2i} \rightarrow p_i) : i \in \mathbb{N} \} \vdash ((p_{34} \lor p_{17}) \rightarrow p_{17}) \)

**Solution**

(a) In any truth assignment \( v \) satisfying all the formulas in the set \( \{ p, \neg r \} \), we must have \( v(p) = T \) and \( v(r) = F \). Then \( v((r \rightarrow \neg p)) = T \), so regardless of the value of \( v(q) \), we have \( v((q \rightarrow (r \rightarrow \neg p))) = T \). Thus it is the case that \( \{ p, \neg r \} \vdash (q \rightarrow (r \rightarrow \neg p)) \).

(b) The truth assignment \( v \) defined by \( v(p) = v(q) = v(r) = T \) satisfies all the formulas in \( \{ p, (q \leftrightarrow r) \} \), but \( v((q \rightarrow (r \rightarrow \neg p))) = F \). So it is not the case that \( \{ p, (q \rightarrow r) \} \vdash (q \rightarrow (r \rightarrow \neg p)) \). Equivalently, we have shown that \( \{ p, (q \rightarrow r) \} \not\vdash (q \rightarrow (r \rightarrow \neg p)) \).

(c) Not given.

(d) Suppose that the truth assignment \( v \) satisfies \( (p \lor q) \). If \( v(q) = T \), then \( v((p \rightarrow q) \rightarrow q)) = T \). If \( v(q) = F \), so that \( v(p) = T \), we have \( v((p \rightarrow q)) = F \), so that \( v(((p \rightarrow q) \rightarrow q)) = T \).

Thus in all cases where \( v((p \lor q)) = T \), we have \( v(((p \rightarrow q) \rightarrow q)) = T \), so that \( \{ p \lor q \} \vdash ((p \rightarrow q) \rightarrow q) \).

(e) Not given.

(f) Not given.

**Exercise 2.65**

Is \( \Gamma \not\vdash \phi \) equivalent to saying \( \Gamma \vdash \neg \phi \)?
When we extend the definition of logical consequence to the more complicated, and mathematically more useful, predicate languages in Chapter 4, you will see that the idea does capture something of great importance. To give you a foretaste, the set $\Gamma$ might give axioms for an interesting theory, for instance group theory, and $\Gamma \models \phi$ will then mean that in every structure which makes all of $\Gamma$ true, i.e. in every group, the formula $\phi$ is also true. Then the property of groups that statement $\phi$ represents holds for all groups.

In, for instance, our solution to Exercise 2.64(d), we establish a logical consequence $\Gamma \models \phi$ by direct appeal to the definition, by looking at all truth assignments which satisfy $\Gamma$. But this is quite far from how we usually infer statements from others within a mathematical proof. For instance, while it is the case that a function $f$ being continuous is a logical consequence of $f$ being differentiable, this is normally established by a sequence of several non-trivial steps. In general, we tend to use quite small steps in proofs and in the exercise below we give logical consequences corresponding to some very small such steps. From now on in this section we shall concentrate on inferences involving propositional formulas. Later in the book we shall look at inferences involving a richer language, closer to one usable for everyday mathematics.

### Notation

We shall sometimes cheat on set notation for the $\Gamma$ in $\Gamma \models \phi$ by dropping some of the set brackets $\{}$, writing e.g.

- $\theta, \psi \models \phi$ instead of $\{\theta, \psi\} \models \phi$,
- $\Gamma, \theta \models \phi$ instead of $\Gamma \cup \{\theta\} \models \phi$,
- and $\Gamma, \Delta \models \phi$ instead of $\Gamma \cup \Delta \models \phi$.

None of the parts of the next exercise should be very challenging, but even if you don’t attempt them all, do read all the parts of the exercise as they are potentially more important than their simplicity suggests.

### Exercise 2.66

Let $\phi, \psi, \theta$ be formulas. Show each of the following.

(a) $(\phi \land \psi) \models \phi$
(b) $(\phi \land \psi) \models \psi$
(c) $\phi, \psi \models (\phi \land \psi)$
(d) $\phi \models (\phi \lor \psi)$
(e) $\phi \models (\psi \lor \phi)$
(f) If $\phi \models \theta$ and $\psi \models \theta$, then $(\phi \lor \psi) \models \theta$.

With this and later exercises, turn the symbols into natural language when you think about the problem. For example, you might think of part (c) as saying that any assignment making both the formulas $\phi$ and $\psi$ true must make the formula $(\phi \land \psi)$ true.
Solution
We shall give a solution only to part (a), to give you an idea of how simple a convincing explanation can be!

If a truth assignment \( v \) satisfies \((\phi \land \psi)\), then from the truth table of \( \land \) we must have \( v(\phi) = T \) (\( = v(\psi) \)).

These simple logical consequences are important because they illustrate how we infer using the connectives 'and' and 'or'. Here are some more simple logical consequences of similar importance in representing small steps of inference.

Exercise 2.67
Let \( \phi, \psi, \theta, \chi \) be formulas. Show each of the following.
(a) \( \phi, (\phi \to \psi) \vdash \psi \)
(b) If \( \phi \vdash \psi \) then \( \neg \psi \vdash \neg \phi \).
(c) If \( \phi \vdash \psi \) and \( \theta \vdash \chi \), then \( (\phi \land \theta) \vdash (\psi \land \chi) \).
(d) If \( \phi \vdash \psi \) and \( \theta \vdash \chi \), then \( (\phi \lor \theta) \vdash (\psi \lor \chi) \).

The result of the first part of this exercise, inferring \( \psi \) from \( \phi \) and \( (\phi \to \psi) \), has been regarded as so important that it has been given a special name, *Modus Ponens*. It is plainly a crucial feature of how to infer with \( \to \). When we come to our formal proof system in the next chapter, we shall adopt a formal rule of inference corresponding to Modus Ponens. One yardstick of a formal system will be whether it can mirror other simple logical consequences – if it cannot, what hope for deriving those that are more complicated!

We hope that it comes as no surprise that there are strong connections between logical consequence and the connective \( \to \) which represents implication. One such connection is given by the following theorem.

**Theorem 2.7**
Let \( \Gamma \) be a set of formulas and \( \phi, \psi \) be formulas. Show that
\[
\Gamma, \phi \vdash \psi \quad \text{if and only if} \quad \Gamma \vdash (\phi \to \psi).
\]

Exercise 2.68
Prove Theorem 2.7.

Exercise 2.69
Let \( \gamma_1, \gamma_2, \ldots, \gamma_n \) be finitely many formulas and \( \phi \) a formula. Show that
\[
\gamma_1, \gamma_2, \ldots, \gamma_n \vdash \phi \quad \text{if and only if} \quad \vdash ((\gamma_1 \land \gamma_2 \land \ldots \land \gamma_n) \to \phi).
\]

There are useful connections between logical consequence and logical equivalence, as you can show, we hope straightforwardly, in the next exercise.
Exercise 2.70
Let \( \phi, \psi, \theta \) be formulas.
(a) Show that \( \phi \equiv \psi \) if and only if \( \phi \models \psi \) and \( \psi \models \phi \).
(b) Suppose that \( \phi \equiv \psi \). Show that
   (i) if \( \phi \models \theta \), then \( \psi \models \theta \);
   (ii) if \( \theta \models \phi \), then \( \theta \models \psi \).

The next exercise involves a very straightforward and useful result about cascading logical consequences. Again, this illustrates further connections between \( \models \) and \( \rightarrow \).

Exercise 2.71
(a) Let \( \phi, \psi, \theta \) be formulas. Show that if \( \phi \models \psi \) and \( \psi \models \theta \), then \( \phi \models \theta \).
(b) Let \( \Gamma \) be a set of formulas and \( \phi_1, \phi_2, \ldots, \phi_n \) finitely many formulas such that
   \[ \Gamma \models \phi_1, \quad \phi_1 \models \phi_2, \quad \phi_2 \models \phi_3, \quad \ldots, \quad \phi_{n-1} \models \phi_n. \]
   Show that \( \Gamma \models \phi_n \).

One way of using the result of the last exercise is to combine simple logical consequences to establish a more complicated logical consequence. But not every complicated logical consequence would necessarily get broken down in such a linear fashion. There might be other routes, for instance as in the following exercise.

Exercise 2.72
Let \( \Gamma, \Delta \) be sets of formulas and \( \phi, \psi, \theta \) formulas. Suppose that \( \Gamma \models (\phi \lor \psi) \), \( \Delta, \phi \models \theta \) and \( \psi \models \theta \). Show that \( \Gamma, \Delta \models \theta \).

We have previously introduced the symbols \( \bot \) and \( \top \) as the propositional constants for falsity and truth, respectively. Here's an easy exercise involving them.

Exercise 2.73
Let \( \phi, \psi \) be any formulas. Show the following.
(a) \( (\phi \lor \neg \phi) \equiv \top \)
(b) \( (\phi \land \neg \phi) \equiv \bot \)
(c) \( \psi \models \top \)
(d) \( \bot \models \psi \)
(e) \( \top \models \psi \) if and only if \( \psi \) is a tautology.
(f) \( \psi \models \bot \) if and only if \( \psi \) is a contradiction.

Recall from Section 2.5 that these propositional constants are used in formulas just like propositional variables, but that for every truth assignment \( v \), \( v(\bot) = F \) and \( v(\top) = T \).

So \( \top \) is a tautology and \( \bot \) is a contradiction.
Parts (b) and (d) are of particular interest. If we have a set of formulas \( \Gamma \) and a formula \( \phi \) for which both \( \phi \) and \( \neg \phi \) are logical consequences of \( \Gamma \), it is easy to show that \( \Gamma \) logically implies the contradiction \((\phi \land \neg \phi)\), so that using (b) and (d) (and essentially the result of Exercise 2.71(b)), we can show that all formulas \( \psi \) are logical consequences of \( \Gamma \). Such sets \( \Gamma \) most certainly exist – for instance, just take \( \Gamma \) to be the set \( \{p, \neg p\} \) for a propositional variable \( p \) – but they are somehow rather undiscriminating when it comes to investigating their logical consequences! In fact, for such a set \( \Gamma \), there are no truth assignments making all of the formulas of \( \Gamma \) true. We shall ask you to show this, phrasing the result using the following new terminology.

### Definition: Satisfiable

The set \( \Gamma \) of formulas is **satisfiable** if there is some truth assignment \( v \) which satisfies \( \Gamma \), i.e. \( v(\gamma) = T \) for all \( \gamma \in \Gamma \).

Plainly the issue of whether there are circumstances in which all statements in a given set can be made simultaneously true, i.e. are satisfiable, will be of interest, for instance when the statements attempt to axiomatize a mathematical theory.

**Exercise 2.74**

Let \( \Gamma \) be a set of formulas. Show that \( \Gamma \vDash \bot \) if and only if \( \Gamma \) is not satisfiable.

**Exercise 2.75**

Let \( \Gamma \) be a set of formulas and \( \phi \) a formula such that both \( \Gamma \vDash \phi \) and \( \Gamma \vDash \neg \phi \). Show that \( \Gamma \vDash \psi \), for all formulas \( \psi \).

**Solution**

We shall show that if \( \Gamma \not\vDash \phi \), then \( \Gamma \cup \{\neg \phi\} \) is satisfiable, and we leave the rest of the proof to you!

Suppose that \( \Gamma \not\vDash \phi \). So it is not the case that all truth assignments \( v \) which satisfy \( \Gamma \) also satisfy \( \phi \). So there is some truth assignment \( v \) which satisfies \( \Gamma \) and doesn’t satisfy \( \phi \). As \( v(\phi) \neq T \), this means \( v(\phi) = F \), so that \( v(\neg \phi) = T \). Therefore this \( v \) satisfies \( \Gamma \cup \{\neg \phi\} \), which is thus satisfiable.

**Exercise 2.76**

Let \( \Gamma \) be a set of formulas and \( \phi \) a formula. Show that \( \Gamma \cup \{\neg \phi\} \) is satisfiable if and only if \( \Gamma \not\vDash \phi \).

**Exercise 2.77**

Let \( \Gamma \) be a set of formulas. Show that \( \Gamma \) is satisfiable if and only \( \Gamma \not\vDash \phi \) for some formula \( \phi \).
It might be tempting to think that a set of formulas $\Gamma$ for which $\Gamma \models \bot$ is in some sense silly. But such a set is often of great value within a mathematical proof, in the context of what is called \textit{proof by contradiction}. You should have met this before and, if you are anything like the author, have been so excited by this method of proof that you spent a long period trying to use it in every mathematical argument! A classical argument is that found in Euclid (at around 300 BC) to show that there are infinitely many primes. A modern version of this proof goes as follows.

Suppose that there are only finitely many primes, listed as $p_1, p_2, \ldots, p_n$. Consider the number $N = p_1 p_2 \ldots p_n + 1$. As division by any $p_i$ leaves remainder 1, none of $p_1, p_2, \ldots, p_n$ divides $N$. But $N$ can be factorized as a product of primes, so there is another prime dividing $N$ not equal to one of $p_1, p_2, \ldots, p_n$. This contradicts that $p_1, p_2, \ldots, p_n$ lists all the primes. Thus there are infinitely many primes.

For the purposes of this section, the underlying structure of this proof by contradiction is as follows: to prove that $\phi$ follows from the set of formulas $\Delta$, we assume the negation of $\phi$, i.e. $\neg \phi$, and from this and $\Delta$ derive a contradiction. Hey presto! This means that from $\Delta$ we can infer the hoped for $\phi$. Formally we have the following theorem.

\begin{center}
\textbf{Theorem 2.8 Proof by contradiction}

Let $\Delta$ be a set of formulas and $\phi$ a formula. If $\Delta, \neg \phi \models \bot$ then $\Delta \models \phi$.

\end{center}

\textbf{Proof}

Suppose that $\Delta \cup \{\neg \phi\} \models \bot$. Then by the result of Exercise 2.74, there are no truth assignments making all of the formulas in $\Delta \cup \{\neg \phi\}$ true. This means that if the truth assignment $v$ makes all the formulas of $\Delta$ true, $v(\neg \phi)$ must be false, so that $v(\phi)$ must be true; that is, every truth assignment satisfying $\Delta$ also satisfies $\phi$. Thus $\Delta \models \phi$.

\textbf{Exercise 2.78}

Show that the converse of the theorem above holds, that is, if $\Delta$ is a set of formulas and $\phi$ a formula such that $\Delta \models \phi$, then $\Delta \cup \{\neg \phi\} \not\models \bot$.

\textbf{Exercise 2.79}

Let $\Delta$ be a set of formulas and $\phi$ a formula. Show that if $\Delta, \phi \models \bot$ then $\Delta \not\models \neg \phi$.

\textbf{Exercise 2.80}

Let $\phi, \theta$ be formulas such that $\phi, \theta \models \bot$. Show that $\phi \models \neg \theta$ and $\theta \models \neg \phi$. Is it necessarily the case that $\models (\neg \phi \land \neg \theta)$?
When we extend our formalisation of language to predicate languages and write down some set of formulas $\Gamma$ axiomatizing something of real mathematical significance, like the theory of groups or of linear orders, we shall not only be interested in whether a particular formula $\phi$ is a consequence of $\Gamma$ but in finding all formulas which are consequences of $\Gamma$. One tempting possibility is that for a given a set of formulas $\Gamma$ and any formula $\phi$, we have that $\Gamma \models \phi$ or $\Gamma \models \neg \phi$.

**Exercise 2.81**

Let $\Gamma$ be the set $\{(p \lor q)\}$, where $p, q$ are propositional variables. Is it the case that for all formulas $\phi$ in the language using just these two propositional variables that $\Gamma \models \phi$ or $\Gamma \models \neg \phi$?

**Solution**

No. Consider the formula $\phi$ given by $p$. Then taking the truth assignment $v$ defined by $v(p) = F, v(q) = T$, we have $v((p \lor q)) = T$ and $v(p) = F$, so that $\Gamma \not\models \phi$. Taking the truth assignment $u$ defined by $u(p) = T, u(q) = T$, we have $u((p \lor q)) = T$ and $u(\neg p) = F$ (here $\neg \phi$ is $\neg p$), so that $\Gamma \not\models \neg \phi$.

So in general, given a set $\Gamma$, we should not expect that for all formulas $\phi$, $\Gamma \models \phi$ or $\Gamma \models \neg \phi$. There are some sets $\Gamma$ for which this holds, besides those for which there is no truth assignment making all formulas of $\Gamma$ true, and they are described as complete. We shall discuss these some more in the next chapter.

**Some comments on decidability**

The question of how we can tell whether $\phi$ is a logical consequence of the set $\Gamma$ is rather interesting. One of the hopes of those who developed the ideas of describing interesting parts of mathematics using axioms was that the logical consequences of these axioms would be decidable, meaning that there is an algorithmic procedure which would, after a finite number of steps, say whether or not a given formula $\phi$ is a logical consequence of a set of formulas $\Gamma$.

We shall have to wait till Chapter 5 for the predicate languages which we might use to axiomatize some interesting mathematics. For the moment we shall just discuss the decidability of $\Gamma \models \phi$ for propositional languages.

If $\Gamma$ is the empty set, there is a very straightforward algorithmic procedure for deciding whether $\models \phi$, i.e. whether $\phi$ is a tautology – just construct its truth table and check whether it takes the value $T$ on all the finitely many rows of this table.

What can be done when $\Gamma$ is non-empty? If the set $\Gamma$ is finite, we can create the formula $(\bigwedge_{\gamma \in \Gamma} \gamma \rightarrow \phi)$, look at its truth table and exploit the result of Exercise 2.69. The formula is a tautology exactly when $\Gamma \models \phi$ and checking its truth table involves just finitely many steps. For the mean-minded there is then the further question of whether the method involving the construction of a truth table is practicable. Checking whether a formula is a tautology involves a finitely long process which is good news for many purposes. But if there is a large number $n$ of propositional variables involved, the number of

We might even have that both hold, so that by the result of Exercise 2.75, $\Gamma \models \psi$ for all formulas $\psi$. But then by Exercise 2.74, there are no truth assignments making $\Gamma$ true.

Exercise 2.81

Let $\Gamma$ be the set $\{(p \lor q)\}$, where $p, q$ are propositional variables. Is it the case that for all formulas $\phi$ in the language using just these two propositional variables that $\Gamma \models \phi$ or $\Gamma \models \neg \phi$?

Solution

No. Consider the formula $\phi$ given by $p$. Then taking the truth assignment $v$ defined by $v(p) = F, v(q) = T$, we have $v((p \lor q)) = T$ and $v(p) = F$, so that $\Gamma \not\models \phi$. Taking the truth assignment $u$ defined by $u(p) = T, u(q) = T$, we have $u((p \lor q)) = T$ and $u(\neg p) = F$ (here $\neg \phi$ is $\neg p$), so that $\Gamma \not\models \neg \phi$.

So in general, given a set $\Gamma$, we should not expect that for all formulas $\phi$, $\Gamma \models \phi$ or $\Gamma \models \neg \phi$. There are some sets $\Gamma$ for which this holds, besides those for which there is no truth assignment making all formulas of $\Gamma$ true, and they are described as complete. We shall discuss these some more in the next chapter.

Some comments on decidability

The question of how we can tell whether $\phi$ is a logical consequence of the set $\Gamma$ is rather interesting. One of the hopes of those who developed the ideas of describing interesting parts of mathematics using axioms was that the logical consequences of these axioms would be decidable, meaning that there is an algorithmic procedure which would, after a finite number of steps, say whether or not a given formula $\phi$ is a logical consequence of a set of formulas $\Gamma$.

We shall have to wait till Chapter 5 for the predicate languages which we might use to axiomatize some interesting mathematics. For the moment we shall just discuss the decidability of $\Gamma \models \phi$ for propositional languages.

If $\Gamma$ is the empty set, there is a very straightforward algorithmic procedure for deciding whether $\models \phi$, i.e. whether $\phi$ is a tautology – just construct its truth table and check whether it takes the value $T$ on all the finitely many rows of this table.

What can be done when $\Gamma$ is non-empty? If the set $\Gamma$ is finite, we can create the formula $(\bigwedge_{\gamma \in \Gamma} \gamma \rightarrow \phi)$, look at its truth table and exploit the result of Exercise 2.69. The formula is a tautology exactly when $\Gamma \models \phi$ and checking its truth table involves just finitely many steps. For the mean-minded there is then the further question of whether the method involving the construction of a truth table is practicable. Checking whether a formula is a tautology involves a finitely long process which is good news for many purposes. But if there is a large number $n$ of propositional variables involved, the number of

We might even have that both hold, so that by the result of Exercise 2.75, $\Gamma \models \psi$ for all formulas $\psi$. But then by Exercise 2.74, there are no truth assignments making $\Gamma$ true.
rows in the truth table, $2^n$, will be so large as to make the process impracticable. So there is an interest in thinking about other ways of checking whether $\Gamma \models \phi$.

When $\Gamma$ is an infinite set, it is highly unlikely that $\Gamma \models \phi$ will be decidable. For instance, suppose that the language has propositional variables in the set $\{p_i : i \in \mathbb{N}\}$. An attempt by brute force of checking all truth assignments $v$ to see first whether $v$ satisfies $\Gamma$ and, if so, whether $v$ also satisfies $\phi$, is likely to be far from an algorithmic procedure, as there are uncountably infinitely many different truth assignments on the variables $\{p_i : i \in \mathbb{N}\}$, so the full check couldn’t happen in finitely many steps. But sometimes an infinite set $\Gamma$ has a simple enough structure to make checking whether $\Gamma \models \phi$ pracitcal. For instance, if $\Gamma$ is the set

$$\{p_0\} \cup \{p_i \rightarrow p_{i+1} : i \in \mathbb{N}\},$$

there is actually only the one truth assignment making all the formulas of $\Gamma$ true, namely $v$ where $v(p_i) = T$ for all $i \in \mathbb{N}$. So checking whether $\Gamma \models \phi$ for a given formula $\phi$ is simply a matter of working out the truth value $v(\phi)$ for this $v$ and seeing whether this is $T$! There are more challenging examples of this positive behaviour – see for example Exercise 2.86 below. But normally with an infinite set $\Gamma$, we are doomed. For instance, it can be shown that there are subsets $I$ of the set $\mathbb{N}$ for which there is no algorithmic procedure for deciding whether or not a given natural number is in $I$. Take such a set $I$ and let $\Gamma$ be the set $\{p_i : i \in I\}$. Then we can’t even decide whether $\Gamma \models p_n$ for each $n \in \mathbb{N}$ – this is equivalent to deciding whether $n \in I$ – let alone whether $\Gamma \models \phi$ for more complicated $\phi$.

A rather clever question which one can ask when $\Gamma$ is infinite and $\Gamma \models \phi$ is whether all of the infinite amount of information coded in $\Gamma$ is needed to logically imply $\phi$. Perhaps there is some finite subset $\Delta$ of $\Gamma$ for which $\Delta \models \phi$.

**Exercise 2.82**

Let $\Gamma$ and $\Delta$ be sets of formulas with $\Delta \subseteq \Gamma$, and let $\phi$ be a formula.

(a) Show that if $\Delta \models \phi$ then $\Gamma \models \phi$.

(b) Give a counterexample to show that the converse of (a) is false.

Within the predicate calculus, the logical consequences $\phi$ of a set $\Gamma$ will be of much greater mathematical interest than those we have been looking at in this chapter. For instance, if $\Gamma$ axiomatizes group theory, its logical consequences will be all statements that must be true for all groups. We shall be able to axiomatize group theory with finitely many axioms $\Gamma$. But checking whether $\Gamma \models \phi$ for this finite set $\Gamma$ cannot be done by the same finite process as we gave above for dealing with formulas. For a finite set of propositional formulas $\Gamma$ and a given $\phi$, there are essentially only finitely many different truth assignments needed to check to see whether $\Gamma \models \phi$. But for the axioms of group theory, there are infinitely many groups making these axioms true for which we would have to check whether $\phi$ is also true. This cannot give a finite process for checking whether $\Gamma \models \phi$. For predicate calculus we thus have to investigate an alternative way of establishing logical consequence. Our chosen route is to look more closely at how we actually prove results within

There’s a bit of a reminder about the set-theoretic background and the theory of infinite sets in Section 6.4 of Chapter 6. The ideas of checking whether a truth assignment satisfies infinitely many formulas in $\Gamma$ and then whether the possibly infinitely many truth assignments satisfying $\Gamma$ also satisfy $\phi$ are meaningful to most modern mathematicians. But the practicalities of doing this checking are another matter!

We shall address this question for infinite $\Gamma$ using the soundness and completeness theorems in Section 3.3 of Chapter 3.

In general the given subset $\Delta$ won’t be suitable. But this doesn’t mean that if $\Gamma \models \phi$ there might not be some non-trivial subset $\Delta$ of $\Gamma$ for which $\Delta \models \phi$. 
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mathematics and it is both wise and very revealing to look first at how we might formally handle proofs using the relatively simple propositional formulas we have to hand right now. This is what we shall do in the next chapter. Bear in mind that our main aim will be to produce a formal proof system within which derivations correspond to logical consequences. That such proof systems can be found represents a considerable achievement!

Further exercises

Exercise 2.83
Which of the following sets of formulas are satisfiable? \((p, q, r \text{ and the } p_i, \ i \in \mathbb{N}, \text{ are propositional variables.})\)
(a) \(\{p \rightarrow q), (q \rightarrow r), (r \rightarrow p)\}\)
(b) \(\{(p \lor (q \leftrightarrow \neg p)), \neg(p \lor q)\}\)
(c) \(\{p_i \leftrightarrow \neg p_j : i < j, \ i, j \in \mathbb{N}\}\)

Exercise 2.84
Three individuals, Green, Rose and Scarlet, are suspected of a crime. They testify under oath as follows.

GREEN: Rose is guilty and Scarlet is innocent.
ROSE: If Green is guilty, then so is Scarlet.
SCARLET: I am innocent, but at least one of the others is guilty.

(a) Could all the suspects be telling the truth?
(b) The testimony of one of the suspects follows from that of another. Identify which!
(c) Assuming that all three are innocent of the crime, who has committed perjury?
(d) Assuming that everyone’s testimony is true, who is innocent and who is guilty?
(e) Assuming that those who are innocent told the truth and those who are guilty told lies, who is innocent and who is guilty?

Exercise 2.85
Suppose that \(L\) is a propositional language which, besides the usual connectives, also includes constants \(\top\) (for true) and \(\bot\) (for false). For any formula \(\phi\) of \(L\) and any propositional variable \(p\), write for short:

\((\phi/p)\) for \((\phi[\top/p] \lor \phi[\bot/p])\),

where \(\phi[\psi/p]\) is the result of substituting the formula \(\psi\) for the variable \(p\) throughout \(\psi\). Prove the following.

(a) \(\phi \vdash (\phi/p)\).
(b) If \(\phi \vdash \theta\) and \(p\) does not occur in the formula \(\theta\), then \((\phi/p) \vdash \theta\).
(c) If \(\phi \vdash \theta\), then there is a formula \(\psi\) involving at most the propositional variables in common to \(\phi\) and \(\theta\) such that \(\phi \vdash \psi\) and \(\psi \vdash \theta\).
(d) If \(\phi \vdash \theta\) and \(\phi\) and \(\theta\) have no propositional variables in common, then either \(\neg\phi\) or \(\theta\) is a tautology.

This is based on an exercise in Kleene [22] attributed to H. Jerome Keisler.

The desirable result of part (c), that the logical implication of \(\theta\) from \(\phi\) should somehow depend only on propositional variables in common to the formulas, is called Craig’s interpolation lemma, after the American logician Bill Craig. The formula \(\psi\) is called the interpolant between \(\phi\) and \(\theta\).
Exercise 2.86

Consider a propositional language with variables $p_i$ for each $i \in \mathbb{N}$. Let $\Gamma$ be the set of formulas

$$\{(p_n \rightarrow p_m) : n, m \in \mathbb{N}, n < m\}.$$ 

(a) Which of the following sets of formulas is satisfiable? In each case, justify your answer.

(i) $\Gamma \cup \{p_0\}$

(ii) $\Gamma \cup \{\neg p_0, p_1\}$

(iii) $\Gamma \cup \{\neg p_2, p_1\}$

(iv) $\Gamma \cup \{\neg p_1, p_2\}$

(b) Describe all the truth assignments which satisfy $\Gamma$, explaining why they satisfy $\Gamma$ and how you know that you have found all possible assignments.

(c) For which pairs $(m, n)$ is the formula $(p_n \rightarrow p_m)$ a logical consequence of $\Gamma$ and for which pairs is this not the case?

(d) Find and describe an algorithmic procedure which, for any formula $\phi$, decides whether $\Gamma \models \phi$. (For a given $\phi$, such a procedure would have to decide within a finite number of steps whether or not $\Gamma \models \phi$.)

Exercise 2.87

Suppose that the language has the set $\{p_i : i \in \mathbb{N}\}$ of propositional variables and let $\Gamma$ be the set $\{q_i : i \in \mathbb{N}\}$, where $q_i$ is either $p_i$ or $\neg p_i$ for each $i \in \mathbb{N}$. Show that for any formula $\phi$ in this language, exactly one of $\phi$ and $\neg \phi$ is a logical consequence of $\Gamma$.

Exercise 2.88

Suppose that $\Gamma$ is an infinite set of formulas in the language with the finite set of propositional variables $\{p_1, p_2, \ldots, p_n\}$. Is the following argument correct?

Every formula in $\Gamma$ is logically equivalent to one of the $2^{2^n}$ formulas in dnf using these variables, so that there is a finite set $\Sigma$ of these latter formulas such that, for all formulas $\phi$ in the language

$$\Gamma \models \phi \quad \text{if and only if} \quad \Sigma \models \phi.$$ 

As $\Sigma$ is finite, there is an algorithmic procedure for deciding whether, for any formula $\phi$, $\Sigma \models \phi$. Therefore there is an algorithmic procedure which, for any formula $\phi$, decides whether $\Gamma \models \phi$. 

---
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