Preface

Computational systems biology is the term that we use to describe computational methods to identify, infer, model, and store relationships between the molecules, pathways, and cells ("systems") involved in a living organism. Based on this definition, the field of computational systems biology has been in existence for some time. However, the recent confluence of high-throughput methodology for biological data gathering, genome-scale sequencing, and computational processing power has driven a reinvention and expansion of this field. The expansions include not only modeling of small metabolic (1–3) and signaling systems (2, 4) but also modeling of the relationships between biological components in very large systems, including whole cells and organisms (5–15). Generally, these models provide a general overview of one or more aspects of these systems and leave the determination of details to experimentalists focused on smaller subsystems. The promise of such approaches is that they will elucidate patterns, relationships, and general features, which are not evident from examining specific components or subsystems. These predictions are either interesting in and of themselves (e.g., the identification of an evolutionary pattern) or interesting and valuable to researchers working on a particular problem (e.g., highlight a previously unknown functional pathway).

Two events have occurred to bring the field of computational systems biology to the forefront. One is the advent of high-throughput methods that have generated large amounts of information about particular systems in the form of genetic studies, gene and protein expression analyses and metabolomics. With such tools, research to consider systems as a whole are being conceived, planned, and implemented experimentally on an ever more frequent and wider scale. The other event is the growth of computational processing power and tools. Methods to analyze large data sets of this kind are often computationally demanding and, as is the case in other areas, the field has benefited from continuing improvements in computational hardware and methods.

The field of computational biology is very much like a telescope with two sequential lenses: one lens represents the biological data and the other represents a computational and/or mathematical model of the data. Both lenses must be properly coordinated to yield an image that reflects biological reality. This means that the design parameters for both lenses must be designed in concert to create a system that yields a model of the organism, which provides both predictive and mechanistic information. The chapters in this book describe the construction of subcomponents of such a system. Computational systems biology is a rapidly evolving field and no single group of investigators has yet developed a complete system that integrates both data generation and data analysis in such a way so as to allow full and accurate modeling of any single biological organism. However, the field is rapidly moving in that direction. The chapters in this book represent a snapshot of the current methods being developed and used in the area of computational systems biology. Each method or database described within represents one or more steps on the path to a complete description of a biological system. How
these tools will evolve and ultimately be integrated is an area of intense research and interest. We hope that readers of this book will be motivated by the chapters within and become involved in this exciting area of research.

Organization of the Book

This volume is organized into five major parts: Network Components, Network Inference, Network Dynamics, Function and Evolutionary Systems Biology, and Computational Infrastructure for Systems Biology. Each section is described briefly below.

Part I – Network Components

This section focuses on methods to identify subcomponents of the complete networks. Ultimately, such subcomponents will need to be integrated with each other or used to inform other methods to arrive at a complete description of a biological system. This section begins with two methods for the prediction of transcription factor binding sites. In the first, Chapter 1, Mariño-Ramirez et al. describe a method for the prediction of transcription factor binding sites using a Gibbs sampling approach. In Chapter 2, Liu and Bader show how DNA-binding sites and specificity can be predicted using sophisticated structural analysis. Chapters 3–5 discuss methods to predict protein–protein interaction (PPI) networks, and Chapter 6 builds on predicted PPIs to identify potential regulatory interactions. Finally, Chapter 7 discusses the inherent modularity that is observed in biological networks with a focus on networks of PPIs.

Part II – Network Inference

This section focuses on methodologies to infer transcriptional networks on a genome-wide scale. In general, the methods described within focus on using either mRNA expression data or mRNA expression data coupled with expression quantitative trait locus (eQTL) data. To a large extent, method development in this area is driven primarily by the ubiquitous mRNA expression data that are available in the public domain or that are relatively easily generated within a single laboratory. These methods have been tremendously enabled by the development of array technology and hence predominately model mRNA levels (as that is the most ubiquitous data type). Chapters 8 and 9 present two methods for identifying and modeling transcriptional regulatory networks, while Chapter 10 focuses on inferring mRNA expression networks from eQTL data. Chapter 11 is a review of different methods for inferring and modeling large scale networks from expression and eQTL data.

Part III – Network Dynamics

Systems are not static entities. They change over time and in response to a variety of perturbations. Ultimately, computational systems biology will have to develop methods and corresponding data sets that allow one to infer and model the kinetics and
dynamics of reactions between all the chemical moieties in a cell. The chapters in this section focus on such methods. Chapter 12 discusses methods to infer both static co-expression networks and a finite-state Markov chain model for mimicking the dynamic behavior of a transcriptional network. Chapter 13 focuses on quantitative models of system behavior based on differential equations using biochemical control theory, whereas Chapter 14 focuses on the use of stochastic kinetic simulations. Both approaches have applications where one is superior to the other. At this point in time, it is not clear which methods will turn out to be most useful in dynamically modeling the largest number of biological systems. In general, this is likely the case for most of the technologies described in this book, so it is useful for readers to familiarize themselves with several concepts. Specifically, both Chapters 13 and 14 provide an excellent discussion of a variety of historical approaches to the dynamical modeling of biological systems and the relative merits and downsides to each. Chapter 15 provides an excellent introduction to considerations for the interplay between experimental design and dynamic modeling using lambda phage as an example system. The methods and considerations described within are generally applicable to other biological systems and highlight the importance of integrating the direction of wet bench work and computational modeling to more rapidly refine the models.

Part IV – Function and Evolutionary Systems Biology

The ultimate representation of the function of a given biological moiety is a complete description of all the reactions in which it participates and the relative rates of said reactions. At present, we are quite distant from this goal for most biological molecules or systems. However, we are able to use computational methods to predict the most likely functions of a given protein and even predict which portions and specific sequences of the protein contribute most to that function. This section is focused on methods used to infer protein function and on the relationships between function and evolution.

Ultimately, the reason to study and research “systems” biology is to understand biological function at a given hierarchical level (be it a single catalytic site or entire pathways). The interplay between the detailed atomic study of function and the large-scale study of systems will enable us to achieve this goal. This section contains chapters that address the interdependence of these two aspects: individual algorithms or techniques to understand the functional role of atoms or residues in single molecules (e.g., proteins), which in turn are extrapolated to understand their greater role in terms of biological or organismal function. Conversely and complementarily, the role of larger systems and their influence on single molecules is also explored. Together, all these chapters illustrate the strong dependence between single molecules and entire pathways or systems.

Part V – Computational Infrastructure for Systems Biology

To represent and organize the large amounts of experimental data and software tools, database frameworks must be created and made available to the larger biological
community. This chapter focuses on computational methods and databases as well as data representations necessary to both integrate and export systems biology information to an end user. The user may be the biologist searching for their gene of interest or they may be the bioinformatician looking for trends in protein function among higher eukaryotes. Several groups are working on this extremely difficult task of providing semantic meaning to the large amounts of underlying biological data collected from single and high-throughput experiments, as well as computational predictions. (As a parenthetical comment, this is a significantly much harder problem than one faced by Internet search engines such as a Google, which at this point do not provide any semantic meaning to a query.) We present only a few such examples in this section (and in this book). One primary focus is on the Bioverse framework, database, and web application, which was developed by the editors of this book. However, we also describe the Biozon as well as the SEBIN and CABIN frameworks. The abstract representations required to model biological systems are still in fruition, and a complement of many tools, technologies, databases, and algorithms will have to be integrated in the future as our knowledge expands.
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