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2.1 Introduction: Principle of Operation

Achievements in microtechnology have encouraged the development of a large variety of very small humidity sensors for miscellaneous applications to measure the water vapour content in gaseous systems. Today, more than 75% of these miniaturised humidity sensors in the market use a capacitive technique (Rittersma 2002). Most of these capacitive sensors are based on dielectric changes of thin films upon water vapour uptake as a measure of the water vapour content. The porous polymer material acts as a hydroactive sponge whereby the water molecules within the polymer material are in thermodynamic equilibrium with the gas phase, i.e. the rate of adsorption of molecules onto the surface is exactly counterbalanced by the rate of desorption of molecules into the gas phase (Anderson 1995). The water adhesion is characterized by physical hydrogen bonds through the “weak” Van der Waals interaction of water molecules with the hydrophilic groups of the polymer molecules (Matsuguchi et al. 1998, e.g.).

The capacitive thin-film moisture sensor responds to changes of relative, rather than absolute humidity in the surrounding air as well as to changes of temperature. It is, therefore, commonly calibrated in terms of relative humidity (RH). The response time of the humidity sensor is dependent on the polymer’s ability to adsorb and desorb water vapour and on the sensor design, whereby it is strongly dependent on the temperature of the sensor. The sensor is sensitive to chemical contamination by either additional bonding of the non-water molecules or reducing the ability of the polymer to adsorb water molecules, which may cause either a dry bias or reduce the sensitivity of the sensor.

The best known meteorological application is the Humicap sensing element developed by Vaisala (Finland) in 1970’s (Salasmaa and Kostamo 1975), which is being used on their radiosondes since 1980. Based on thin-film technology the sensor consists of a hydroactive polymer film as dielectric between two electrodes applied on a
Fig. 2.1 The basic principle of the Humicap technology

Glass substrate (see Fig. 2.1). Two types of polymer materials have been developed, the A-type and the H-type polymer. The newer H-polymer (introduced in 1990) is more stable and less hydrophilic compared to the A-type polymer. An additional airborne application of capacitive sensors is their deployment on board of commercial aircraft to measure the water vapour concentration between the surface and up to 13 km altitude in the context of the MOZAIC (Measurement of Ozone and Water Vapour by AIRBUS In Service Aircraft). The performance of the humidity sensors made by Vaisala and used on their radiosondes as well as by MOZAIC onboard commercial aircraft are described in this chapter.

2.2 Radiosondes

2.2.1 Introduction

For nearly 80 years, balloon-borne radiosondes have been the primary source for vertical profiles of atmospheric parameters used in operational weather forecasting and, more recently for climate studies. During balloon ascent, pressure, temperature, humidity and wind are measured from the surface to the lower stratosphere and transmitted to a ground receiving station for further data processing and archiving. A comprehensive overview of radiosondes instruments is given in (WMO 2008). Radiosondes are provided by various manufacturers and deploy different types of relative humidity sensors, such as goldbeater’s skin sensors, lithium chloride sensors, carbon hygristors, and thin-film capacitors.

In the early decades of upper air soundings goldbeater’s skin (the outer membrane of cattle intestine, which varies in length with changes in relative humidity) and films of lithium chloride on strips of plastic (whose electrical resistance varies with relative humidity) were most commonly used. These sensor types perform poorly at temperatures below $-20^\circ C$ and suffer from significant hysteresis effects and biases (WMO 2008). Later, plastic or glass strip coated with a hygroscopic film containing carbon particles that changes electrical resistance with relative humidity, called carbon hygristors, were used. However, carbon hygristors suffer from a moist bias at relative humidities above 60% (Schmidlin and Ivanov 1998) and reveal a
pronounced hysteresis after exiting clouds. In general, its performance is unreliable at temperatures below \(-40^\circ C\) or at low relative humidities (WMO 2008). Thin film capacitors, consisting of a hydroactive polymer film between two electrodes are faster and more reliable than carbon hygristors and are the most common type of humidity sensors on radiosondes today. Much of the archived upper tropospheric humidity data for the past several decades are not reliable for climate studies, possibly with the exception of upper tropospheric humidity data from thin-film capacitors (Kley et al. 2000).

The most widely used radiosondes in the global upper-air sounding network have been developed by Vaisala. Since 1980 Vaisala has produced radiosondes using Humicap sensors. These sensors were first integrated into RS80 radiosondes and later into RS90 and RS92 radiosondes. This section provides an overview for each of the Vaisala humidity sensors since the early 1980s including a description of the main changes affecting the long-term humidity data continuity.

### 2.2.2 RS80 Radiosonde

RS80 radiosondes were introduced in 1980. These sondes were first equipped with an A-Humicap sensor. Later these sondes were also available with H-Humicap sensors. The factory calibration procedure relates the measured capacitance to relative humidity with respect to liquid water at \(+20^\circ C\). RH is calculated from the measured capacitance in two processing steps. First, RH is calculated from the individual calibration curve derived from the calibration of each sensor at \(+20^\circ C\) and at 0 % and 75 % RH. Second, RH is then adjusted for the measured ambient temperature on the basis of a sensor-type specific temperature-dependence (TD) calibration model, which consists of RH and temperature dependent curve fits derived from a large set of sensors tested at the calibration facility of the manufacturer (Miloshevich et al. 2001).

Most meteorological sensors are calibrated in terms of relative humidity over liquid water (WMO 2008), which is defined as:

\[
RH \equiv RH_w = 100 \cdot \frac{e}{e_w(p, T)}
\]

No data exist for the saturation vapour pressure over liquid water \(e_w(T)\) at low temperatures and theoretical equations describing the saturation vapour pressure over liquid water differ significantly at temperatures less than \(-40^\circ C\). Therefore it is essential to know the vapour pressure equation used by the manufacturer in their calibration process when using RH measurements at low temperatures. Vaisala uses the formulation by (Wexler 1976) for \(e_w(T)\). However, other saturation water vapour pressure equations for temperature below 0°C exist (see Appendix B) and were reviewed by for example by (Murphy and Koop 2005).

Production calibration of the RS80 radiosonde A-Humicap sensor relies on the A-type specific calibration model and on linear temperature dependence. Calibration and related corrections have been unchanged between October 1985 and the end
Fig. 2.2 Altitude profiles of RH (with respect to liquid water) measured simultaneously by the NOAA frostpoint hygrometer and two Vaisala RS80-A radiosondes in a cirrus cloud on 10 Nov 1994 near Boulder, Colorado. Superimposed are simultaneously observed ice crystals. The ice-saturation curve (RH$_i$) and several reference temperatures are also shown. (From Miloshevich et al. 2001, used with permission)

of production in 2008. Production calibration of the RS80 radiosonde H-Humicap sensor uses an H-type specific calibration model, including a nonlinear temperature dependence, which have been unchanged between 1990 and the end of the RS80 production.

Measurements have shown that the temperature dependence of the A-Humicap is, in fact, nonlinear. As a result, the linear correction is insufficient at temperatures below $-20 \, ^\circ\mathrm{C}$ (Miloshevich et al. 2001; Wang et al. 2002), leading to a significant dry bias in RH measurements especially at high humidities. An example of this dry bias inside a cirrus cloud is shown in Fig. 2.2. From a statistical analysis of simultaneous RH measurements from RS80-A radiosondes and the NOAA cryogenic frost point hygrometer (Miloshevich et al. 2001) derived a multiplicative dry bias correction factor of about 1.3 at $-35 \, ^\circ\mathrm{C}$, 1.6 at $-50 \, ^\circ\mathrm{C}$, 2.0 at $-70 \, ^\circ\mathrm{C}$. Thus, the inadequate temperature-dependence (TD) correction is the dominant systematic error in A-type Humicap measurements.

The nonlinear TD correction for H-type RS80 sensors removed large parts of the humidity dry bias found in the A-type Humicap; however a significant dry bias at low temperatures remained: 4 % of the measured RH at $-40 \, ^\circ\mathrm{C}$, 13 % at $-60 \, ^\circ\mathrm{C}$, and 32 % at $-80 \, ^\circ\mathrm{C}$ (Wang et al. 2002). Despite the improved calibration, some issues in
RS80-H production remained, causing biases and additional batch variations (Turner et al. 2003; Revercomb 2003; Verver et al. 2006).

An additional source of measurement error is caused by sensor lag, i.e. strong smoothing of the RH-profile at lower temperatures. The response time of the RS80 Humicap is mainly dependent on the characteristics of the polymer, sensor and sensor boom design. Laboratory measurements by Vaisala (Miloshevich et al. 2004), adopted from (Paukkunen 2002) show that the response time (63 %) of the Humicap sensor increases approximately exponentially with decreasing temperature, exceeding 1 min. at temperatures colder than about $-50\, ^\circ C$ (Fig. 2.3). Depending on the sign of the vertical RH-gradient the time lag error can be positive or negative. Statistically, the time lag is expected to produce on the average a zero overall bias if at a given altitude the distribution of increasing and decreasing relative humidity would be symmetric. In reality, the time lag error may contribute a systematic bias at levels with pronounced increasing or decreasing relative humidity, such as at the tropopause.

A time lag correction has been developed by (Miloshevich et al. 2004). A statistical analysis of the difference between time lag corrected RS80-H and simultaneous NOAA-cryogenic frostpoint hygrometer (CFH) shows that the corrections reduced the mean radiosonde dry bias to 4 % RH at $-20\, ^\circ C$ and 10 % RH at $-70\, ^\circ C$ to about ±2 % RH at all temperatures (Miloshevich et al. 2004).

In addition to time lag for both Humicap sensors and an inappropriate temperature-dependence for the A-Humicap sensor some issues in RS80-H production remained, causing biases and additional batch variations (Turner et al. 2003; Revercomb 2003; Verver et al. 2006). Chemical contamination was found to be an additional source of systematic bias. A major source of contaminating chemical molecules is the radiosonde packaging material, which outgases after the radiosonde has been vacuum-sealed in its foil bag. Contamination may cause a dry bias depending on
sensor type, storing time and storage conditions. The A-Humicap polymer is more selective to water and thereby less sensitive to chemical contamination. The contamination correction for the A-Humicap sensor is estimated to be approximately 2–5 RH %. For RS80-H the contamination correction is estimated in the range of 5–10 RH %, depending on storing time and storage conditions (Wang et al. 2002). RS80 radiosondes produced after June 2000 are not expected to exhibit this error due to a change in packaging using an absorbing material (gradually phased into production starting in September 1998) and a mechanical shield around the sensor boom, which is removed before radiosonde use (in production starting in June 2000). Several studies reported a significant decrease of the dry bias after the introduction of new packaging materials (Wang et al. 2002; Nakamura et al. 2004).

RS80 humidity sensors are shielded with an aluminized protective cap to prevent the impact of solar radiation and precipitation. Despite the shielding, the sensor exhibits a daytime radiation dry bias, which was noted as a sensor arm heating before launch and for a certain time after launch (Wang et al. 2002) and a dry bias in the integrated precipitable water (Turner et al. 2003; Cady-Pereira et al. 2008; Ciesielski et al. 2009).

Condensation and sublimation on the surface of the sensor or on the surrounding mechanical surfaces may also contribute to a microclimate around the sensor. In saturated conditions or in rain a sensor may become contaminated or coated with ice or liquid water and may no longer measure the true ambient RH correctly. RH values that are obviously too high and a lack of sensitivity in fast changes of ambient RH are an indication for sensor icing.

2.2.3 RS90 Radiosonde

The RS90 radiosonde, which was manufactured from 1997 to 2005 introduced a heated H-polymer twin sensor design (Antikainen and Paukkunen 1994; Paukkunen 1995) to make measurements less vulnerable to sensor icing. Due to the smaller sensor size the time response was significantly faster compared to the RS80 sensors. The humidity sensors of this sonde were alternately heated at regular time intervals using a heating resistor integrated into the glass substrate of the sensor. In heating mode a sensor’s temperature was raised above the boiling point of water to remove any condensation. After cooling down to ambient temperature, the sensor then continued operating in measurement mode, at which moment the second sensor started its heating cycle. Alternating heating cycles extended down to $-40^\circ$C and were not done at lower temperatures. Due to the smaller sensor size the time response was significantly faster compared to the RS80 sensors (see Fig. 2.3).

With the introduction of the RS90 radiosonde a new calibration facility and a new calibration model (Paukkunen 1998) were introduced as well. The calibration was now fitted to several calibration points, directly traceable to reference standards. Batch dependent variations and basic calibration model based biasing (as in RS80 radiosondes) were reduced. Accuracy and performance of RS90 radiosonde have
been described by Paukkunen et al. (2001), who also introduced a new method for the evaluation of uncertainties of radiosonde measurements.

Initially the temperature dependence correction for the humidity sensor was based on the RS80 H-Humicap model. An updated temperature dependence correction was introduced on 25 June 2001. In contrast to the RS80 radiosondes, a contamination protection shield (boom cover) was not used for RS90 radiosonde packages. As a result, increased variations and a possible dry bias in RS90 humidity measurements may have been caused by storage time and conditions (Miloshevich et al. 2006). Also due to the geometry of the sensor, the RS90 humidity sensor does not have a protective rain cap over it. Although this may be considered advantageous with respect to sensor ventilation, the lack of a cap leads to increased sensitivity of the RS90 sensor to solar radiation.

Few detailed comparisons have been done using the RS90 radiosonde. Comparisons of integrated precipitable water from sondes and microwave radiometers showed that the RS90 exhibited a significant daytime dry bias in the lower troposphere (Van Baelen et al. 2005). This relative dry bias was found to be between 6–8 % (Miloshevich et al. 2006), using a smaller sample 2–9 % (Cady-Pereira et al. 2008), and using a number of different stations 5–7 % (Wang and Zhang 2008). This daytime dry bias has not been vertically resolved for the RS90 radiosonde; however, (Vömel et al. 2007a) noted that in a very limited sample the vertically resolved dry bias might not be as large as that for the RS92. However, (Rowe et al. 2008) investigated the RS90 dry bias over Antarctica at lower pressures compared to the other studies and found a dry bias consistent with that by (Vömel et al. 2007a) for the RS92. The radiation error is larger than that for the RS80 (Smout et al. 2000) because of the absence of a protective cap, which had been part of the RS80 humidity sensor. The absence of this protective cap exposes the sensing elements to direct sunlight allowing the sensor temperature to rise significantly above ambient temperature. Furthermore, a larger batch-to-batch variability in the production of RS90 radiosondes may increase the overall uncertainty of humidity measurements using RS90 sondes (Smout et al. 2000).

2.2.4 RS92 Radiosonde

The latest Vaisala radiosonde model, the RS92, is in use since 2004 and uses a heated dual H-Humicap sensors design similar to that of the RS90. The heating cycles were optimized to prevent sensor icing by tuning the heating parameters and extending the heating cycles from \(-40^\circ\)C to down to \(-60^\circ\)C (introduced since March 2005). In addition the coating of the sensor arm has been improved (Vaisala 2007), which was tested in the Mauritius radiosonde intercomparison (Nash et al. 2006) and entered production in September 2006 and modified in June 2008. The RS92 incorporates a reconditioning cycle before a sounding using the ground check device (model GC25) to remove chemical contamination. The time response of the RS92 humidity sensor is assumed to be the same as the RS90, and time lag errors may still be seen in fast humidity changes at cold temperatures. At the beginning of the RS92 production, the
temperature dependence correction for the radiosonde humidity sensor was based on the RS90 H-Humicap model. A new temperature-dependent (TD) calibration model was implemented in production since April 2004. Changes in the RS92 design have been documented by Vaisala and can be identified with the help of the radiosonde serial number (Vaisala 2009).

First RS92 radiosondes were tested during radiosonde campaigns in 2003–2004 (Miloshevich et al. 2006; Vömel et al. 2007a, b; Suortti et al. 2008). The sondes participated in the WMO radiosonde intercomparison campaign at Mauritius in 2005 (Nash et al. 2006) and later in a number of field campaigns (Suortti et al. 2008; Vömel et al. 2007a, b; Miloshevich et al. 2006, 2009; Nuret et al. 2008). Similar to previous studies the following sources of RS92 humidity measurement uncertainty should be considered (Miloshevich et al. 2009): mean calibration bias, solar radiation error in daytime measurements, random production variability, sensor time-lag error, ground check related uncertainty, and round off error in the standard RS92 processed data files. Time-lag and empirical bias corrections are expected to improve the humidity measurements of operationally launched RS92 sondes.

In daytime measurements the radiation dry bias is the dominant systematic error. It is strongly altitude dependent due to the decrease in convective cooling of the sensor and may reach up to 50% of the measured relative humidity in the tropical upper troposphere (Vömel et al. 2007a; Yoneyama et al. 2008).

In nighttime soundings the radiation error does not play a role and only calibration and measurement errors of the sensor itself contribute. (Miloshevich et al. 2009) found that in the lower troposphere the RS92 shows a moist relative bias between 3% for moist conditions and up to 20% for dry conditions (both at 700 hPa). The moist bias is also indicated in pre-launch ground tests under saturated conditions, and shows a strong dependence on the production-batch. In the upper troposphere this changes to a dry relative bias between 5% for moist conditions and up to 20% for dry conditions (Miloshevich et al. 2009).

The time lag smoothes out sharp vertical features and only leads to systematic biases in climatological records, where the RH profile is always decreasing, i.e. above the tropopause. However, the time lag will reduce the measurement uncertainty for individual profiles and increase the significance in larger data sets.

During the ground check the RH sensors are sealed in a small chamber filled with a desiccant and assumed to be at 0.0% RH. Laboratory tests of different desiccants indicate that the best desiccant may only achieve an RH of 0.5% (Gorman 2002), which coincidentally is near the average correction applied with well-maintained ground check units. Great care has to be taken that the desiccant has been properly dried, since the ground check value may represent the largest source of measurement uncertainty at low RH values.

After the correction of all systematic biases and time lag error RS92 data may have a bias uncertainty which is independent of height or RH and is estimated to be ±4% RH for nighttime soundings and ±5% for daytime soundings, plus an RH offset uncertainty of ±0.5% RH that is significant for dry conditions (Miloshevich et al. 2009). The uncertainty in the reference observations is one of the contributions to these uncertainty estimates and already included in these estimates.
2.2.5 **Summary**

Radiosondes deploying thin film capacitive sensors have the ability to provide humidity data that may be used for long term climate studies. The most widely used capacitive sensor is the Humicap (A- or H-type) developed by Vaisala and integrated in their radiosondes. Since 1980 the RS80 sondes have been equipped with the A-type (RS80-A) and the more stable and less hydrophilic H-type polymers, while the RS90 and RS92 sondes have been equipped only with the H-type polymer. The Humicap sensor responds to changes of relative humidity with respect to liquid water with a precision of $\pm 1 \% \text{RH}$ for Humicap-A and $\pm 0.5 \% \text{RH}$ for Humicap-H. An overview of factors affecting humidity measurements using Vaisala RS80-A, RS80-H, RS90 and RS92 sondes is shown in Table 2.1. The differences and correction methods of the humidity measurements by these widely used radiosondes have been described by (Suortti et al. 2008) and (Miloshevich et al. 2009).

The Humicap sensors are calibrated at the factory applying different temperature dependent (TD) calibration models for the RS80-A, RS80-H, RS90 and RS92 sondes, respectively. Due to an inadequate linear TD-calibration model RS80-A humidity measurements show a strongly increasing dry bias with decreasing temperature. Although, the use of a non-linear TD-calibration model for the Humicap-H type sensors have reduced large part of these dry bias effects at lower temperatures, a significant dry bias remains. The most often used dry bias corrections for the RS80 humidity measurements are given by (Leiterer et al. 2005) and by (Miloshevich et al. 2001, 2004).

The response time of the Humicap sensor is increasing exponentially with decreasing temperature ($\sim 0.5–1 \text{s at } +20 ^\circ C; \sim 2–8 \text{s at } -20 ^\circ C; \sim 60–200 \text{s at } -60 ^\circ C$), such that vertical structures in atmospheric humidity profiles are increasingly smoothed with decreasing temperature (i.e. increasing altitude). Vertical RH-profiles may be corrected for this time-lag effect by applying algorithms developed by (Miloshevich et al. 2004). A time lag correction will reduce the measurement uncertainty for individual profiles, increase the significance in larger data sets, and may reduce systematic biases in regions of the atmosphere, where the vertical RH gradient has a climatological preference.

For RS80-sondes manufactured before June 2000 outgasing of packaging material contaminated the Humicap sensors causing a dry bias of 2 % and 10 % of measured RH for 1-yr old RS80-A and RS80-H sondes, respectively. For RS90 and RS92 daytime measurements solar radiation can be the dominant systematic error source causing a dry bias, however, this can be corrected for.

After correction of all identified systematic biases and time lag effects Vaisala radiosondes may measure relative humidity with a relative uncertainty of about $\pm (3–5) \%$ at ambient temperatures above $-20 ^\circ C$ for RS80-A/H and RS90/92 radiosondes. However, at lower temperatures the relative uncertainty is increasing to $\pm 10 \%$ for RS80-A and $\pm (5–10) \%$ for RS80-H or RS90. RS92 sensors may achieve a relative uncertainty of $\pm 5.5 \%$ for night time observations and $\pm 6.5 \%$ for day time observations (incl. $\pm 1.5 \%$ uncertainty contribution due to production variability), plus an RH-offset uncertainty of $\pm 0.5 \% \text{RH}$ (Miloshevich et al. 2009).
<table>
<thead>
<tr>
<th>Factor</th>
<th>RS80-A</th>
<th>RS80-H</th>
<th>RS90</th>
<th>RS92</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch variation in basic calibration at room temperature</td>
<td>Yes</td>
<td>Yes</td>
<td>No (direct multi point calibration against references)</td>
<td>No (corrected by using reconditioning cycle in ground check unit)</td>
</tr>
<tr>
<td>Calibration model error (mainly at low temperatures)</td>
<td>Yes (large, due to linear model, last change in 1985)</td>
<td>Yes (smaller, TD correction model improved since 1990)</td>
<td>Yes (improved May 2001)</td>
<td>Yes (improved April 2004)</td>
</tr>
<tr>
<td>Chemical contamination of sensor</td>
<td>Yes (corrected by using drying agent in September 1998 and a protection shield in May 2000)</td>
<td>Yes (larger than for the RS80-A, corrected by using drying agent in September 1998 and a protection shield in May 2000)</td>
<td>Yes (minimized)</td>
<td>No (corrected by using reconditioning cycle in ground check unit)</td>
</tr>
<tr>
<td>Sensor wetting or icing</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes (minimized by heated twin sensor)</td>
<td>Yes (minimized by heated twin sensor and extended heating cycles)</td>
</tr>
<tr>
<td>Humidity time lag (at cold)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes (smaller than RS80-A)</td>
<td>Yes (smaller than RS80-A)</td>
</tr>
<tr>
<td>Solar radiation heatings</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes (larger than RS80)</td>
<td>Yes (larger than RS80)</td>
</tr>
</tbody>
</table>
To reduce the estimated uncertainties of operational radiosondes as well as for reference instruments large efforts have been started in the scope of the Global Climate Observing System (GCOS) Reference Upper Air Network (GRUAN), (Seidel et al. 2009) as well the development of a new humidity sensor for balloon borne radiosonde measurements (Vaisala et al. 2010).

2.3 Humidity Monitoring from Aboard Commercial Aircraft: MOZAIC-Program

2.3.1 Introduction to MOZAIC-Program

MOZAIC (Measurements of ozone and water vapour by Airbus in-service aircraft) is an European project funded by the European Union for the measurement of the large scale distribution of trace gases like ozone, water vapour, nitrogen oxides and carbon monoxide from board of commercial Airbus A340-aircraft (Fig. 2.4) during scheduled “in-service” flights (Marenco et al. 1998), http://mozaic.aero.obs-mip.fr/web/.

Since 1994 compact light weighted humidity devices are flown on five A340-aircraft operated by several European airlines (Lufthansa: 2 aircraft; Air France, Austrian Airlines and Sabena each 1 aircraft). The MOZAIC-flight routes cover a large extent of the northern hemisphere and parts of the southern hemisphere (Fig. 2.5). Every flight includes vertical profiles during takeoff/landing and continuous data at cruise altitude. Particularly the recording at cruise altitude between 9 and
12 km altitude covers large areas of the upper troposphere and lower stratosphere, an important region with the largest climate sensitivity. Data from more than 25000 flights (comprised of two vertical profiles and about 8 hours of data in the UTLS per flight) have been collected since 1994. The data are stored in a scientific data base at CNRM (Toulouse, France) (http://mozaic.aero.obs-mip.fr/web).

Presently, three of the MOZAIC-aircraft (2 Lufthansa and 1 Air Namibia) are still in service. However, MOZAIC is entering a new phase as part of the IAGOS (In-service Aircraft for a Global Observing System) project (http://www.iagos.org/). IAGOS aims to fly instruments on a larger fleet of about 20 aircraft with a long term mission over the next 10–20 years and a better global coverage in both hemispheres. The first two IAGOS aircraft have started their mission in 2011 and 2012, respectively.

2.3.2 MOZAIC Humidity Device (MHD)

Relative humidity and temperature are measured with a compact airborne sensing device AD-FS2 (Aerodata, Braunschweig, Germany), as shown in Fig. 2.6 and described in detail by (Helten et al. 1998). The sensing element consists of a capacitive sensor (Industrial version Humicap-H, Vaisala, Finland) with a hydroactive polymer film as dielectric whose capacitance depends on the relative humidity (Anderson et al. 1995) plus a platinum resistance sensor (PT100) for the direct measurement of the temperature at the humidity sensing surface. The humidity and temperature signals are linearized by a microprocessor controlled transmitter unit (HMP-230, Vaisala, Finland), which passes the relative humidity (RH) and the temperature signal to the automated data acquisition system of MOZAIC located in the avionic bay of the aircraft (Marenco et al. 1998). The humidity sensing element, together with
the PT100-resistor, are mounted at the top of an axisymmetric body, which is designed for installation in an appropriate housing (Model 102 BX, Rosemount Inc., Aerospace Division, USA). The sensor housing (Fig. 2.6) is known to derive accurate ambient air temperatures (Stickney et al. 1994).

The housing with both sensors is positioned outside the fuselage, 7 m backwards from the aircraft nose on the left side just below the cockpit. Air sampling occurs at a distance of 7 cm from the aircraft skin, well outside the local boundary layer (thickness only 3 cm) of the aircraft, thus avoiding contaminating interferences that might originate from the aircraft skin. The sampled air flow is divided into two sub flows inside the inlet of the housing. The main flow traverses straight through the housing. The minor flow makes a sharp right angle turn to a smaller channel, perpendicular to the main channel, passing over the sensor elements before reaching a small outlet, located at the lower back side of the housing. The right angle turn of the secondary air flow protects the sensors against dust, hydrometeors and particles. The internal boundary layer air is sucked off through small holes in the side walls of the housing, minimising internal boundary-layer effects. This protects the core of the sampled air flow from thermal or humidity influences as might originate from contact of the outer parts of the sampled flow with the walls of the housing.

The air entering the Rosemount housing is subject to adiabatic compression caused by the strong speed reduction in the inlet part of the housing. The conversion of the kinetic energy of the sampled air into heat leads to a significant temperature increase of the air sampled by the sensor. The thermal recovery process at the sensing element is well defined (Stickney et al. 1994). In flight, Static Air Temperature (SAT) is the
Mean values of the speed of the MOZAIC aircraft (Mach number, thin solid line, upper scale) as a function of altitude. The broken line (lower scale) gives the corresponding difference between the temperature measured by the sensor and the ambient temperature (TAT-SAT) and the thick solid line gives the ratio between ambient and measured relative humidity (RH_S/RH_D).

Temperature of the undisturbed air through which is about to fly. Total Air Temperature (TAT) is the maximum temperature that can be attained by 100% conversion of the kinetic energy into heat of the air sample. The relation between total and static air temperature is:

$$TAT = SAT \left(1 + \left(\frac{c_p - c_V}{2c_V}\right) M^2\right)$$  \hspace{1cm} (2.2)

In Eq. 2.2, $c_p$ and $c_V$ are the specific heats of dry air at constant pressure and volume, respectively, and $M$ is the Mach number, i.e. ratio of the aircraft speed (relative to air) relative to the speed of sound. $M$ is available in flight from the avionic system of the aircraft. $M$ typically increases from values of about 0.2 near ground to 0.81 ± 0.01 at cruise altitude (Fig. 2.7). The conversion of kinetic energy inside the housing is not exactly 100%. Therefore, the temperature measured by PT100 inside the housing, the total recovery temperature (TRT), is lower than the total air temperature (TAT), expected after a complete conversion of the kinetic energy. The housing manufacturer provides an empirical recovery factor $\eta$ to determine the real TAT from TRT by the relation

$$TAT = \frac{TRT}{1 - \eta}$$  \hspace{1cm} (2.3)

The recovery factor $\eta$, determined from a series of wind channel experiments, is a function of the Mach number and given by a function table (Stickney et al. 1994). Even at large Mach numbers the recovery factor is smaller than 0.004 such that corrections of TRT to TAT are always smaller than 1 K.

The adiabatic compression produces an appreciable temperature rise relative to the ambient static air temperature (SAT) if the aircraft speed is comparable to the speed of sound (Fig. 2.7). The resulting difference between total and static air temperature (TAT-SAT) increases from 2 K near ground to approximately 30 K at 10–12 km cruise.
altitude. Because of the strong temperature increase, the relative humidity \( RH_D \) detected by the sensing element in the Rosemount housing is appreciably lower than the static relative humidity of the ambient air, \( RH_S \) (Helten et al. 1998).

\[
RH_S = RH_D \left( \frac{SAT}{TAT} \right)^{\frac{c_p}{c_p-c_v}} \frac{E_W(TRT)}{E_W(SAT)}
\]  

(2.4)

The first factor in Eq. 2.4 describes the adiabatic compression, while the second term accounts for the different water vapour saturation pressures \( E_W \) at \( SAT \) and \( TRT \), respectively.

For the evaluation of the water vapour data we follow the formulation of \( E_W \) by (Goff and Gratch 1946) over a plane surface of pure liquid water, as recommended by the World Meteorological Organisation (WMO 1983) and adapted to the International Temperature Scale 1990 (ITS-90; Sonntag 1994):

\[
E_W(T) = \exp \left( \frac{a}{T} + b + c \cdot T + d \cdot T^2 + e \cdot \ln(T) \right)
\]  

(2.5)

where \( E_W \) is in Pa and \( T \) in K. For a liquid water surface, the constants are: \( a = -6096.9385 \text{ K} \), \( b = 21.2409642 \), \( c = -2.711193 \times 10^{-2} \text{ K}^{-1} \), \( d = 1.673952 \times 10^{-5} \text{ K}^{-2} \), \( e = 2.433502 \).

At cruise altitude, \( RH_D \) is a factor of 12–13 lower than \( RH_S \) (Fig. 2.7). Therefore, the humidity sensor usually works within the lowest 10 % of its dynamic range. This fact is not adequately covered by the factory calibration provided with the transmitter unit and hence requires regular individual recalibration of each sensor, in particular of the sensor bias.

### 2.3.3 Pre- and Post-Flight Calibration in Environmental Simulation Chamber

Each MOZAIC humidity sensor that is used for the MOZAIC project is individually calibrated in the laboratory at Jülich before installation in the aircraft and again after 500 flight hour intervals. Prior to a preflight calibration the sensor is rinsed with ethanol and then reformed by heating it to 130 °C. Postflight calibrations are done without prior cleaning. The laboratory calibration is executed in an environmental simulation chamber (Fig. 2.8; http://www2.fz-juelich.de/icg/icg-2/esf). The chamber is a stainless steel vacuum chamber with a volume of 5001 (80 × 80 × 80 cm) (Smit et al. 2000). Pressure, temperature, and relative humidity are computer controlled to simulate atmospheric flight conditions, which are typically encountered in the troposphere, including tropopause, and lower stratosphere. Typical tropospheric conditions of water vapour concentrations, temperatures, and pressures up to altitudes of 15 km can be simulated. Frost point temperatures down to −80 °C can be reached.

A Lyman(\( \alpha \)) fluorescence hygrometer (Kley and Stone 1978) is installed in the simulation chamber as reference instrument for the measurement of low water vapour
Fig. 2.8 Environmental simulation facility at Forschungszentrum Juelich (IEK-8) to calibrate MOZAIC-Humidity Devices at typical pressure, temperature and humidity conditions encountered during flight

mixing ratios (1–1000 ppmv) with a relative accuracy of ±4% (Helten et al. 1998). At water vapour mixing ratios above 1000 ppmv serves a dew/frost point hygrometer (General Eastern, Type D1311R) with an accuracy of ±0.5 K. Up to three water vapour sensors can be simultaneously calibrated. They are positioned in the outlet duct flow of the Lyman(α) hygrometer and sample the air just after it has passed the hygrometer.

The calibrations revealed that the relative humidity of a calibrated sensor \( RH_C \) for a constant temperature can be expressed by a linear relation

\[
RH_C = a + b \cdot RH_{UC}
\]  \hspace{1cm} (2.6)

where \( RH_{UC} \) is the uncalibrated output from an individual sensor, while the offset \( a \) and slope \( b \) are determined as a function of temperature (Helten et al. 1998). At a fixed sensor temperature, three different levels of humidity are set which correspond to typical conditions encountered at the sensing element during in-flight operation in the troposphere.

To derive the coefficients \( a \) and \( b \) as function of temperature calibrations were executed at three temperatures, \(-20^\circ C, -30^\circ C, \) and \(-40^\circ C\) while at higher temperatures an interpolation between the chamber calibration at \(-20^\circ C\) and the nominal calibration of the manufacturer at \(20^\circ C\) has been applied (Helten et al. 1998). However, since 1999 additional calibrations at \(0^\circ C\) and \(20^\circ C\) have become standard in the calibration process to improve the accuracy of the measurements made in the corresponding altitude region between 0 and 5 km (Fig. 2.9). The pressure at \(-40^\circ C\) and \(-30^\circ C\) is set to 180 hPa and increased to 400 hPa at higher temperatures. From investigations made at constant temperature but at different pressures between 100 and 1000 hPa, no significant pressure dependence of the sensitivity of the humidity sensor had been observed (Helten et al. 1998).
2.3.4 Assessment of In-Flight Uncertainties

It is recalled that the analysis of the MOZAIC measurement is performed with the averages of the individual preflight and postflight calibration coefficients $a$ and $b$ for each interval of 500 hours of flight operation. $RH_S$ of the ambient air is determined from the measured $RH_D$, $TRT$, $TAT$, and $SAT$ by Eq. 2.4. The uncertainty of $RH_S$ is deduced by the law of error propagation with the uncertainty of these parameters. The uncertainty of $RH_D$ is a composite of the following contributions: uncertainty of the Lyman-α hygrometer calibration and half of the absolute value of the differences of the individual preflight and postflight calibration coefficients, $a$ and $b$. To convert to the uncertainty of $RH_S$, the uncertainties of $TAT$ and $TRT$ (equal to ±0.25 °C) and $SAT$ (equal to ±0.5 °C) have to be included. The contribution of uncertainty of the air speed measurement by the aircraft to the uncertainty of temperature determination is below ±0.01 °C and was excluded from the error propagation determination. The uncertainty of the recovery factor $\eta$ of the Rosemount probe housing contributes to the uncertainties of the temperature measurements and, thus, $RH_S$ recovery. One determines then the total uncertainty of $RH_S$. The analysis show that the major contribution comes from the differences of calibration coefficients $a$ and $b$ between preflight and postflight calibration (Helten et al. 1998). If these differences are small, then this contribution is of the same order of magnitude as the uncertainty caused by the temperature uncertainty. The MOZAIC database contains estimates of the total uncertainty of $RH_S$ for each individual humidity data point based on the pre- and post-flight calibration of the flown humidity sensor.

The mean of the pre- and post-flight calibration coefficients of each flight period are used to evaluate the average uncertainty of the measurements. The differences between both sets of these calibration coefficients give the main contribution to the uncertainty of the measurement (Helten et al. 1998). The variations of the uncertainties
Fig. 2.10  Mean uncertainty in percent RH of all MOZAIC relative humidity measurements (solid curve) as a function of static air temperature (bottom x-axis) made over 1995 & 1996 (left diagram a; calibration at (−20 °C, −30 °C, and −40 °C) and 1999 & 2000 (right diagram b; calibration including 0 °C and 20 °C). The standard deviation of the mean is marked by the dashed curves. For 1995/1996 (a) the region not covered by preflight and postflight calibrations (lower troposphere, see text) is indicated with an estimated mean uncertainty (dashed/dotted line). The corresponding altitude is indicated as the top x-axis.

of the RH measurements were determined as the mean of all individual total uncertainties over all MOZAIC data as a function of SAT for 1996/1997 and 1999/2000, representative for calibrations made at the three lower temperatures (−20 °C, −30 °C, and −40 °C) and inclusion of higher temperatures (0 °C and 20 °C), respectively (Fig. 2.10). The standard deviation is also shown. For 1994–1998 data (left diagram) the uncertainty ranges from ±7% RH at −55 °C (≈13 km) down to ±4% RH at −40 °C (≈10 km). At lower altitude, for SAT ranging between −40 °C (≈9 km) and −20 °C (≈6 km) the uncertainty is within ±(4–6)% RH, increasing above 0 °C (near ground level) to ±8% RH. For the region below 5 km altitude, only an interpolation between the sensor calibration made in the chamber at −20 °C and the nominal calibration of the sensor manufacturer is used, indicated as a dashed dotted line in Fig. 2.10. However, since 1999 after inclusion of sensor calibration at 0 °C and 20 °C the accuracy below 5 km has increased significantly. From the regular pre- and post-flight calibration of each flown sensor typical 1σ-uncertainties of ±(4–6)% relative humidity between surface and 12 km altitude are obtained. It is to be noticed that the relative uncertainties of the measurements are rapidly increasing in dry air. For measurements of stratospheric humidity, where relative humidities well below 5% prevail, the uncertainty of the MOZAIC humidity device is insufficient for quantitative water vapour measurements.
2.3.5 In-Flight Comparison of MHD With Other Hygrometer: Time Response and Spatial Resolution

The in-flight performance of the MOZAIC-humidity device had been assessed by intercomparison with reference instrumentation during dedicated research aircraft missions. Fig. 2.11 shows results from two missions with a Fanjet Falcon E research aircraft of the Deutsches Zentrum für Luft- und Raumfahrt (DLR), the in-flight performance of the MHD was assessed by intercomparison with reference instrumentation. The first in-flight comparison of the MHD against reference instrumentation was conducted in 1995 with the MHD mounted aboard the Falcon aircraft (Helten et al. 1998). As reference served an airborne cryogenic frostpoint hygrometer, with a relative accuracy of ±10% (Busen and Buck 1995). The second mission took place in 1997 whereby the Falcon aircraft approached the flight path of the MOZAIC-aircraft at 13° W longitude and followed until 7° W longitude (Helten et al. 1999). The Falcon aircraft was equipped with a cryogenic frostpoint hygrometer developed for airborne water vapour mixing ratio measurements with a relative accuracy of about 5% (Ovarlez and van Velthoven 1997). Both aircraft missions confirmed the results yielded from pre- and post-flight calibrations (Helten et al. 1998). Similar results (Fig. 2.12) were obtained more recently in 2006 during an in-flight comparison of the MHD with the Jülich Lyman-α fluorescence hygrometer, FISH (relative accuracy ±5%; Zöger et al. 1999) made from aboard a Learjet 35 aircraft (Kunz et al. 2008).

The structures measured with the reference instruments are smoothed by the MHD. This is caused by the response time of the MHD which increases with decreasing sensor temperature due to the adsorption and diffusion of water molecules into the
sensor material (Antikainen and Paukkunen 1994). It is inferred from Fig. 2.11 that at sensor temperatures (equal to TRT) of about $-30^\circ$C the response time is several minutes. Above $-10^\circ$C the MHD tracks fine structures in the humidity field well, but measures drier values compared to the frost point hygrometer. This is most likely due to the fact that before 1999 the MOZAIC sensor was not calibrated at these relative high sensor temperatures. The response time of the MOZAIC sensor during ascent and descent is well below 10 s near ground and below 1 min around 9 km altitude (Helten et al. 1998). This means that at an ascent/descent rate of the MOZAIC aircraft of about 8 m/s, the vertical resolution of measured vertical humidity profiles is better than 100 m in the lower troposphere and around 500 m in the upper troposphere. At cruise altitude the response time is about 1–3 min such that at a horizontal aircraft speed of 250 m/s, the horizontal resolution is about 15–50 km which is sufficient to record large-scale distributions of upper tropospheric water vapour.

2.3.6 Performance at High Relative Humidities: Ice Super Saturation

In the upper troposphere ($Z = 9-12$ km) a substantial fraction (0.1–0.3) of the MOZAIC-relative humidity measurements show supersaturation with respect to ice (e.g. Gierens et al. 2000; Luo et al. 2007). A common phenomena common observed from other measurement platforms in the upper troposphere, both in clear and cloudy regions (e.g. Heymsfield et al. 1998; Jensen et al. 1998; Vay et al. 2000; Comstock...
An important feature suggesting that water vapour in the upper troposphere is for a significant fraction of time not in thermodynamical equilibrium with the ice phase. However, in how far these RH measurements are artifacts (e.g. evaporation of ice crystals in inlet system due to adiabatic heating) or real atmospheric features? At low temperatures it is very unlikely that the contamination of evaporating ice crystals is a significant error source for the following reasons:

1. In wind tunnel experiments with true air speed (TAS) \( \sim 100 \text{ m/s} \) it was shown that only particles smaller than \( 1 \, \mu m \) have a considerably high chance to get to the RH-sensing element in the Rosemount housing (O. Reynolds, UK Met Office, 2003, personal communication). However, the TAS in real flights is rather \( \sim 250 \text{ m/s} \), thus reducing additionally the probability of incoming ice crystals. These small ice crystals have masses on the order of \( 10^{-15} \text{ kg} \) and for usual ice crystal number concentrations \( (N < 10 \text{ cm}^{-3}) \) the net effect is probably negligible.

2. In situ comparisons of the MHD with the FISH-total water vapour instrument (Schiller et al. 2008) on board a Learjet 35A aircraft show no evidence of contamination of the gas phase water vapour measurement of MOZAIC inside cirrus (Fig. 2.13). Below ice saturation the MHD tracks the FISH very well. However, at saturation levels above 100 % RH with respect to ice the behavior of both instruments is very different. Although the MHD stays close to 100 % RH with respect to ice, the FISH detects excesses of water vapour because it measures total water vapour, i.e. gaseous phase plus contribution of liquid/ice phase which has been forced to evaporate by heating before detection.

3. Only a very small fraction of 0.5 % of all MOZAIC measurements (complete data base) show RH values in excess of 100 % with respect to liquid water, whereas more than 30 % of the data in the tropopause region show ice supersaturation (Fig. 2.14). In case of massive contamination due to evaporating ice crystals the frequency of occurrence for \( RH > 100 \% \) “values” should be enhanced.

In the lower and middle troposphere at warmer temperatures, relative humidity values in excess of 100 % to liquid water are occasionally observed. This contamination is
most likely caused by partial or complete evaporation of liquid droplets after entering the Rosemount inlet. In contrast to ice particles, the strong shear flow forces caused by the strong speed reduction, can atomize liquid droplets into a large number of very small droplets that evaporate much faster than ice particles with the same water content.

### 2.3.7 New Developments: In-Flight Calibration Method

While MOZAIC has demonstrated the large potential of in-service aircraft as a cost efficient platform for obtaining high quality humidity data in the free and upper troposphere, a larger fleet of aircraft is required for obtaining a truly global picture. This calls for a measurement system that is (i) compact, light-weight, and quasi maintenance-free and (ii) reliable, precise, and sufficiently accurate. The MOZAIC humidity sensor has shown to fulfill these criteria (Kley et al. 2000). However, the method of pre- and post-flight calibration in the laboratory every 500 hours of operation, as applied in MOZAIC, is not suitable for real-time data provision, a pre-requisite for operational use in meteorological networks. Therefore, based on the experience gained on instrument characteristics at different temperatures during 10 years of MOZAIC-operation a novel method for automatic in-flight calibration (IFC) of the sensors has been developed and described in detail by (Smit et al. 2008).

The IFC method corrects the potential drift of the sensor offset at zero relative humidity, which is the critical parameter in determining the uncertainty of the measurements. Any drift of the sensor offset is caused by additional bonding of non-water molecules originated from polluted air. However, praxis has shown that the offset drifts slowly and only significant changes have been first observed after 4–8 weeks of flight operation. The sensor offset is determined from the measurements themselves as obtained during periods when the aircraft is flying in the lower stratosphere at or above the hygropause where the H$_2$O mixing ratio reaches well defined minimum values of about 5 ppmv and the contribution of atmospheric H$_2$O to the sensor signal...
Fig. 2.15  Total uncertainty of the relative humidity profile (green curve) calculated from the uncertainty of the average slope \(b\) (blue curve) and the uncertainty of the offset \(a\) (red curve) obtained from the IFC-method. For comparison, the average uncertainty of the MOZAIC calibrations is also shown (black solid curve) based on calibrations between 235 K and 260 K as reported by (Helten et al. 1998); dashed black curve: valid since 1999, after extending the calibrations at sensor temperatures of 270–290 K. (Source: Smit et al. 2008)

is minimal. The selection of stratospheric data is achieved with the help of potential temperature that can be calculated in-situ from measured temperature and pressure.

The IFC method is capable of providing humidity measurements in near real time with an uncertainty of \(\pm 8\%\ RH\) at the surface and \(\pm 7\%\ RH\) in the upper troposphere (Fig. 2.15). For validation, the IFC method was applied to five years of archived raw signals from the MOZAIC aircraft. The resulting humidity data are in good agreement (within \(2\%\ RH\)) with the original MOZAIC data that used monthly pre- and post flight calibrations of the sensor. The standard deviation of the differences varies with altitude between \(\pm 4\%\) and \(\pm 6\%\ RH\) which is comparable to the accuracy of the MOZAIC laboratory calibrations (Fig. 2.15).

At the typical cruise altitude of longhaul aircraft (9–12 km), the IFC method is most efficient and accurate at higher latitudes where dry stratospheric air coincides with relatively high ambient temperatures (220–230 K), hence providing the lowest contribution to the signal of the sensor, which measures relative humidity. At these conditions the a priori assumption of 5 ppmv for the water vapour mixing ratio at the hygropause is not critical for the accuracy of the method. Compared to MOZAIC-operation based on monthly calibrations in the laboratory the use of IFC will substantially reduce the efforts for maintenance and thus will enable to operate the sensor on a large fleet of in-service aircraft for near real time measurements of humidity in the troposphere. The IFC method will not work, however, on aircraft that never enter the lower stratosphere, e.g. aircraft that fly exclusively regional routes or in the tropics. Regular offline calibrations will remain important for such aircraft.
2.3.8 Summary and Conclusions

The MOZAIC project features more than 15 years of continuous measurements of water vapour from board commercial Airbus A340 aircraft during scheduled flights. Thereby capacitive humidity sensing devices are used to measure tropospheric relative humidity together with temperature from aboard aircraft, if the sensors are carefully calibrated before their installation and after deinstallation. After an operation time of 4–6 weeks (~500 flight hours) the differences between preflight and postflight calibration result in uncertainties $\pm(4–6)\%$ RH for measurements between surface and 12 km altitude. For dry regions with low relative humidities (e.g. stratosphere) the uncertainty of $\pm(4–6)\%$ RH is getting limited for accurate humidity measurements.

The installation of the humidity sensor in an appropriate housing (Rosemount Model 102 BX), normally used in aviation to measure accurate ambient air temperature, has the advantage of protection against the impact of particles or dust. Also, wall contact of the sampled air, which would influence temperature and humidity, is avoided. Adiabatic compression causing a temperature increase of the sampled air leads to a reduction of the dynamic range of the sensor, but also provides for sufficient time response at low static air temperatures. There are no indications that MOZAIC-observations of ice super saturation in the upper troposphere are interfered by evaporation of ice crystals in the Rosemount inlet. In the lower and middle troposphere at higher temperatures in the presence of liquid droplets contamination from evaporation can occur because at the inlet droplets might atomize into a large number of very small droplets which evaporate much faster.

In-flight intercomparisons with a Lyman-\(\alpha\) fluorescence hygrometer and a frost point hygrometer showed good agreement within $\pm(5–10)\%$ RH for measurements in the middle/upper troposphere. The deviations of the Humicap sensor observed during this in-flight intercomparison is in agreement with the uncertainty obtained from the estimated overall uncertainty which is dominated by contribution of the differences observed between preflight and postflight calibrations. The time response of the sensor in the lower/middle troposphere is good, but increases at lower temperatures to values of about 1 min at cruise altitude. Vertical resolution of humidity profiling during ascent and descent of the MOZAIC aircraft is better than 100 m in the lower part of the profile and around 200 m in the upper part of the profile. At cruise altitude the horizontal resolution of humidity measurements is around 15 km which is sufficient for climatological purposes.

A new method for in-flight calibration (IFC) has been developed, whereby the sensor offset is quasi-continuously monitored and adjusted in flight, while the less critical sensor sensitivity can be determined at longer (yearly) intervals. Through the use of the IFC-method the sensor needs only to be recalibrated on much longer time intervals (yearly) compared to the monthly calibrations as applied in MOZAIC. This enables operating the sensors on a larger fleet of aircraft with about the same amount of calibration efforts. Consequently, the IFC method will reduce maintenance drastically that make the sensor a serious candidate for real time humidity measurements.
in synoptical networks for weather forecasting. The IFC method is capable of providing humidity measurements in near real time with an uncertainty of $\pm 8\% \text{ RH}$ at the surface and $\pm 7\% \text{ RH}$ in the upper troposphere.

MOZAIC has demonstrated the large potential of in-service aircraft as a cost efficient platform for obtaining high quality humidity data in the free and upper troposphere. MOZAIC has provided the first measured climatology of upper tropospheric humidity. The observations showed that the UT at cruise altitude (9–12 km) is much more wet than has been assumed before (Fig. 2.16) and that 15-30 % of the UT is ice super-saturated (relative humidity in excess of 100 % with respect to ice) (Gierens et al. 2000). However, to obtain a truly global picture the measurements will be expanded on larger fleet of aircraft in the scope of the IAGOS (In-service Aircraft in a Global Observing System).
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